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Foreword

Why, Why, Why...???

• Why this topic matters and why this book?

• Why me and why these authors?

• Why should you read and use this book?

Information Technology (IT) matters. The security of IT matters. IT is ubiquitous. We depend on
it working as intended every minute of every day. All too often, IT is designed and built for a
pristine, uncontested environment. But this is not the real world—the world in which we live, work,
and play. The real world is not a scientific “clean room.” Competitive adversaries will take advantage
of known flaws in IT and even insert their own weaknesses to exploit later. We need to do a better job
of building security into the IT we develop. We also need to do a better job of managing security
risks in the IT we buy and use. This book will help all of us to “build security in” and make better
decisions about risks in IT and the enterprises it enables.

The world is in the throes of a technological revolution. At first, it primarily focused on
mechanical systems. Later, it expanded to electro-mechanical systems. Now, it’s mostly electronic (or
digital) systems. Microelectronic hardware (HW) and software (SW) are embedded within devices
that are being networked together to maximize system effectiveness and efficiency. We have nearly
completed the first two phases of this revolution. But we are still in the middle of the third, digital
phase, in which people and the tools they use are becoming more and more dependent on information
and digital systems.

While IT itself is fairly mature, IT security is not. A single, agreed-upon methodology for securing
IT systems simply doesn’t exist. This book takes the realistic approach of sampling and presenting a
variety of perspectives on how to best “build IT security in.” It establishes a common language to use
in designing IT systems and making risk tradeoffs throughout their lifecycles. Everyone agrees that it
is difficult to manage what we can’t measure. To develop consistent, repeatable, transferable
information that leads to trust in and confident use of secure IT, we first must agree on how to
measure IT security. This book identifies methods to close that confidence gap throughout the IT
lifecycle. Using its suggested measurement techniques can transform IT security from an art into a
science.



With more than 42 years of experience in improving organizational processes—including
leveraging the skills of people to use the tools and technologies at their disposal—I have most
recently (2009-present) worked in the Office of the Department of Defense, Chief Information
Officer for Cybersecurity (DoD-CIO/Cybersecurity). I lead security efforts for IT and the science of
IT security, or as this book describes it, “Cyber Security Engineering.” I met Nancy Mead and Carol
Woody early in this most recent endeavor. They have continuously provided expertise and leadership
to improve the academic discipline contributing to this “Practical Approach for Systems and
Software Assurance” and advancing the science and discipline for all of us to use.

Thank you, Nancy and Carol, for your continuing research in this challenging area. Thanks also
for your ongoing collaboration with like-minded cyber security professionals such as Warren
Axelrod, Dan Shoemaker, and other subject matter experts who have contributed to this book’s
content.

—Donald R. Davidson, Jr.
Deputy Director for Cybersecurity (CS)

Implementation and CS/Acquisition
Integration in the Office of the DoD-CIO for Cybersecurity (CS)



Preface

The Goals and Purpose for This Book
Security problems are on the front page of newspapers daily. A primary cause is that software is not
designed and built to operate securely. Perfect security is not achievable for software that must also
be usable and maintainable and fast and cheap, but realistic security choices do not happen by
accident. They must be engineered. Software is in every field and all those involved in its
construction and use must learn how to choose wisely.

Security has traditionally been dealt with in operational, production environments as a reactive
process focused on compliance mandates and response to incidents. Engineering requires structuring
the capability to proactively plan and design for security during development and acquisition.
Determining what security actions to take based on budget and schedule is not effective.

The book is primarily a reference and tutorial to expose readers to the range of capabilities
available for building more secure systems and software. It could be used as an accompanying text in
an advanced academic course or in a continuing education setting. Although it contains best practices
and research results, it is not a “cookbook” which is designed to provide predictable repeatable
outcomes.

After reading this book, the reader will be prepared to:

• Define and structure metrics to manage cyber security engineering

• Identify and evaluate existing competencies and capabilities for cyber security engineering

• Identify competency and capability gaps for cyber security engineering

• Define and prioritize cyber security engineering needs

• Explore a range of options for addressing cyber security engineering needs

• Plan for improvements in cyber security engineering performance

The book will begin with an introduction to seven principles of software assurance followed by
chapters addressing the key areas of cyber security engineering. The principles presented in this book
provide a structure for prioritizing the wide range of possible actions, helping to establish why some
actions should be a priority and how to justify the investments required to take them. Existing
security materials focus heavily on the actions to be taken (best practices) with little explanation of
why they are needed and how one can recognize if actions are being performed effectively. This book
is structured using a group of assurance principles that form a foundation of why actions are needed
and how to go about addressing them.

Audience for This Book
The audience for this book is broad, and includes systems and software engineering, quality
engineering, reliability and security managers and practitioners. The book targets an interdisciplinary
audience including acquisition, software and systems engineering, and operations, since all of them
have a vested interest in ensuring that systems and software operate securely.

Some basic background in software engineering or the software and acquisition life cycles is
needed. The reader should also understand the importance of cyber security and the difficulties of
engineering, developing, and acquiring secure software. Although not a requirement, it would help if
they have read other books in the SEI Software Engineering or Software Security Series.



Organization and Content
This book provides material for multiple audiences. Not everyone may want to read all of the
material, so we offer the following guide to the chapters.

Chapter 1 lays the groundwork for why a lifecycle approach to cyber security engineering is
critical for ensuring system and software security. All audiences should read this material.

Chapter 2 focuses on ways to define and prioritize cyber security engineering needs. Threat and
risk analysis are key capabilities, and this chapter provides material about specific methods and
practices needed by those performing cyber security engineering to determine and prioritize needs.
Both practitioners and students wishing to develop skills in this area can benefit from reading this
material.

Chapters 3 and 4 focus on the critical competencies and capabilities needed organizationally,
programmatically, and technically to perform cyber security engineering for systems and software.
This material can benefit project staff and managers who want to learn how to evaluate existing
capabilities and establish resource needs. Technical leaders and practitioners can find out how cyber
security engineering competencies figure into a longer-term career strategy.

Chapter 5 provides examples of gap analysis, from both organizational and engineering
perspectives. Such analysis identifies the gaps in competencies and capabilities needed to
successfully perform cyber security engineering.

Chapter 6 provides information about metrics for cyber security. Those who manage, monitor,
and perform software and system engineering can benefit from this material.

Chapter 7 presents options for addressing cyber security needs gathered from standards, best
practices, and highly regarded sources. Both practitioners and students of cyber security engineering
should become familiar with this content.

Chapter 8 provides a summary of current cyber security engineering capabilities and suggests
ways to evaluate and improve cyber security engineering practice. This material is of particular
interest to cyber security practitioners and those who manage these resources.

Additional Content
The book’s companion website for Cyber Security Engineering is:

www.cert.org/cybersecurity-engineering/

In addition, for purchasers of this book, we are providing free access to our online course:
Software Assurance for Executives. This course provides an excellent overview of software
assurance topics for busy managers and executives. To obtain access to Software Assurance for
Executives, please send an email to:

stepfwd-support@cert.org

RE: SwA Executive Course

http://www.cert.org/cybersecurity-engineering/
mailto:stepfwd-support@cert.org


Chapter 1. Cyber Security Engineering: Lifecycle Assurance of
Systems and Software

with Warren Axelrod and Dan Shoemaker

In This Chapter

• 1.1 Introduction

• 1.2 What Do We Mean by Lifecycle Assurance?

• 1.3 Introducing Principles for Software Assurance

• 1.4 Addressing Lifecycle Assurance

• 1.5 Case Studies Used in This Book

1.1 Introduction
Everything we do these days involves system and software technology: Cars, planes, banks,
restaurants, stores, telephones, appliances, and entertainment rely extensively on technology. The
operational security of these software-intensive systems depends on the practices and techniques used
during their design and development. Many decisions made during acquisition and development have
an impact on the options for security once systems are deployed. Quality is important, but simply
reducing software defects is not sufficient for effective operational security. Lifecycle processes must
consider the security-related risks inherent in the operational environments where systems are
deployed. Increased consideration of operational security risk earlier in the acquisition and
development processes provides an opportunity to tune decisions to address security risk and reduce
the total cost of operational security. This book provides key operational management approaches,
methodologies, and practices for assuring a greater level of software and system security throughout
the development and acquisition lifecycle.

This book contains recommendations to guide software professionals in creating a comprehensive
lifecycle process for system and software security. That process allows organizations to incorporate
widely accepted and well-defined assurance approaches into their own specific methods for ensuring
operational security of their software and system assets. It’s worth pointing out that the material in
this book is applicable to many different types of systems. Although many of our recommendations
originated from our work in information systems security, the recommendations are equally
applicable to systems used to support critical infrastructure, such as industrial control systems and
SCADA (supervisory control and data acquisition) systems. The same can be said for other hardware/
software systems that are not primarily information systems but exist to support other missions.

This book also provides a learning tool for those not familiar with the means and methods needed
in acquisition and development to address operational security. Today’s tools and existing products
allow almost anyone to create a software-based system that meets its functional requirements, but
critical skills and practices are needed to ensure secure deployment results.

The exponential increase in cybercrime is a perfect example of how rapidly change is happening
in cyberspace and why operational security is a critical need. In the 1990s, computer crime was
usually nothing more than simple trespasses. Twenty-five years later, computer crime has become a
vast criminal enterprise, with profits estimated at $1 trillion annually. And one of the primary



contributors to this astonishing success is the vulnerability of America’s software to exploitation
through defects. How pervasive is the problem of vulnerability? Veracode, a major software security
firm, found that “58 percent of all software applications across supplier types [failed] to meet
acceptable levels of security in 2010” [Veracode 2012].

Increased system complexity, pervasive interconnectivity, and widely distributed access have
increased the challenges for building and acquiring operationally secure capabilities. Therefore, the
aim of this book is to show you how to create and ensure persistent operational assurance practice
across all of the typical activities that take place across the system and software lifecycle.

1.2 What Do We Mean by Lifecycle Assurance?
The accelerating pace of attacks and the apparent tendency toward more vulnerabilities seem to
suggest that the gap between attacks and data protection is widening as our ability to deal with them
seems to diminish. Much of the information protection in place today is based on principles
established by Saltzer and Schroeder in “The Protection of Information in Computer Systems,” which
appeared in Communications of the ACM in 1974. They defined security as “techniques that control
who may use or modify the computer or the information contained in it” and described three main
categories of concern: confidentiality, integrity, and availability (CIA) [Saltzer 1974].

As security problems expanded to include malware, viruses, Structured Query Language (SQL)
injections, cross-site scripting, and other mechanisms, those problems changed the structure of
software and how it performs. Focusing just on information protection proved vastly insufficient.
Also, the role of software in systems expanded such that software now controls the majority of
functionality, making the impact of a security failure more critical. Those working with deployed
systems refer to this enhanced security need as cyber security assurance, and those in the areas of
acquisition and development typically reference software assurance. Many definitions of each have
appeared, including these:

• “The level of confidence we have that a system behaves as expected and the security risks
associated with the business use of the software are acceptable” [Woody 2014]

• “The level of confidence that software is free from vulnerabilities, either intentionally
designed into the software or accidentally inserted at any time during its lifecycle, and that the

software functions in the intended manner”1

1. U.S. Department of Transportation Federal Aviation Administration Order 1370.109 http://www.faa.gov/
documentLibrary/media/Order/1370.109.pdf

• “Software Assurance: Implementing software with a level of confidence that the software
functions as intended and is free of vulnerabilities, either intentionally or unintentionally
designed or inserted as part of the software, throughout the lifecycle” [Woody 2014]

However, the most recent set of definitions of software assurance from the Committee on National
Security Systems [CNSS 2015] takes a different tack, using DoD and NASA definitions:

• “The level of confidence that software functions as intended and is free of vulnerabilities,
either intentionally or unintentionally designed or inserted as part of the software throughout
the lifecycle” [DoD 2012]

• “The planned and systematic set of activities that ensure that software lifecycle processes and
products conform to requirements, standards, and procedures” [NASA 2004]

http://www.faa.gov/documentLibrary/media/Order/1370.109.pdf
http://www.faa.gov/documentLibrary/media/Order/1370.109.pdf


Finally, the ISO standards provide comprehensive coverage of the various topics, although the
topics appear in various places in the standards, and not necessarily in a concise definition [ISO/IEC
2008a, 2008b, 2009, 2011, 2015].

As shown in Table 1.1, the various definitions of software assurance generally include the
requirement that software functions as expected or intended. Referring to the definitions, it is usually
more feasible to achieve an acceptable risk level (although what that risk level might be remains
somewhat obscure) than to feel confident that software is free from vulnerabilities. But how do you
know how many vulnerabilities actually remain? In practice, you might continue looking for errors,
weaknesses, and vulnerabilities until diminishing returns make it apparent that further testing does
not pay. However, it is not always obvious when you are at that point. This is especially the case
when testing for cyber security vulnerabilities, since software is delivered into many different
contexts and the variety of cyberattacks is virtually limitless.

Table 1.1 Comparison of Software Assurance Definitions from Various Sources

Since we are increasingly seeing the integration and interoperation of security-critical and safety-
critical systems, it makes sense to come up with an overarching definition of software assurance that
covers both security and safety. In some ways, the different approaches suggested by the existing
definitions result from risks related to modern systems of systems.

Further challenges to effective operational security2 come from the increased use of commercial
off-the-shelf (COTS) and open source software as components within a system. The resulting
operational systems integrate software from many sources, and each piece of software is assembled
as a discrete product.

2. These ideas are adapted from “Sustaining Software Intensive Systems—A Complex Security Challenge,” by
Carol Woody, which appears in Cyber Security: Strengthening Corporate Resilience, a 2007 booklet from
Cutter.

Shepherding a software-intensive system through project development to deployment is just the
beginning of the saga. Sustainment (maintaining a deployed system over time as technology and
operational needs change) is a confusing and multifaceted challenge: Each discrete piece of a
software-intensive system is enhanced and repaired independently and reintegrated for operational
use. As today’s systems increasingly rely on COTS software, the issues surrounding sustainment
grow more complex. Ignoring these issues can undermine the stability, security, and longevity of
systems in production.



The myth linked to systems built using COTS products is that commercial products are mature,
stable, and adhere to well-recognized industry standards. The reality indicates more of a Rube
Goldberg mix of “glue code” that links the pieces and parts into a working structure. Changing any
one of the components—a constant event since vendors provide security updates on their own
schedules—can trigger a complete restructuring to return the pieces to a working whole. This same
type of sustainment challenge for accommodating system updates appears for system components
built to function as common services in an enterprise environment.

Systems cannot be constructed to eliminate security risk but must incorporate capabilities to
recognize, resist, and recover from attacks. Initial acquisition and design must prepare the system for
implementation and sustainment. As a result, assurance must be planned across the lifecycle to
ensure effective operational security over time.

Within this book we use the following definition of software assurance developed to incorporate
lifecycle assurance [Mead 2010a]:

Application of technologies and processes to achieve a required level of confidence that
software systems and services function in the intended manner, are free from accidental or
intentional vulnerabilities, provide security capabilities appropriate to the threat
environment, and recover from intrusions and failures.

1.3 Introducing Principles for Software Assurance
In 1974, Saltzer and Schroeder proposed software design principles that focus on protection
mechanisms to “guide the design and contribute to an implementation without security flaws”
[Saltzer 1974]. Students still learn these principles in today’s macrocycle classrooms [Saltzer 1974]:

• Economy of mechanism—Keep the design as simple and small as possible.

• Fail-safe defaults—Base access decisions on permission rather than exclusion.

• Complete mediation—Every access to every object must be checked for authority.

• Open design—The design should not be secret. The mechanisms should not depend on the
ignorance of potential attackers but rather on the possession of specific, and more easily
protected, keys or passwords.

• Separation of privilege—Where feasible, a protection mechanism that requires two keys to
unlock it is more robust and flexible than one that allows access to the presenter of only a
single key.

• Least privilege—Every program and every user of the system should operate using the least
set of privileges necessary to complete the job.

• Least common mechanism—Minimize the amount of mechanism common to more than one
user and depended on by all users.

• Psychological acceptability—It is essential that the human interface be designed for ease of
use so that users routinely and automatically apply the protection mechanisms correctly.

Time has shown the value and utility in these principles, but new challenges surfaced soon after
Saltzer and Schroeder proposed them. The Morris worm generated a massive denial of service by
infecting more than 6,000 UNIX machines on November 2, 1988 [Wikipedia 2011a]. An advanced
operating system, Multiple Virtual Storage (MVS), where memory sharing was now available to all
programs under control of the OS, was released in March of the same year [Wikipedia 2011b]. As a
result, the security of the operating system became of utmost importance. Although Saltzer and



Schroeder’s principles still apply to security within an individual piece of technology, they are no
longer sufficient to address the complexity and sophistication of the environment within which that
component must operate.

We propose a set of seven principles focused on addressing the challenges of acquiring, building,
deploying, and sustaining systems to achieve a desired level of confidence for software assurance:

1. Risk shall be properly understood in order to drive appropriate assurance decisions—A
perception of risk drives assurance decisions. Organizations without effective software
assurance perceive risks based on successful attacks to software and systems and usually
respond reactively. They may implement assurance choices such as policies, practices, tools,
and restrictions based on their perception of the threat of a similar attack and the expected
impact if that threat is realized. Organizations can incorrectly perceive risk when they do not
understand their threats and impacts. Effective software assurance requires organizations to
share risk knowledge among all stakeholders and technology participants. Too frequently,
organizations consider risk information highly sensitive do not share it; protecting the
information in this way results in uninformed organizations making poor risk choices.

2. Risk concerns shall be aligned across all stakeholders and all interconnected technology
elements—Highly connected systems like the Internet require aligning risk across all
stakeholders and all interconnected technology elements; otherwise, critical threats are missed
or ignored at different points in the interactions. It is not sufficient to consider only highly
critical components when everything is highly interconnected. Interactions occur at many
technology levels (e.g., network, security appliances, architecture, applications, data storage)
and are supported by a wide range of roles. Protections can be applied at each of these points
and may conflict if not well orchestrated. Because of interactions, effective assurance requires
that all levels and roles consistently recognize and respond to risk.

3. Dependencies shall not be trusted until proven trustworthy—Because of the wide use of
supply chains for software, assurance of an integrated product depends on other people’s
assurance decisions and the level of trust placed on these dependencies. The integrated
software inherits all the assurance limitations of each interacting component. In addition,
unless specific restrictions and controls are in place, every operational component, including
infrastructure, security software, and other applications, depends on the assurance of every
other component. There is a risk each time an organization must depend on others’ assurance
decisions. Organizations must decide how much trust they place in dependencies based on
realistic assessments of the threats, impacts, and opportunities represented by various
interactions. Dependencies are not static, and organizations must regularly review trust
relationships to identify changes that warrant reconsideration. The following examples
describe assurance losses resulting from dependencies:

• Defects in standardized pieces of infrastructure (e.g., operating systems, development
platforms, firewalls, and routers) can serve as widely available threat entry points for
applications.

• Using many standardized software tools to build technology establishes a dependency for
the assurance of the resulting software product. Vulnerabilities can be introduced into
software products by the tool builders.

4. Attacks shall be expected—A broad community of attackers with growing technology
capabilities can compromise the confidentiality, integrity, and availability of an organization’s
technology assets. There are no perfect protections against attacks, and the attacker profile is



constantly changing. Attackers use technology, processes, standards, and practices to craft
compromises (known as socio-technical responses). Some attacks take advantage of the ways
we normally use technology, and others create exceptional situations to circumvent defenses.

5. Assurance requires effective coordination among all technology participants—The
organization must apply protection broadly across its people, processes, and technology
because attackers take advantage of all possible entry points. The organization must clearly
establish authority and responsibility for assurance at an appropriate level in the organization
to ensure that the organization effectively participates in software assurance. This assumes
that all participants know about assurance, but that is not usually the case. Organizations must
educate people on software assurance.

6. Assurance shall be well planned and dynamic—Assurance must represent a balance among
governance, construction, and operation of software and systems and is highly sensitive to
changes in each of these areas. Assurance requires an adaptive response to constant changes
in applications, interconnections, operational usage, and threats. Assurance is not a once-and-
done activity. It must continue beyond the initial operational implementation through
operational sustainment. Assurance cannot be added later; it must be built to the level of
acceptable assurance that organizations need. No one has resources to redesign systems every
time the threats change, and adjusting assurance after a threat has become reality is
impossible.

7. A means to measure and audit overall assurance shall be built in—Organizations cannot
manage what they do not measure, and stakeholders and technology users do not address
assurance unless they are held accountable for it. Assurance does not compete successfully
with other competing needs unless results are monitored and measured. All elements of the
socio-technical environment, including practices, processes, and procedures, must be tied
together to evaluate operational assurance. Organizations with more successful assurance
measures react and recover faster, learn from their reactive responses and those of others, and
are more vigilant in anticipating and detecting attacks. Defects per lines of code is a common
development measure that may be useful for code quality but is not sufficient evidence for
overall assurance because it provides no perspective on how that code behaves in an
operational context. Organizations must take focused and systemic measures to ensure that the
components are engineered with sound security and that the interaction among components
establishes effective assurance.

1.4 Addressing Lifecycle Assurance3

3. Material in this section comes from Predicting Software Assurance Using Quality and Reliability Measures
[Woody 2014].

In general, we build and acquire operational systems through coordinated actions involving a set of
predefined steps referred to as a lifecycle. Most organizations use a lifecycle model of some type,
although these models vary from one organization to another. In this book, the approaches we
describe relate to particular lifecycle activities, but we try to be independent of specific lifecycle
models. Standards such as ISO 15288 and NIST SP 800-160 can provide guidance to those looking
for additional background on suitable lifecycles in support of software assurance.

Organizations make or buy their technology to meet specified performance parameters but rarely
consider the ways in which a new development or acquisition functions within its intended
deployment environment and the unintended consequences that are possible. For example, security



defects (also referred to as vulnerabilities) provide opportunities for attackers to gain access to
confidential data, disrupt access to system capabilities, and make unauthorized changes to data and
software. Organizations tend to view higher quality and greater security as increasing operational
cost, but they fail to consider the total cost of ownership over the long term, which includes the cost
of dealing with future compromises. The lack of a comprehensive strategy in approaching how a
system or software product is constructed, operated, and maintained creates fertile ground for
compromise.

Every component of the software system and its interfaces must be operated and sustained with
organizational risk in mind. The planning and execution of the response is a strategic requirement,
which brings the absolute requirement for comprehensive lifecycle protection processes into the
discussion.

There is always uncertainty about a software system’s behavior. At the start of development, we
have very general knowledge of the operational and security challenges that might arise as well as the
security behavior that we want when the system is deployed. A quality measure of the design and
implementation is the confidence we have that the delivered system will behave as specified.

At the start of a development cycle, we have a limited basis for determining our confidence in the
behavior of the delivered system; that is, we have a large gap between our initial level of confidence
and the desired level of confidence. Over the development lifecycle, we need to reduce that
confidence gap, as shown in Figure 1.1, to reach the desired level of confidence for the delivered
system.

Figure 1.1 Confidence Gap

With existing software security practices, we can apply source-code static analysis and testing
toward the end of the lifecycle. For the earlier lifecycle phases, we need to evaluate how the
engineering decisions made during design affect the injection or removal of defects. Reliability
depends on identifying and mitigating potential faults. Software security failure modes, such as
unverified input data, are exploitable conditions. A design review must confirm that the business



risks linked to fault, vulnerability, and defect consequences are identified and mitigated by specific
design features. Software-intensive systems are complex; it is not surprising that the analysis—even
when an expert designer performs it—can be incomplete, can overlook a security problem, or can
make simplifying but invalid development and operating assumptions.

Our confidence in the engineering of software must be based on more than opinion. If we claim
the resulting system will be secure, our confidence in the claim depends on the quality of evidence
provided to support the claim, on confirmation that the structure of the argument about the evidence
is appropriate to meet the claim, and on the sufficiency of the evidence provided. If we claim that we
have reduced vulnerabilities by verifying all inputs, then the results of extensive testing using invalid
and valid data provide evidence to support the claim.

We refer to the combination of evidence and argument as an assurance case, which can be defined

as follows:4

4. Assurance cases were originally used to show that systems satisfied their safety-critical properties. For this
use, they were (and are) called safety cases. The notation and approach used here has been used for over a
decade in Europe to document why a system is sufficiently safe [Kelly 1998, 2004]. The application of the
concept to reliability was documented in an SAE standard [SAE 2004]. We extend the concept to cover
system security claims.

Assurance case is a documented body of evidence that provides a convincing and valid
argument that a specified set of critical claims about a system’s properties are adequately
justified for a given application in a given environment.

[Kelly 1998]

ISO/IEC 15026 provides the following alternative definition of an assurance case [ISO/IEC 2007]:

An assurance case includes a top-level claim for a property of a system or product (or set
of claims), systematic argumentation regarding this claim, and the evidence and explicit
assumptions that underlie this argumentation. Arguing through multiple levels of
subordinate claims, this structured argumentation connects the top-level claim to the
evidence and assumptions.

An analysis of an assurance case does not evaluate the process by which an engineering decision
was made. Rather, it is a justification of a predicted result based on available information (evidence).
An assurance case does not imply any kind of guarantee or certification. It is simply a way to
document the rationale behind system design decisions.

Doubts play a significant role in justifying claims. During a review, an assurance case developer
must justify through evidence that a set of claims has been met. A typical reviewer looks for reasons
to doubt the claim. For example, a reviewer might do any of the following:

• Doubt the claim—There is information that contradicts the claim.

• Doubt the argument—For example, the static analysis does not apply to the claim that a
specific vulnerability has been eliminated or the analysis does not consider the case in which
the internal network has been compromised.

• Doubt the evidence—For example, the security testing or static analysis was done by
inexperienced staff or the testing plan does not sufficiently consider recovery following a
compromise.



Quality and reliability can be considered evidence to be incorporated into an argument about
predicted software security. Standard and policy frameworks become an important part of this
discussion because they are the software industry’s accepted means of structuring and documenting
best practice. Frameworks and policies encapsulate and then communicate a complete and coherently
logical concept as well as methods of tailoring the approach for use by a particular aspect of “real-
world” work. Frameworks for a defined area of work are created and endorsed by recognized entities
such as the Software Engineering Institute (SEI), International Organization for Standardization
(ISO), National Institute of Standards and Technology (NIST), Institute of Electrical and Electronics
Engineers (IEEE), and Association for Computing Machinery (ACM).

Each framework typically focuses on a specific aspect of the lifecycle. The SEI has published
several process models that center on communicating a particular approach to an issue or concern.
Within the process domain, some SEI models focus on applying best practices to create a more
effective software organization. Many widely accepted frameworks predate the emergence of critical
operational security concerns and do not effectively address security.

1.5 Case Studies Used in This Book
Throughout the book we use three case studies to illustrate real problems that organizations and
individuals face:

• Wireless Emergency Alerts (WEA)—A real system for issuing emergency alerts

• Fly-By-Night Airlines—A fictitious airline with realistic problems

• GoFast Automotive—A fictitious automobile manufacturer with realistic problems

Brief descriptions of each case study follow, and we recommend that you familiarize yourself with
these case study descriptions to understand the context for the case study vignettes that appear.

1.5.1 Wireless Emergency Alerts Case Study5

5. This case study was developed by Christopher Alberts and Audrey Dorofee to use in training materials for
Security Engineering Risk Analysis (SERA).

The Wireless Emergency Alerts (WEA) service is a collaborative partnership that includes

• The cellular industry

• Federal Communications Commission (FCC)

• Federal Emergency Management Agency (FEMA)

• U.S. Department of Homeland Security (DHS) Science and Technology Directorate (S&T)

The WEA service enables local, tribal, state, territorial, and federal public safety officials to send
geographically targeted emergency text alerts to the public.

An emergency alert is a message sent by an authorized organization that provides details of an
occurring or pending emergency situation to designated groups of people. Alerts are initiated by
many diverse organizations—for example, AMBER alerts from law enforcement and weather alerts
from the National Weather Service.

Wireless emergency alerts are text messages sent to mobile devices, such as cell phones and
pagers. The process of issuing this type of alert begins with a request from an initiator (such as law
enforcement or the National Weather Service) to submit an alert. The request is forwarded to an
organization that is called an alert originator (AO). A team from the AO receives the initiator alert



request and decides whether to issue the alert. If it decides to issue the alert, it then determines the
distribution channels for the alert (for example, television, radio, roadside signs, wireless
technologies).

If the team decides to issue a wireless emergency alert, an operator from the AO enters the alert
message into an alert originating system (AOS), which then formats the message. The AOS forwards
the alert message to FEMA systems, which validate and process it. After the FEMA systems process
the alert message, they then forward it to cellular service providers (for example, AT&T, Verizon).
Finally, the cellular service providers send a text message to recipients with capable devices in the
targeted geographic area.

1.5.2 Fly-By-Night Airlines Case Study6

6. This case study was developed by Tom Hilburn, professor emeritus, Embry-Riddle Aeronautical University.

Fly-Florida Airlines was a small regional passenger airline serving Florida cities. In late 2013, it
merged with two other regional airlines, becoming Fly-By-Night Airlines. It now serves airports
throughout the southeastern United States and is headquartered in Orlando, Florida.

At a recent meeting of the executive board of Fly-By-Night Airlines, the board discussed ways to
increase business and retain and expand the number of passengers by providing higher-quality
service. Also, Fly-By-Night’s chief financial officer shared with the board a report which showed that
the company could save substantial labor costs by automating certain services. As a result of this
discussion, the chief executive officer of Fly-By-Night decided that a web-based automated airline
reservations system (ARS) for Fly-By-Night Airlines should be developed, along with a frequent
flyer program.

With the web-based ARS, passengers can make reservations online. A reservation includes the
passenger name, flight number, departure date and time, reservation type (first class, business,
coach), a seat number, and the price of the ticket. (As designated by DOT Directive 1573, ticket
prices may not change more than once in a 12-hour period.) After the system completes the
reservation and verifies the credit card information, the customer can print tickets or use an e-ticket.
Passengers can also use the ARS to cancel or change completed reservations and check frequent flyer
mileage. In addition, anyone can check the status of a flight (on-time, delayed, canceled). An ARS
system administrator can enter flight data and ticket information or get a report on reservations for an
existing flight. Reports on reservations must be sent, on a daily basis, to the U.S. Department of
Homeland Security.

1.5.3 GoFast Automotive Corporation Case Study

GoFast is one of the “big 4” automobile manufacturers in the United States. It produces cars, sedans,
vans, SUVs, and pickup trucks. At times it also produces the Tiger sports car. The Tiger was first
introduced in 1965 and saw a revival in 2010. Recently, GoFast has been a leader in incorporating
self-driving car features and advanced electronics.

The Tiger dashboard is very appealing to those who are interested in high-tech features. It
supports all the options that are available to the driver: front and rear window windshield wipers that
can be synchronized, sensors that indicate when other cars are close, cameras that allow the driver to
“see through” the blind spot, and front and rear cameras to assist in parking and backing up.
Naturally, the Tiger has a sophisticated and proprietary entertainment system that gives GoFast a
competitive edge compared to other sports car manufacturers.



Software supports many of the Tiger’s systems and some of the systems in GoFast’s other models.
Software underlies many safety features (e.g., anti-lock braking), self-driving features, and
entertainment and communication systems. GoFast develops much of its own software but also uses
contractors.

In addition to its software development organization, GoFast has a specialized software security
team that is responsible for activities such as security risk assessment, security requirements and
architecture development, and security reviews throughout the software development process. The
security team is also responsible for development and maintenance of corporate software security
process documents and practices. The security team is permitted to test and perform “ethical
hacking” of the completed software prior to release and to advise executive management on whether
release should take place.



Chapter 2. Risk Analysis—Identifying and Prioritizing Needs

with Christopher Alberts and Audrey Dorofee

In This Chapter

• 2.1 Risk Management Concepts

• 2.2 Mission Risk

• 2.3 Mission Risk Analysis

• 2.4 Security Risk

• 2.5 Security Risk Analysis

• 2.6 Operational Risk Analysis—Comparing Planned to Actual

• 2.7 Summary

Risk management in systems acquisition and development has typically focused exclusively on cost
and schedule concerns. Organizations fund desired features and functions selected for
implementation based on cost estimates, budget availability, and perceived criticality of need.
Organizations closely monitor changes in any of these three areas and make adjustments to planned
delivery dates and features based on risk evaluation.

Risk is one of the assurance principles described in Chapter 1, “Cyber Security Engineering:
Lifecycle Assurance of Systems and Software,” and effective risk management of software assurance
is a competency that is not consistently applied in acquisition and development projects. This
competency considers what could go wrong and establishes how to reduce, mitigate, or avoid the
undesirable results that would occur if the risk were realized. Most project participants focus on how
to reach success and dismiss those raising the problems that may impede achieving the project’s
objectives. A successful project needs both perspectives working collaboratively side by side.

Risk can be connected to systems and software from many directions, and organizations must
consider all of those connections to effectively manage risk. Acquisition and development are
complex, and opportunities for things to go wrong abound. Effective risk analysis for assurance
requires, at a minimum, consideration of the following types of risk:

• Development risk

• Acquisition risk

• Mission risk

Development and acquisition risks typically dominate risk management efforts and relate
primarily to cost and schedule. These are actually short-term concerns, but they dominate the early
stages of the lifecycle. In this chapter we explore ways to consider the software assurance aspects of
all three types of risk.

2.1 Risk Management Concepts
For risk to exist in any circumstance, all of the following must be true [Alberts 2002]:

• The potential for loss exists.



• Uncertainty related to the eventual outcome is present.1

1. Some researchers separate the concepts of certainty (the absence of doubt), risk (where the probabilities of
alternative outcomes are known), and uncertainty (where the probabilities of possible outcomes are
unknown). However, because uncertainty is a fundamental attribute of risk, we do not differentiate between
decision making under risk and decision making under uncertainty.

• Some choice or decision is required to deal with the uncertainty and potential for loss.

The essence of risk, no matter what the domain, can be succinctly captured by the following

definition of risk: Risk is the probability of suffering harm or loss.2

2. This definition is derived from the definition used in Introduction to the Security Engineering Risk Analysis
(SERA) Framework [Alberts 2014].

Figure 2.1 illustrates the three components of risk:

• Potential event—An act, an occurrence, or a happening that alters current conditions and
leads to a loss

• Condition—The current set of circumstances that leads to or enables risk

• Consequence—The loss that results when a potential event occurs; the loss is measured in
relationship to the status quo (i.e., current state)

Figure 2.1 Components of Risk

From the risk perspective, a condition is a passive element. It exposes an entity3 (e.g., project,
system) to the loss triggered by the occurrence of an event. However, by itself, a risk condition does
not cause an entity to suffer a loss or experience an adverse consequence; it makes the entity
vulnerable to the effects of an event [Alberts 2012a].

3. An entity is an object affected by risk. The entities of interest in this chapter are interactively complex,
software-reliant systems. Examples include projects, programs, business processes, and networked
technologies.

Consider the following scenario: A project team is developing a software system for a customer.
The team has enough people with the right skills to perform its tasks and complete its next milestone
on time and within budget (status quo). However, the team does not have redundancy among team
members’ skills and abilities (condition). If the team loses people with certain key skills (potential
event), then it will not be able to complete its assigned tasks (consequence/loss). This puts the next
milestone in jeopardy, which is a loss when measured in relationship to the status quo (on track to
achieve the next milestone).



However, if none of the team members leaves or is reassigned (the event does not occur), then the
project should suffer no adverse consequences. Here, the condition enables the event to produce an
adverse consequence or loss.

When a risk occurs, an adverse consequence (a loss) is realized. This consequence ultimately
changes the current set of conditions confronting the entity (project or system). In this example, a
realized risk means that the project team has lost people and no longer has enough people to complete
its assigned tasks. The project now faces a problem that must be resolved. Put another way, the risk
has become an issue/problem (a condition that directly results in a loss or adverse consequence).

Three measures are associated with a risk: probability, impact, and risk exposure.4 The basic

relationships between probability and impact and the components of risk are shown in Figure 2.2.5 In
this context, probability is defined as a measure of the likelihood that an event will occur, while
impact is defined as a measure of the loss that occurs when a risk is realized. Risk exposure provides
a measure of the magnitude of a risk based on current values of probability and impact.

4. A fourth measure, time frame, is sometimes used to measure the length of time before a risk is realized or the
length of time in which action can be taken to prevent a risk.

5. The relationships between probability and impact and the components of risk depicted in Figure 2.2 are based
on the simplifying assumption that the loss resulting from the occurrence of an event is known with certainty.
In many cases, a range of adverse outcomes might be possible. For example, consider a project team that is
worried about the consequence of losing team members. The magnitude of the loss will depend on a number
of factors, such as which team member leaves the project, whether anyone is available to take the team
member’s place, the skills and experience of potential replacements, and so forth. The consequence could be
minor if an experienced person is available to step in and contribute right away. On the other hand, the
consequence could be severe if no one is available to step in and contribute. A range of probable outcomes is
thus possible. When multiple outcomes are possible, probabilities are associated with the potential outcomes.
As a result, risk analysts must consider two probabilities—one associated with the potential event and
another associated with the consequence. However, basic risk assessments assume that the loss is known with
relative certainty (or they only focus on the most likely consequence), and only the probability associated
with the event is considered.

Figure 2.2 Risk Measures and the Components of Risk (Simplified View)

Risk management is a systematic approach for minimizing exposure to potential losses. It
provides a disciplined environment for the following:

• Continuously assessing what could go wrong (i.e., assessing risks)



• Determining which risks to address (i.e., setting mitigation priorities)

• Implementing actions to address high-priority risks through avoidance or mitigation

Figure 2.3 illustrates the three core risk management activities:

• Assess risk—Assessment involves transforming concerns people have into distinct, tangible
risks that are explicitly documented and analyzed.

• Plan for controlling risk—Planning involves determining an approach for addressing each
risk and producing a plan for implementing the approach.

• Control risk—Controlling risk involves dealing with each risk by implementing its defined
control plan and tracking the plan to completion.

Figure 2.3 Risk Management Activities

When you consider the subactivities under the three main activities, the connection to the well-
known “Plan, Do, Check, Act” (PDCA) model is apparent:

• Individuals and interactions over processes and tools

• Working software over comprehensive documentation

• Attributes

• Responding to change over following a plan

• Activity 2.1 Assess risk

• 2.1.1 Identify risk

• 2.1.2 Analyze risk

• 2.1.3 Develop risk profile

• Activity 2.2 Plan for risk control

• 2.2.1 Determine control approach

• 2.2.2 Develop control plan



• Activity 2.3 Control risk

• 2.3.1 Implement control plan

• 2.3.2 Track control plan

• 2.3.3 Make tracking decision

The mapping to PDCA is

• Plan—2.2.2 Develop control plan

• Do—2.3.1 Implement control plan

• Check—2.3.2 Track control plan

• Act—2.3.3 Make tracking decision

Everything before subactivity 2.2.2 (risk identification, risk analysis, risk prioritization/risk
profile, and control approach) prepares risk management personnel to be able to implement the
PDCA cycle. The same type of mapping could be done for the OODA (Observe, Orient, Decide, and
Act) decision-making framework.

One of the fundamental conditions of risk is uncertainty regarding its occurrence. A risk, by
definition, might or might not occur. With an issue, no uncertainty exists—the condition exists and is

having a negative effect on performance.6 Issues can also lead to (or contribute to) risks by

6. Many of the same tools and techniques can be applied to both issue and risk management.

• Creating a circumstance that enables an event to trigger additional loss

• Making an existing event more likely to occur

• Aggravating the consequences of existing risks

Figure 2.4 illustrates the two components of an issue or a problem:

• Condition—The current set of circumstances that produces a loss or an adverse consequence

• Consequence—The loss that is triggered by an underlying condition that is present

Figure 2.4 Components of an Issue/Problem

From the issue perspective, a condition directly causes an entity (e.g., project,- system) to suffer a
loss or experience an adverse consequence. Unlike a risk, an issue does not need an event to occur to
produce a loss or an adverse consequence.

2.2 Mission Risk
From the mission perspective, risk is defined as the probability of mission failure (i.e., not achieving
key objectives). Mission risk aggregates the effects of multiple conditions and events on a system’s
ability to achieve its mission.

Mission risk analysis is based on systems theory.7 The underlying principle of systems theory is to
analyze a system as a whole rather than decompose it into individual components and then analyze



each component separately [Charette 1990]. In fact, some properties of a system are best analyzed by
considering the entire system, including the following:

7. Because mission risk analysis is based on system theory, the term systemic risk can be used synonymously
with mission risk. The term mission risk is used throughout this chapter.

• Influences of environmental factors

• Feedback and nonlinearity among causal factors

• Systemic causes of failure (as opposed to proximate causes)

• Emergent properties

2.3 Mission Risk Analysis
The goal of mission risk analysis is to gauge the extent to which a system is in a position to achieve
its mission and objective(s). This type of risk analysis provides a top-down view of how well a
system is addressing risks.

The Mission Risk Diagnostic (MRD) [Alberts 2006] is one method that can be used to address this
type of analysis. The first step in this type of risk analysis is to establish the objectives that must be
achieved. The objectives define the desired outcome, or “picture of success,” for a system. Next,
systemic factors that have a strong influence on the outcome (i.e., whether the objectives will be
achieved) are identified. These systemic factors, called drivers in this chapter, are important because
they define a small set of factors that can be used to assess a system’s performance and gauge
whether the system is on track to achieve its key objectives. The drivers are then analyzed to enable
decision makers to gauge the overall risk to the system’s mission.

Table 2.1 presents a summary of the three core tasks that form the basis of the MRD. The MRD
comprises 13 tasks that must be completed. (A description of all MRD tasks is provided in Section 5
of the Mission Risk Diagnostic (MRD) Method Description [Alberts 2006].)



Table 2.1 Core Tasks of the MRD

We describe how to address each of these core tasks in the following sections.

2.3.1 Task 1: Identify the Mission and Objective(s)

The overarching goals when identifying the mission and objective(s) are to (1) define the
fundamental purpose, or mission, of the system that is being examined and (2) establish the specific
aspects of the mission that are important to decision makers. Once they have been established, the
mission and objective(s) provide the foundation for conducting the assessment.

The mission statement is important because it defines the target, or focus, of the analysis effort.
Each mission typically comprises multiple objectives. When assessing a system, analysts must select
which specific objective(s) will be evaluated during the assessment. Selecting objectives refines the
scope of the assessment to address the specific aspects of the mission that are important to decision
makers.

While decision makers have a tacit understanding of their objectives, they often cannot precisely
articulate or express the objectives in a way that addresses the criteria. If a program’s objectives are
not clearly articulated, decision makers may have trouble assessing whether the program is on track
for success.



2.3.2 Task 2: Identify Drivers

The main goal of driver identification is to establish a set of systemic factors, called drivers, that has
a strong influence on the eventual outcome or result to be used to measure performance in relation to
a program’s mission and objectives. Knowledge within the organization can be tapped to review and
refine the prototype set of drivers provided in Table 2.2. Once the set of drivers is established,
analysts can evaluate each driver in the set to gain insight into the likelihood of achieving the mission
and objectives. To measure performance effectively, analysts must ensure that the set of drivers
conveys sufficient information about the mission and objective(s) being assessed.





Table 2.2 Prototype Set of Driver Questions for Software Acquisition and Development Programs

Each driver has two possible states: a success state and a failure state. The success state means
that the program’s processes are helping to guide the program toward a successful outcome (i.e.,
achieving the objective[s] being evaluated). In contrast, the failure state signifies that the program’s
processes are driving the program toward a failed outcome (i.e., not achieving the objective[s] being
evaluated).

2.3.3 Task 3: Analyze Drivers

Analysis of a driver requires determining how it is currently acting (i.e., its current state) by
examining the effects of conditions and potential events on that driver. The goal is to determine
whether the driver is

• Almost certainly in its success state

• Most likely in its success state

• Equally likely to be in its success or failure states

• Most likely in its failure state

• Almost certainly in its failure state

This list can be used to define a qualitative scale for driver analysis.

As illustrated in Figure 2.5, a relationship exists between a driver’s success state (as depicted in a
driver profile) and mission risk. A driver profile shows the probability that drivers are in their success
states. Thus, a driver with a high probability of being in its success state (i.e., a high degree of



momentum toward the mission) translates to a low degree of mission risk. Likewise, a driver with a
low probability of being in its success state (i.e., a high probability of being in its failure state)
translates to a high degree of mission risk.

Figure 2.5 The Relationship Between Driver Value and Mission Risk

The driver profile thus helps decision makers understand how a system is performing against
potential mission risks.

2.4 Security Risk
Security risk is a measure of (1) the likelihood that a threat will exploit a vulnerability to produce an
adverse consequence or loss and (2) the magnitude of the loss. Figure 2.6 illustrates the three core
components of security risk:

• Threat—A cyber act, occurrence, or event that exploits one or more vulnerabilities and leads
to an adverse consequence or loss

• Vulnerability—A weakness in an information system, system security procedures, internal
controls, or implementation that a threat could exploit to produce an adverse consequence or
loss; a current condition that leads to or enables security risk

• Consequence—The loss that results when a threat exploits one or more vulnerabilities; the
loss is measured in relationship to the status quo (i.e., current state)



Figure 2.6 Components of Security Risk

From the security perspective, a vulnerability is the passive element of risk. It exposes cyber
technologies (e.g., software application, software-reliant system) to threats and the losses that those
threats can produce. However, by itself, a vulnerability does not cause an entity to suffer a loss or
experience an adverse consequence; rather, the vulnerability makes the entity susceptible to the

effects of a threat.8

8. Adapted from the book Managing Information Security Risks: The OCTAVE Approach [Alberts 2002].

The strategy for controlling a risk is based on the measures of the risk (i.e., probability, impact,
and risk exposure), which are established during the risk assessment. Decision-making criteria (e.g.,
for prioritizing risks or deciding when to escalate risks within an organization) can help determine the
appropriate strategy for controlling a risk. Common control approaches include the following:

• Accept—If a risk occurs, its consequences will be tolerated; no proactive action to address the
risk will be taken. When a risk is accepted, the rationale for doing so is documented.

• Transfer—Risk mitigation is shifted to another party (e.g., through insurance or outsourcing).
The system owner always retains responsibility for managing the risk, even if it is transferred.

• Avoid—Activities are restructured to eliminate the possibility of a risk occurring.

• Mitigate—Actions are implemented in an attempt to reduce or contain a risk.

For any security risk that is not accepted, a security analyst should develop and document a
control plan for that risk. A control plan defines a set of actions for implementing the selected control
approach. For risks that are being mitigated, plans can include actions from the following categories:

• Recognize and respond—Monitor the threat and take action when it is detected.

• Resist—Implement protection measures to reduce vulnerability to the threat and minimize any
consequences that might occur.

• Recover—Recover from the risk if the consequences or losses are realized.



In order to fully address a security risk, it is important to understand the environment in which it
resides. The focal point of the environment is the threat actor. A common goal of many threat actors
is to inflict harm or loss on a mission’s stakeholders. To accomplish that goal, a threat actor first

targets data used to support a workflow or mission thread.9 To access targeted mission data, a threat
actor must navigate through the complex network of people, processes, and technologies, looking for
weaknesses to exploit in organizational security practices and vulnerabilities in software-reliant
systems. Getting to the mission data can be difficult. A threat actor may need to jump from one
targeted computer to another when attempting to achieve the goal of the attack. In many cases, an
actor may target computers that are owned and maintained by trusted partners and third-party
collaborators when conducting a cyberattack.

9. A workflow is a collection of interrelated work tasks that achieves a specific result [Leveson 2004]. A
workflow includes all tasks, procedures, organizations, people, technologies, tools, data, inputs, and outputs
required to achieve the desired objectives. The business literature uses several terms synonymously with
workflow, including work process, business process, and process. Mission thread is essentially the term the
military uses in place of workflow. A mission thread is a sequence of end-to-end activities and events that
takes place to accomplish the execution of a military operation.

The threat actor is ultimately looking to violate the security attributes of mission data, with the
hope of causing a range of indirect, negative consequences for mission stakeholders. Data have three

basic security attributes: confidentiality, integrity, and availability.10 For a given risk, a threat actor
generally tries to produce one or more of the following outcomes:

10. Confidentiality is defined as keeping proprietary, sensitive, or personal information private and inaccessible
to anyone who is not authorized to see it. Integrity is defined as the authenticity, accuracy, and completeness
of data. Availability is defined as the extent to which, or frequency with which, data must be present or ready
for use. These definitions are adapted from the book Managing Information Security Risks: The OCTAVE
Approach [Alberts 2002].

• Disclosure of data (violation of the confidentiality attribute)

• Modification of data (violation of the integrity attribute)

• Insertion of false data (violation of the integrity attribute)

• Destruction of data (violation of the availability attribute)

• Interruption of access to data (violation of the availability attribute)

• System destruction, destabilization, or degradation (violation of the availability attribute)

Each outcome maps to a security attribute of the data. As indicated in Figure 2.7, the violation of a
security attribute has an impact on the workflow/mission thread and the organization’s ability to
achieve its mission successfully.



Figure 2.7 Security Risk Environment

The final basic element of the security risk environment is the impact on mission stakeholders.11

When a threat actor produces mission degradation or mission failure, the consequence can have a
negative impact on various stakeholder groups.

11. A stakeholder is defined as a person or group with an interest in a workflow/mission thread and the products
it produces or the services it provides.

2.5 Security Risk Analysis12

12. The material in this section comes from Microsoft [Microsoft 2013].

System and software security risk can be evaluated using the Security Engineering Risk Analysis
(SERA) framework [Alberts 2014]. SERA differs from many other risk-identification methods that
are based on brainstorming techniques. When brainstorming is used, participants describe risks based
on their tacit understanding of the operational environment. For security risk-identification methods,
people tend to identify threats with which they have some familiarity. They also tend to describe
consequences based on their personal knowledge of organizational workflows and associated
stakeholders. In lieu of brainstorming, SERA implements a detailed analysis that employs a multi-
model approach for establishing operational content. The SERA evaluation is not limited to the
knowledge of the active participants.



The SERA framework defines an approach for analyzing security risk in software-reliant systems
and systems of systems across the software lifecycle. Traditional security-risk analysis methods are
based on a simplified view of security risk, where a single threat actor exploits a single vulnerability
in a single system to cause an adverse consequence. However, in reality, multiple actors exploit
multiple vulnerabilities in multiple systems as part of a complex chain of events.

For SERA, a shared understanding of the system in its operational or production environment is
assembled using multiple models that represent various aspects of the system that are important to
security. If the system is still in development, the development environment is the targeted
environment.

Models representing the views listed in Table 2.3 can be analyzed to establish the following key
aspects of a threat:

• Critical data—(subset of the Data view) Important information highlighted in workflow/
mission thread, use case, and network diagrams. By examining these models, analysts can
identify which data elements are most critical to the workflow/mission thread and its
associated mission.

• Access path—(connecting Workflow and Network views) How a threat actor can gain access
to data and violate its security attributes (i.e., create breaches of data confidentiality, integrity,
and availability). The network and physical models provide insights into potential cyber and
physical access paths for an attack.

• Threat outcome—(identification of Workflow view failures that impact Critical data) The
direct consequence caused by the threat. A direct consequence describes which security
attributes of critical data have been breached. Examples of outcomes include data disclosure,
data modification, insertion of false data, destruction of data, and interruption of access to
data. The data model is used to identify the immediate consequence of a threat.



Table 2.3 Views Used to Assemble an Operational System Model

A threat ends with a description of its direct consequence or outcome. However, a security risk
analysis must also account for indirect consequences triggered by the occurrence of a threat. The
indirect consequences are used to (1) measure the impact of a security risk and (2) establish a risk’s
priority for decision makers. Analysts determine indirect consequences using models that represent
the workflow/mission thread and stakeholder views. Mission thread analysis, unlike other techniques,
allows consideration of the people and their interactions with technology in addition to the
functioning of a system itself.

Using the shared operational model, plausible threat scenarios can be developed and analyzed.
The SERA framework requires the following data to be recorded for each security risk:

• Security risk scenario

• Risk statement

• Threat components

• Threat sequence

• Workflow consequences

• Stakeholder consequences



• Enablers

The SERA framework comprises the following four tasks:

1. Establish the operational context

2. Identify risk

3. Analyze risk

4. Develop a control plan

The SERA framework can be self-applied by the person or group that is responsible for acquiring
and developing a software-reliant system or facilitated by external parties on behalf of the

responsible person or group.13 In either case, a small analysis team of approximately three to five
people is needed to implement the framework and report findings to stakeholders.

13. A facilitated assessment still requires participation from groups that are responsible for acquiring and
developing the system of interest. The person facilitating the assessment has expertise in conducting security
risk analysis. The facilitator includes others on the team with skills and experience in other areas, such as
systems engineering, software engineering, operational cyber security, and physical/facility security.

The analysis team should be an interdisciplinary team with members providing diverse skill sets.
Examples of skills and experience that should be considered when forming a team include security
engineering, risk analysis, systems engineering, software engineering, operational cyber security, and
physical/facility security. The exact composition of an analysis team depends on the point in the
lifecycle at which the SERA framework is being applied and the nature of the engineering activity
being pursued. The analysis team begins its work by focusing on the environment in which a
software-reliant system will be deployed. Table 2.4 lists the steps involved in task 1.



Table 2.4 Task 1 (Establish the Operational Context) Steps



In task 2 the analysis team transforms a security concern into a distinct, tangible risk scenario that
can be described and measured. Table 2.5 lists the steps involved in task 2.





Table 2.5 Task 2 (Identify Risk) Steps

For task 3, the analysis team evaluates each risk in relationship to predefined criteria to determine
the risk’s probability, impact, and exposure. Table 2.6 lists the steps involved in task 3.



Table 2.6 Task 3 (Analyze Risk) Steps

In Task 4, the team establishes a plan for controlling a selected set of risks. First, the analysis team
prioritizes the security risk scenarios based on their risk measures (probability and impact). Once
priorities have been established, the team determines the basic approach for controlling each risk

(i.e., accept or plan14), based on predefined criteria and current constraints (e.g., resources and
funding available for control activities). For each risk that is not accepted, the analysis team develops
a control plan that indicates the following:

14. The SERA framework examines control approaches in steps 4.2 and 4.3. During step 4.2, the analysis team
determines which risks will be accepted and no longer considered and which will have control plans. At this
point in applying the framework, the analysis team does not identify specific strategies for transferring,
avoiding, and mitigating risks. Those strategies are addressed in step 4.3. Security risk scenarios comprise
multiple threat steps (as defined in the threat sequence), many enablers, and a range of indirect consequences.
An analysis team might employ multiple strategies for addressing a given security risk scenario. For
example, some steps in the threat sequence might be avoided through restructuring the workflow/mission
thread or changing the network architecture. Certain financial consequences might be transferred to third
parties by purchasing insurance. The probability of occurrence for some steps in the threat sequence or some
types of consequences might be reduced by implementing mitigation controls. Specific control strategies
(e.g., transfer, avoid, mitigate) are considered when the control plan is being developed.

• How the threat can be monitored and the actions taken when it occurs (recognize and respond)

• Which protection measures can be implemented to reduce vulnerability to the threat and
minimize any consequences that might occur (resist)



• How to recover from the risk if the consequences or losses are realized (recover)

Table 2.7 lists the steps involved in task 4.

Table 2.7 Task 4 (Develop a Control Plan) Steps

A case study illustrating the use of SERA framework for the Wireless Emergency Alert (WEA)
system can be found in Appendix A, “WEA Case Study: Evaluating Security Risks Using Mission
Threads.”



2.6 Operational Risk Analysis—Comparing Planned to Actual
Assessments should be used to confirm that the implemented system meets the expected levels of risk
that were planned in acquisition, design, and development and continues to do so over time. If
effective security risk analysis is performed as the system is being developed, this knowledge can be
leveraged to focus assessments on confirming that expected mitigations are in place and are
appropriately addressing the risks.

Data from actual security incidents can be compared to the risks that were anticipated to identify
gaps that may indicate the need to revisit the risk analysis activities to factor in the new information
and determine whether changes are needed to meet the realities.

The goal of the risk assessment is to say with certainty that the currently deployed set of controls
properly addresses the right threats. The assessment should also demonstrate that those controls
continue to be effective, given overall business goals.

In addition to assessments, actual incidents should be collected and compared to anticipated risks
to identify gaps for improvements in future system releases.

2.7 Summary
Risk management is a critical element of software assurance. Most organizations are focused only on
risk to cost and schedule. The MRD can be used to analyze how organizational risks, which can
include lack of capability in risk management, impact the ability of a system to meet its objectives.
The SERA framework provides a view from each system of the security risks it may be contributing
that can negatively affect a mission. The SERA framework is structured to assemble these risks so
they can be prioritized along with other system risks.



Chapter 3. Secure Software Development Management and

Organizational Models1

1. Many of the models presented in this chapter were initially discussed in Mead [2010b].

with Julia Allen and Dan Shoemaker
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3.1 The Management Dilemma
When managers and stakeholders start a software acquisition or development project, they face a
dazzling array of models and frameworks to choose from. Some of those models are general software
process models, and others are specific to security or software assurance. Very often the marketing
hype that accompanies these models makes it difficult to select a model or set of practices.

In our study of the problem, we realized that there is no single, recognized framework to organize
research and practice areas that focuses on building assured systems. Although we did not succeed in
defining a single “best” framework, we were able to develop guidance to help managers and
stakeholders address challenges such as the following:

• How do I decide which security methods fit into a specific lifecycle activity?

• How do I know if a specific security method is sufficiently mature for me to use on my
projects?

• When should I take a chance on a security research approach that has not been widely used?

• What actions can I take when I have no approach or method for prioritizing and selecting new
research or when promising research appears to be unrelated to other research in the field?

In this chapter, we present a variety of models and frameworks that managers and stakeholders
can use to help address these challenges. We define a framework using the following definitions from
Babylon dictionary [Babylon 2009]:

A framework is a basic conceptual structure used to solve or address complex issues.
This very broad definition has allowed the term to be used as a buzzword, especially
in a software context.

A structure to hold together or support something, a basic structure.

3.1.1 Background on Assured Systems

The following topics exhibit varying levels of maturity and use differing terminology, but they all
play a role in building assured systems:



• Engineering resilient systems encompasses secure software engineering, as well as
requirements engineering, architecture, and design of secure systems and large systems of
systems, and service, and system continuity of operations.

• Containment focuses on the problem of how to monitor and detect a component’s behavior to
contain and isolate the effect of aberrant behavior while still being able to recover from a false
assumption of bad behavior.

• Architecting secure systems defines the necessary and appropriate design artifacts, quality
attributes, and appropriate trade-off considerations that describe how security properties are
positioned, how they relate to the overall system/IT architecture, and how security quality
attributes are measured.

• Secure software engineering (secure coding, software engineering, and hardware design
improvement) improves the way software and hardware are developed by reducing
vulnerabilities from software and hardware flaws. This work includes technology lifecycle
assurance mechanisms, advanced engineering disciplines, standards and certification regimes,
and best practices. Research areas in secure software engineering include refining current
assurance mechanisms and developing new ones where necessary, developing certification
regimes, and exploring policy and incentive options.

Secure software engineering encompasses a range of activities targeting security. The book
Software Security Engineering [Allen 2008] presents a valuable discussion of these topics, and
further research continues.

Some organizations have begun to pay more attention to building assured systems, including the
following:

• Some organizations are participating in the Building Security In Maturity Model [McGraw
2015].

• Some organizations are using Microsoft’s Security Development Lifecycle (SDL) [Howard
2006].

• Some organizations are members of the Software Assurance Forum for Excellence in Code
(SAFECode) consortium [SAFECode 2010].

• Some organizations are working with Oracle cyber security initiatives and security solutions
[Oracle 2016].

• Members of the Open Web Application Security Project (OWASP) are using the Software
Assurance Maturity Model (SAMM) [OWASP 2015].

• The Trustworthy Software Initiative in the UK, in conjunction with the British Standards
Institution, has produced Publicly Available Specification 754 (PAS 754), “Software
Trustworthiness—Governance and Management—Specification” [TSI 2014].

Software assurance efforts tend to be strongest in software product development organizations,
which have provided the most significant contribution to the efforts listed above. However, software
assurance efforts tend to be weaker in large organizations that develop systems for use in-house and
integrate systems across multiple vendors. They also tend to be weaker in small- to medium-sized
organizations developing software products for licensed use. It’s worth noting that there are many
small- and medium-sized organizations that have good cyber security practices, and there are also
large organizations that have poor ones. For a while, organizations producing industrial control
systems lagged behind large software development firms, but this has changed over the past several
years.



Furthermore, there are a variety of lifecycle models in practice. Even in the larger organizations
that adopt secure software engineering practices, there is a tendency to select a subset of the total set
of recommended or applicable practices. Such uneven adoption of practices for building assured
systems makes it difficult to evaluate the results using these practices.

Let’s take a look at existing frameworks and lifecycle models for building assured systems. In the
literature, we typically see lifecycle models or approaches that serve as structured repositories of
practices from which organizations select those that are meaningful for their development projects.

Summary descriptions of several software development and acquisition process models that are in
active use appear in Section 3.2, “Process Models for Software Development and Acquisition,” and
models for software security are summarized in Section 3.3, “Software Security Frameworks,
Models, and Roadmaps.”

3.2 Process Models for Software Development and Acquisition
A framework for building assured systems needs to build on and reflect known, accepted, common
practice for software development and acquisition. One commonly accepted expression of the
codification of effective software development and acquisition practices is a process model. Process
models define a set of processes that, when implemented, demonstrably improve the quality of the
software that is developed or acquired using such processes. The Software Engineering Institute
(SEI) at Carnegie Mellon University has been a recognized thought leader for more than 25 years in
developing capability and maturity models for defining and improving the process by which software
is developed and acquired. This work includes building a community of practitioners and reflecting
their experiences and feedback in successive versions of the models. These models reflect commonly
known good practices that have been observed, measured, and assessed by hundreds of organizations.
Such practices serve as the foundation for building assured systems; it makes no sense to attempt to
integrate software security practices into a software development process or lifecycle if this
development process is not defined, implemented, and regularly improved. Thus, these development
and acquisition models serve as the basis against which models and practices for software security
are considered. These development and acquisition models also serve as the basis for considering the
use of promising research results. The models described in this section apply to newly developed
software, acquired software, and (extending the useful life of) legacy software.

The content in this section is excerpted from publicly available SEI reports and the CMMI
Institute website. It summarizes the objectives of Capability Maturity Model Integration (CMMI)
models in general, CMMI for Development, and CMMI for Acquisition. We recommend that you
familiarize yourself with software development and acquisition process models in general (including
CMMI-based models) to better understand how software security practices, necessary for building
assured systems, are implemented and deployed.

3.2.1 CMMI Models in General

The following information about CMMI models is from the CMMI Institute [CMMI Institute 2015]:



The Capability Maturity Model Integration (CMMI®) is a world-class performance
improvement framework for competitive organizations that want to achieve high-
performance operations. Building upon an organization’s business performance
objectives, CMMI provides a set of practices for improving processes, resulting in a
performance improvement system that paves the way for better operations and
performance. More than any other approach, CMMI doesn’t just help you to improve
your organizational processes. CMMI also has built-in practices that help you to
improve the way you use any performance improvement approach, setting you up to
achieve a positive return on your investment.

CMMI does not provide a single process. Rather, the CMMI framework models
what to do to improve your processes, not define your processes. CMMI is designed
to compare an organization’s existing processes to proven best practices developed
by members of industry, government, and academia; reveal possible areas for
improvement; and provide ways to measure progress.

The result? CMMI helps you to build and manage performance improvement
systems that fit your unique environment.

CMMI is not just for software development. CMMI helps software and services
organizations in a variety of industries to align meaningful process improvement
with business and engineering goals for cost, schedule, productivity, quality, and
customer satisfaction.

CMMI helps companies to improve operational performance by lowering the cost
of development, production, and delivery. CMMI provides the framework for you to
consistently and predictably deliver the products and services that your customers
want, when they want them.

CMMI offers three constellations—CMMI for Acquisition, CMMI for
Development, and CMMI for Services—that help to improve specific business
needs, plus the People Capability Maturity Model (People CMM), which uses
process framework as a foundation to help organizations managing and developing
their workforce to become an employer of choice. Across these three constellations
and the People CMM, CMMI delivers measurable results for organizations of all
sizes in a variety of industries, including aerospace, finance, health services,
software, defense, transportation, and telecommunications.

3.2.2 CMMI for Development (CMMI-DEV)

The SEI’s CMMI for Development report states the following [CMMI Product Team 2010b]:



Companies want to deliver products and services better, faster, and cheaper. At the
same time, in the high-technology environment of the twenty-first century, nearly all
organizations have found themselves building increasingly complex products and
services. It is unusual today for a single organization to develop all the components
that compose a complex product or service. More commonly, some components are
built in-house and some are acquired; then all the components are integrated into the
final product or service. Organizations must be able to manage and control this
complex development and maintenance process.

The problems these organizations address today involve enterprise-wide solutions
that require an integrated approach. Effective management of organizational assets is
critical to business success. In essence, these organizations are product and service
developers that need a way to manage their development activities as part of
achieving their business objectives.

In the current marketplace, maturity models, standards, methodologies, and
guidelines exist that can help an organization improve the way it does business.
However, most available improvement approaches focus on a specific part of the
business and do not take a systemic approach to the problems that most organizations
are facing. By focusing on improving one area of a business, these models have
unfortunately perpetuated the stovepipes and barriers that exist in organizations.

CMMI® for Development (CMMI-DEV) provides an opportunity to avoid or
eliminate these stovepipes and barriers. CMMI for Development consists of best
practices that address development activities applied to products and services. It
addresses practices that cover the product’s lifecycle from conception through
delivery and maintenance. The emphasis is on the work necessary to build and
maintain the total product.

What Is a Process Area?

A process area is a cluster of related practices in an area that, when implemented
collectively, satisfies a set of goals considered important for making improvement in
that area.

CMMI-DEV includes the following 22 process areas [CMMI Product Team 2010b]. The 22
process areas appear in alphabetical order by acronym:

• Causal Analysis and Resolution (CAR)

• Configuration Management (CM)

• Decision Analysis and Resolution (DAR)

• Integrated Project Management (IPM)

• Measurement and Analysis (MA)

• Organizational Process Definition (OPD)

• Organizational Process Focus (OPF)

• Organizational Performance Management (OPM)

• Organizational Process Performance (OPP)



• Organizational Training (OT)

• Product Integration (PI)

• Project Monitoring and Control (PMC)

• Project Planning (PP)

• Process and Product Quality Assurance (PPQA)

• Quantitative Project Management (QPM)

• Requirements Development (RD)

• Requirements Management (REQM)

• Risk Management (RSKM)

• Supplier Agreement Management (SAM)

• Technical Solution (TS)

• Validation (VAL)

• Verification (VER)

3.2.3 CMMI for Acquisition (CMMI-ACQ)

The SEI’s CMMI for Acquisition (CMMI-ACQ) report states the following [CMMI Product Team
2010a]:



Organizations are increasingly becoming acquirers of needed capabilities by
obtaining products and services from suppliers and developing less and less of these
capabilities in-house. This widely adopted business strategy is designed to improve
an organization’s operational efficiencies by leveraging suppliers’ capabilities to
deliver quality solutions rapidly, at lower cost, and with the most appropriate
technology.

Acquisition of needed capabilities is challenging because acquirers have overall
accountability for satisfying the end user while allowing the supplier to perform the
tasks necessary to develop and provide the solution.

Mismanagement, the inability to articulate customer needs, poor requirements
definition, inadequate supplier selection and contracting processes, insufficient
technology selection procedures, and uncontrolled requirements changes are factors
that contribute to project failure. Responsibility is shared by both the supplier and the
acquirer. The majority of project failures could be avoided if the acquirer learned
how to properly prepare for, engage with, and manage suppliers.

In addition to these challenges, an overall key to a successful acquirer-supplier
relationship is communication.

Unfortunately, many organizations have not invested in the capabilities necessary
to effectively manage projects in an acquisition environment. Too often acquirers
disengage from the project once the supplier is hired. Too late they discover that the
project is not on schedule, deadlines will not be met, the technology selected is not
viable, and the project has failed.

The acquirer has a focused set of major objectives. These objectives include the
requirement to maintain a relationship with end users to fully comprehend their
needs. The acquirer owns the project, executes overall project management, and is
accountable for delivering the product or service to the end users. Thus, these
acquirer responsibilities can extend beyond ensuring the product or service is
delivered by chosen suppliers to include activities such as integrating the overall
product or service, ensuring it makes the transition into operation, and obtaining
insight into its appropriateness and adequacy to continue to meet customer needs.

CMMI® for Acquisition (CMMI-ACQ) enables organizations to avoid or
eliminate barriers in the acquisition process through practices and terminology that
transcend the interests of individual departments or groups.

CMMI-ACQ has 22 process areas, 6 of which are specific to acquisition practices, and 16 of
which are shared with other CMMI models. These are the process areas specific to acquisition
practices:

• Acquisition Requirements Development

• Solicitation and Supplier Agreement Development

• Agreement Management

• Acquisition Technical Management

• Acquisition Verification

• Acquisition Validation



In addition, the model includes guidance on the following:

• Acquisition strategy

• Typical supplier deliverables

• Transition to operations and support

• Integrated teams

The 16 shared process areas include practices for project management, organizational process
management, and infrastructure and support.

3.2.4 CMMI for Services (CMMI-SVC)

The SEI’s CMMI for Services (CMMI-SVC) report states the following [CMMI Product Team
2010c]:

The service industry is a significant driver for worldwide economic growth.
Guidance on developing and improving mature service practices is a key contributor
to the service provider performance and customer satisfaction. The CMMI® for
Services (CMMI-SVC) model is designed to begin meeting that need.

All CMMI-SVC model practices focus on the activities of the service provider.
Seven process areas focus on practices specific to services, addressing capacity and
availability management, service continuity, service delivery, incident resolution and
prevention, service transition, service system development, and strategic service
management processes.

CMMI-SVC contains 24 process areas. Of those process areas, 16 are core process areas, 1 is a
shared process area, and 7 are service-specific process areas. Detailed information on the process
areas can be found in CMMI for Services, Version 1.3 [CMMI Product Team 2010c]. The 24 process
areas appear in alphabetical order by acronym:

• Capacity and Availability Management (CAM)

• Causal Analysis and Resolution (CAR)

• Configuration Management (CM)

• Decision Analysis and Resolution (DAR)

• Incident Resolution and Prevention (IRP)

• Integrated Work Management (IWM)

• Measurement and Analysis (MA)

• Organizational Process Definition (OPD)

• Organizational Process Focus (OPF)

• Organizational Performance Management (OPM)

• Organizational Process Performance (OPP)

• Organizational Training (OT)

• Process and Product Quality Assurance (PPQA)

• Quantitative Work Management (QWM)

• Requirements Management (REQM)



• Risk Management (RSKM)

• Supplier Agreement Management (SAM)

• Service Continuity (SCON)

• Service Delivery (SD)

• Service System Development (SSD)

• Service System Transition (SST)

• Strategic Service Management (STSM)

• Work Monitoring and Control (WMC)

• Work Planning (WP)

3.2.5 CMMI Process Model Uses

CMMI models are one foundation for well-managed and well-defined software development,
acquisition, and services processes. In practice, organizations have been using them for many years to
improve their processes, identifying areas for improvement, and implementing systematic
improvement programs. Process models have been a valuable tool for executive managers and
middle managers. There are many self-improvement programs as well as consultants for this area.

In academia, process models are routinely taught in software engineering degree programs and in
some individual software engineering courses, so that graduates of these programs are familiar with
them and know how to apply them. In capstone projects, students are frequently asked to select a
development process from a range of models.

The next section describes leading models and frameworks that define processes and practices for
software security. Such processes and practices are, in large part, in common use by a growing body
of organizations that are developing software to be more secure.

3.3 Software Security Frameworks, Models, and Roadmaps
In addition to considering process models for software development and acquisition, a framework for
building assured systems needs to build on and reflect known, accepted, common practice for
software security. The number of promising frameworks and models for building more secure
software is growing. For example, Microsoft has defined their SDL and made it publicly available. In
their recently released version 6, the authors of Building Security In Maturity Model [McGraw 2015]
have collected and analyzed software security practices in 78 organizations.

The following subsections summarize models, frameworks, and roadmaps and provide excerpts of
descriptive information from publicly available websites and reports to provide an overview of the
objectives and content of each effort. You should have a broad understanding of these models and
their processes and practices to appreciate the current state of the practice in building secure software
and to aid in identifying promising research opportunities to fill gaps.

3.3.1 Building Security In Maturity Model (BSIMM)

An introduction on the BSIMM website states the following [McGraw 2015]:



The purpose of the BSIMM is to quantify the activities carried out by real software
security initiatives. Because these initiatives make use of different methodologies
and different terminology, the BSIMM requires a framework that allows us to
describe all of the initiatives in a uniform way. Our Software Security Framework
(SSF) and activity descriptions provide a common vocabulary for explaining the
salient elements of a software security initiative, thereby allowing us to compare
initiatives that use different terms, operate at different scales, exist in different
vertical markets, or create different work products.

We classify our work as a maturity model because improving software security
almost always means changing the way an organization works—something that
doesn’t happen overnight. We understand that not all organizations need to achieve
the same security goals, but we believe all organizations can benefit from using the
same measuring stick.

BSIMM6 is the sixth major version of the BSIMM model. It includes updated
activity descriptions, data from 78 firms in multiple vertical markets, and a
longitudinal study.

The BSIMM is meant for use by anyone responsible for creating and executing a
software security initiative. We have observed that successful software security
initiatives are typically run by a senior executive who reports to the highest levels in
an organization. These executives lead an internal group that we call the software
security group (SSG), charged with directly executing or facilitating the activities
described in the BSIMM. The BSIMM is written with the SSG and SSG leadership
in mind.

Our work with the BSIMM model shows that measuring a firm’s software
security initiative is both possible and extremely useful. BSIMM measurements can
be used to plan, structure, and execute the evolution of a software security initiative.
Over time, firms participating in the BSIMM show measurable improvement in their
software security initiatives.

A maturity model is appropriate for building more secure software—a key component of building
assured systems—because improving software security means changing the way an organization
develops software over time.

The BSIMM is meant to be used by those who create and execute a software security initiative.
Most successful initiatives are run by a senior executive who reports to the highest levels in the
organization, such as the board of directors or the chief information officer. These executives lead an
internal group that the BSIMM calls the software security group (SSG), charged with directly
executing or facilitating the activities described in the BSIMM. The BSIMM is written with the SSG
and SSG leadership in mind.

The BSIMM addresses the following roles:

• SSG (software security staff with deep coding, design, and architectural experience)

• Executives and middle management, including line-of-business owners and product managers

• Builders, testers, and operations staff

• Administrators



• Line of business owners

• Vendors

As an organizing structure for the body of observed practices, the BSIMM uses the software
security framework (SSF) described in Table 3.1.

Table 3.1 BSIMM Software Security Framework [McGraw 2015]

3.3.2 CMMI Assurance Process Reference Model

The Department of Homeland Security (DHS) Software Assurance (SwA) Processes and Practices
Working Group developed a draft process reference model (PRM) for assurance in July 2008 [DHS
2008]. This PRM recommended additions to CMMI-DEV v1.2 to address software assurance. These

also apply to CMMI-DEV v1.3. The “assurance thread” description2 includes Figure 3.1, which may
be useful for addressing the lifecycle phase aspect of building assured systems.

2. https://buildsecurityin.us-cert.gov/swa/procwg.html

https://buildsecurityin.us-cert.gov/swa/procwg.html


Figure 3.1 Summary of Assurance for CMMI Efforts

The DHS SwA Processes and Practices Working Group’s additions and updates to CMMI-DEV
v1.2 and v1.3 are focused at the specific practices (SP) level for the following CMMI-DEV process
areas (PAs):

• Process Management

• Organizational Process Focus

• Organizational Process Definition

• Organizational Training

• Project Management

• Project Planning

• Project Monitoring and Control

• Supplier Agreement Management

• Integrated Project Management

• Risk Management

• Engineering

• Requirements Development

• Technical Solution

• Verification

• Validation

• Support

• Measurement & Analysis



More recently, the CMMI Institute published “Security by Design with CMMI for Development,
Version 1.3,” a set of additional process areas that integrate with CMMI [CMMI 2013].

3.3.3 Open Web Application Security Project (OWASP) Software Assurance Maturity
Model (SAMM)

The OWASP website provides the following information on the Software Assurance Maturity Model
(SAMM) [OWASP 2015]:



The Software Assurance Maturity Model (SAMM) is an open framework to help
organizations formulate and implement a strategy for software security that is
tailored to the specific risks facing the organization. The resources provided by
SAMM will aid in:

• Evaluating an organization’s existing software security practices

• Building a balanced software security assurance program in well-defined
iterations

• Demonstrating concrete improvements to a security assurance program

• Defining and measuring security-related activities throughout an organization

SAMM was defined with flexibility in mind such that it can be utilized by small,
medium, and large organizations using any style of development. Additionally, this
model can be applied organization-wide, for a single line-of-business, or even for an
individual project. Beyond these traits, SAMM was built on the following principles:

• An organization’s behavior changes slowly over time—A successful software
security program should be specified in small iterations that deliver tangible
assurance gains while incrementally working toward long-term goals.

• There is no single recipe that works for all organizations—A software security
framework must be flexible and allow organizations to tailor their choices based
on their risk tolerance and the way in which they build and use software.

• Guidance related to security activities must be prescriptive—All the steps in
building and assessing an assurance program should be simple, well-defined, and
measurable. This model also provides roadmap templates for common types of
organizations.

The foundation of the model is built upon the core business functions of software
development with security practices tied to each [see Table 3.2]. The building blocks
of the model are the three maturity levels defined for each of the twelve security
practices. These define a wide variety of activities in which an organization could
engage to reduce security risks and increase software assurance. Additional details
are included to measure successful activity performance, understand the associated
assurance benefits, estimate personnel, and other costs.



Table 3.2 OWASP SAMM Business Functions and Security Practices [OWASP 2015]

Practical Measurement Framework for Software Assurance and Information
Security provides an approach for measuring the effectiveness of achieving software
assurance goals and objectives at an organizational, program, or project level. It
addresses how to assess the degree of assurance provided by software, using
quantitative and qualitative methodologies and techniques. This framework
incorporates existing measurement methodologies and is intended to help
organizations and projects integrate SwA measurement into their existing programs.

The SAMM presents success metrics for all activities in all 12 practices for all 4 critical business
functions. Each practice has 3 objectives, and each objective has 2 activities, for a total of 72
activities.

3.3.4 DHS SwA Measurement Work

Nadya Bartol and Michele Moss, both of whom played important roles in the DHS SwA
Measurement Working Group, led the development of several important metrics documents. These
documents were published at an earlier time. Note that we discuss more recent work in the
measurement area by the SEI in Chapter 6, “Metrics.”

According to the DHS SwA Measurement Working Group [DHS 2010]:



Practical Measurement Framework for Software Assurance and Information Security
provides an approach for measuring the effectiveness of achieving software
assurance goals and objectives at an organizational, program, or project level. It
addresses how to assess the degree of assurance provided by software, using
quantitative and qualitative methodologies and techniques. This framework
incorporates existing measurement methodologies and is intended to help
organizations and projects integrate SwA measurement into their existing programs.

The following discussion is from the Practical Measurement Framework for Software Assurance
and Information Security [Bartol 2008]:



Software assurance is interdisciplinary and relies on methods and techniques
produced by other disciplines, including project management, process improvement,
quality assurance, training, information security/information assurance, system
engineering, safety, test and evaluation, software acquisition, reliability, and
dependability [as shown in Figure 3.2].

Figure 3.2 Cross-Disciplinary Nature of SwA [Bartol 2008]

The Practical Measurement Framework focuses principally, though not
exclusively, on the information security viewpoint of SwA. Many of the contributing
disciplines of SwA enjoy an established process improvement and measurement
body of knowledge, such as quality assurance, project management, process
improvement, and safety. SwA measurement can leverage measurement methods and
techniques that are already established in those disciplines, and adapt them to SwA.
The Practical Measurement Framework report focuses on information assurance/
information security aspects of SwA to help mature that aspect of SwA
measurement.

This framework provides an integrated measurement approach, which leverages
five existing industry approaches that use similar processes to develop and
implement measurement as follows:

• Draft National Institute of Standards and Technology (NIST) Special Publication
(SP) 800-55, Revision 1, Performance Measurement Guide for Information
Security

• ISO/IEC 27004 Information technology—Security techniques—Information
security management measurement

• ISO/IEC 15939, System and Software Engineering—Measurement Process, also
known as Practical Software and System Measurement (PSM)

• CMMI Measurement and Analysis Process Area

• CMMI GQ(I)M—Capability Maturity Model Integration Goal Question Indicator
Measure

The Practical Measurement Framework authors selected these methodologies
because of their widespread use among the software and systems development
community and the information security community. The Framework includes a
common measure specification table which is a crosswalk of specifications,
templates, forms and other means of documenting individual measures provided by



the five industry approaches listed above that were leveraged to create the
framework.

Measures are intended to help answer the following five questions:

• What are the defects in the design and code that have a potential to be exploited?

• Where are they?

• How did they get there?

• Have they been mitigated?

• How can they be avoided in the future?

A number of representative key measures for different stakeholder groups are
included in the framework to help organizations assess the state of their SwA efforts
during any stage of a project:

• Supplier—an individual or an organization that offers software and system-related
products and services to other organizations. This includes software developers,
program managers, and other staff working for an organization that develops and
supplies software to other organizations.

• Acquirer—an individual or an organization that acquires software and system-
related products and services from other organizations. This includes acquisition
officials, program managers, system integrators, system owners, information
owners, operators, designated approving authorities (DAAs), certifying
authorities, independent verification and validation (IV&V), and other individuals
who are working for an organization that is acquiring software from other
organizations.

Within each supplier and acquirer organization, the following stakeholders are
considered:

• Executive Decision Maker—a leader who has authority to make decisions and
may require quantifiable information to understand the level of risk associated
with software to support decision-making processes.

• Practitioner—an individual responsible for implementing SwA as a part of their
job.

The framework describes candidate goals and information needs for each stakeholder group. The
framework then presents examples of supplier measures as a table, with columns for project activity,
measures, information needs, and benefits. The framework includes supplier project
activities—requirements management (five measures), design (three measures), development (six
measures), test (nine measures)—and the entire software development lifecycle (SDLC) (three
measures).

Examples of measures for acquirers are also presented and are intended to answer the following
questions:

• Have SwA activities been adequately integrated into the organization’s acquisition process?

• Have SwA considerations been integrated into the SDLC and resulting product by the
supplier?



The acquisition activities are planning (two measures), contracting (three measures), and
implementation and acceptance (five measures).

Ten examples of measures for executives are presented. These are intended to answer the question
“Is the risk generated by software acceptable to the organization?” The following are some of these
examples of measures:

• Number and percentage of patches published on announced date

• Time elapsed for supplier to fix defects

• Number of known defects by type and impact

• Cost to correct vulnerabilities in operations

• Cost of fixing defects before system becomes operational

• Cost of individual data breaches

• Cost of SwA practices throughout the SDLC

Fifteen examples of measures for practitioners are presented. They are intended to answer the
question “How well are current SwA processes and techniques mitigating software-related risks?”

3.3.5 Microsoft Security Development Lifecycle (SDL)

The Microsoft Security Development Lifecycle (SDL)3 is an industry-leading software security
process. A Microsoft-wide initiative and a mandatory policy since 2004, the SDL has played a
critical role in enabling Microsoft to embed security and privacy in its software and culture.
Combining a holistic and practical approach, the SDL introduces security and privacy early and
throughout all phases of the development process.

3. More information is available in The Security Development Lifecycle [Howard 2006], at the Microsoft
Security Development Lifecycle website [Microsoft 2010a], and in the document Microsoft Security
Development Lifecycle Version 5.0 [Microsoft 2010b].

The reliable delivery of more secure software requires a comprehensive process, so Microsoft
defined a collection of principles it calls Secure by Design, Secure by Default, Secure in Deployment,
and Communications (SD3+C) to help determine where security efforts are needed [Microsoft
2010b]:



Secure by Design

Secure architecture, design, and structure. Developers consider security issues part of
the basic architectural design of software development. They review detailed designs
for possible security issues, and they design and develop mitigations for all threats.

• Threat modeling and mitigation. Threat models are created, and threat mitigations
are present in all design and functional specifications.

• Elimination of vulnerabilities. No known security vulnerabilities that would
present a significant risk to the anticipated use of the software remain in the code
after review. This review includes the use of analysis and testing tools to eliminate
classes of vulnerabilities.

• Improvements in security. Less secure legacy protocols and code are deprecated,
and, where possible, users are provided with secure alternatives that are consistent
with industry standards.

Secure by Default

• Least privilege. All components run with the fewest possible permissions.

• Defense in depth. Components do not rely on a single threat mitigation solution
that leaves users exposed if it fails.

• Conservative default settings. The development team is aware of the attack
surface for the product and minimizes it in the default configuration.

• Avoidance of risky default changes. Applications do not make any default changes
to the operating system or security settings that reduce security for the host
computer. In some cases, such as for security products, it is acceptable for a
software program to strengthen (increase) security settings for the host computer.
The most common violations of this principle are games that either open firewall
ports without informing the user or instruct users to open firewall ports without
informing users of possible risks.

• Less commonly used services off by default. If fewer than 80 percent of a
program’s users use a feature, that feature should not be activated by default.
Measuring 80 percent usage in a product is often difficult because programs are
designed for many different personas. It can be useful to consider whether a
feature addresses a core/primary use scenario for all personas. If it does, the
feature is sometimes referred to as a P1 feature.

Secure in Deployment

• Deployment guides. Prescriptive deployment guides outline how to deploy each
feature of a program securely, including providing users with information that
enables them to assess the security risk of activating non-default options (and
thereby increasing the attack surface).

• Analysis and management tools. Security analysis and management tools enable
administrators to determine and configure the optimal security level for a software
release.

• Patch deployment tools. Deployment tools aid in patch deployment.



Communications

• Security response. Development teams respond promptly to reports of security
vulnerabilities and communicate information about security updates.

• Community engagement. Development teams proactively engage with users to
answer questions about security vulnerabilities, security updates, or changes in the
security landscape.

Figure 3.3 shows what the secure software development process model looks like.

Figure 3.3 Secure Software Development Process Model at Microsoft [Shunn 2013]

The Microsoft SDL documentation describes, in great detail, what architects, designers,
developers, and testers are required to do during each lifecycle phase. The introduction states,
“Secure software development has three elements—best practices, process improvements, and
metrics. This document focuses primarily on the first two elements, and metrics are derived from
measuring how they are applied” [Microsoft 2010b]. This description indicates that the document
contains no concrete measurement-related information; measures would need to be derived from each
of the lifecycle-phase practice areas.

3.3.6 SEI Framework for Building Assured Systems

In developing the Building Assured Systems Framework (BASF), we studied the available models,
roadmaps, and frameworks. Given our deep knowledge of the MSwA2010 Body of Knowledge
(BoK)—the core body of knowledge for a master of software architecture degree from Carnegie
Mellon University—we decided to use it as an initial foundation for the BASF.

Maturity Levels

We assigned the following maturity levels to each element of the MSwA2010 BoK:

• L1—The approach provides guidance for how to think about a topic for which there is no
proven or widely accepted approach. The intent of the area is to raise awareness and aid in
thinking about the problem and candidate solutions. The area may also describe promising
research results that may have been demonstrated in a constrained setting.

• L2—The approach describes practices that are in early pilot use and are demonstrating some
successful results.



• L3—The approach describes practices that have been successfully deployed (mature) but are
in limited use in industry or government organizations. They may be more broadly deployed
in a particular market sector.

• L4—The approach describes practices that have been successfully deployed and are in
widespread use. You can start using these practices today with confidence. Experience reports
and case studies are typically available.

We developed these maturity levels to support our work in software security engineering [Allen
2008]. We associated the BoK elements and maturity levels by evaluating the extent to which
relevant sources, practices, curricula, and courseware exist for a particular BoK element and the
extent to which we have observed the element in practice in organizations.

MSwA2010 BoK with Outcomes and Maturity Levels

We found that the current maturity of the material being proposed for delivery in the MSwA2010
BoK varied. For example, a student would be expected to learn material at all maturity levels. If a
practice was not very mature, we would still expect the student to be able to master it and use it in an
appropriate manner after completing an MSwA program. We reasoned that the MSwA curriculum
body of knowledge could be used as a basis for assessing maturity of software assurance practices,
but to our knowledge, it has not been used for this purpose on an actual project, so it remains a
hypothetical model. The portion of the table addressing risk management is shown below. The full
table is contained in Appendix B, “The MSwA Body of Knowledge with Maturity Levels Added.”



2. Risk Management

Outcome: Graduates will have the ability to perform risk analysis and tradeoff
assessment and to prioritize security measures.

2.1. Risk Management Concepts

2.1.1. Types and classification [L4]

Different classes of risks (for example, business, project, technical)

2.1.2. Probability, impact, severity [L4]

Basic elements of risk analysis

2.1.3. Models, processes, metrics [L4] [L3—metrics]

Models, process, and metrics used in risk management

2.2. Risk Management Process

2.2.1. Identification [L4]

Identification and classification of risks associated with a project

2.2.2. Analysis [L4]

Analysis of the likelihood, impact, and severity of each identified risk

2.2.3. Planning [L4]

Risk management plan covering risk avoidance and mitigation

2.2.4. Monitoring and management [L4]

Assessment and monitoring of risk occurrence and management of risk
mitigation

2.3. Software Assurance Risk Management

2.3.1. Vulnerability and threat identification [L3]

Application of risk analysis techniques to vulnerability and threat risks

2.3.2. Analysis of software assurance risks [L3]

Analysis of risks for both new and existing systems

2.3.3. Software assurance risk mitigation [L3]

Plan for and mitigation of software assurance risks

2.3.4. Assessment of Software Assurance Processes and Practices [L2/3]

As part of risk avoidance and mitigation, assessment of the
identification and use of appropriate software assurance processes and
practices

3.3.7 SEI Research in Relation to the Microsoft SDL

More recently, the SEI’s CERT Division examined the linkages between CERT research and the
Microsoft SDL [Shunn 2013]. An excerpt from this report follows:



Our research has confirmed that decisions made in the acquisition and
development of new software and software-based systems have a major impact
on operational security. The challenge begins with properly stating software
requirements and ensuring they clearly and practically define security. This is
fundamental to the development and fielding of effectively secure systems. When
these systems must interoperate with other systems built at a different time and with
varying degrees of security, effective operational security becomes much more
complex. Software and systems acquired, designed, and developed with operational
security in mind are more resistant to both intentional attack and unintentional
failures. The goal is to build and acquire better, minimally defective software and
systems that can

• possess, through testing and analysis, some measurable level of assurance of
minimal vulnerabilities

• operate correctly in the presence of most attacks by either resisting the
exploitation of weaknesses in the software or tolerating the failures that result
from such exploits

• recognize an attack and respond with expected behaviors that support resistance
and recovery

• limit the damage from failures caused by attack or unanticipated faults and events
and recover as quickly as possible

Managing complexity and ensuring survivability requires engineering methods
based on solid foundations and the realities of current and emerging systems. A great
deal of security response is reactive—addressing security issues in response to an
attack. A more effective approach is to reduce the potential of such attacks by
removing the vulnerabilities that allow a compromise in the first place. Our efforts to
address issues before they become a security problem focus on the following key
areas:

Secure Coding addresses tools, techniques, and standards that software developers
and software development organizations require to eliminate vulnerabilities resulting
from coding errors before software is deployed.

Vulnerability Analysis reduces the security risks posed by software vulnerabilities
by addressing both the number of vulnerabilities in software that is being developed
and the number of vulnerabilities in software that is already deployed. Our
vulnerability analysis work is divided into two areas. Identifying and reducing the
number of new vulnerabilities before the software is deployed is the focus of our
vulnerability discovery effort, while our vulnerability remediation work deals with
existing vulnerabilities in deployed software. We regularly comment on issues of
importance to the vulnerability analysis and security community through the CERT/
CC Blog.

Cyber Security Engineering addresses research needed to prepare acquirers,
managers, developers, and operators of largescale, complex, networked systems to
address security, survivability, and software assurance throughout the design and
acquisition lifecycles. This research encompasses four areas: Software Assurance,
Security Requirements, Software Supply Chain Risk Management (SCRM), and



Software Risk Management. Because much of the DoD software is vendor
developed, the research addresses both internal development and acquired software
sources.

The report thus highlights a sample of CERT results with readily apparent connections to the SDL.
Table 3.3 maps the CERT results to Microsoft SDL activities.

Table 3.3 Summary Mapping and Recommended Use

3.3.8 CERT Resilience Management Model Resilient Technical Solution Engineering
Process Area

As is the case for software security and software assurance, resilience is a property of software and

systems. Developing and acquiring resilient4 software and systems requires a dedicated process
focused on this property that encompasses the software and system lifecycle. Version 1.1 of the

CERT Resilience Management Model’s (CERT-RMM’s)5 Resilient Technical Solution Engineering
(RTSE) process area defines what is required to develop resilient software and systems [Caralli 2011]
(Version 1.2 is available as a free download. The associated release notes describe its updated

features.6):

4. There is substantial overlap in the definitions of assured software (or software assurance) and resilient
software (or software resilience). Resilient software is software that continues to operate as intended
(including recovering to a known operational state) in the face of a disruptive event (satisfying business
continuity requirements) so as to satisfy its confidentiality, availability, and integrity requirements (reflecting
operational and security requirements) [Caralli 2011].



5. www.cert.org/resilience/

6. Version 1.2 of the Resilience Management Model document [Caralli 2016] can be downloaded from the
CERT website (www.cert.org/resilience/products-services/cert-rmm/index.cfm).

• Establish a plan for addressing resiliency as part of the organization’s (or
supplier’s) regular development lifecycle and integrate the plan into the
organization’s corresponding development process. Plan development and
execution includes identifying and mitigating risks to the success of the project.

• Identify practice-based guidelines that apply to all phases such as threat analysis
and modeling as well as those that apply to a specific lifecycle phase.

• Elicit, identify, develop, and validate assurance and resiliency requirements (using
methods for representing attacker and defender perspectives, for example). Such
processes, methods, and tools are performed alongside similar processes for
functional requirements.

• Use architectures as the basis for design that reflect a resiliency and assurance
focus, including security, sustainability, and operations controls.

• Develop assured and resilient software and systems through processes that include
secure coding of software, software defect detection and removal, and the
development of resiliency and assurance controls based on design specifications.

• Test assurance and resiliency controls for software and systems and refer issues
back to the design and development cycle for resolution.

• Conduct reviews throughout the development life cycle to ensure that resiliency
(as one aspect of assurance) is kept in the forefront and given adequate attention
and consideration.

• Perform system-specific continuity planning and integrate related service
continuity plans to ensure that software, systems, hardware, networks,
telecommunications, and other technical assets that depend on one another are
sustainable.

• Perform a post-implementation review of deployed systems to ensure that
resiliency (as well as assurance) requirements are being satisfied as intended.

• In operations, monitor software and systems to determine if there is variability
that could indicate the effects of threats or vulnerabilities and to ensure that
controls are functioning properly.

• Implement configuration management and change control processes to ensure
software and systems are kept up to date to address newly discovered
vulnerabilities and weaknesses (particularly in vendor-acquired products and
components) and to prevent the intentional or inadvertent introduction of
malicious code or other exploitable vulnerabilities.

Table 3.4 lists RTSE practices.

http://www.cert.org/resilience/
http://www.cert.org/resilience/products-services/cert-rmm/index.cfm


Table 3.4 RTSE Practices

Organizations should consider the following goals—in addition to RTSE—when developing and
acquiring software and systems that need to meet assurance and resiliency requirements [Caralli
2011]:



Resiliency requirements for software and system technology assets in operation,
including those that may influence quality attribute requirements in the development
process, are developed and managed in the Resiliency Requirements Development
(RRD) and Resiliency Requirements Management (RRM) process areas respectively.

Identifying and adding newly developed and acquired software and system assets
to the organization’s asset inventory is addressed in the Asset Definition and
Management (ADM) process area.

The management of resiliency for technology assets as a whole, particularly for
deployed, operational assets, is addressed in the Technology Management (TM)
process area. This includes, for example, asset fail-over, backup, recovery, and
restoration.

Acquiring software and systems from external entities and ensuring that such
assets meet their resiliency requirements throughout the asset life cycle is addressed
in the External Dependencies Management process area. That said, RTSE specific
goals and practices should be used to aid in evaluating and selecting external entities
that are developing software and systems (EXD:SG3.SP3), formalizing relationships
with such external entities (EXD:SG3.SP4), and managing an external entity’s
performance when developing software and systems (EXD:SG4).

Monitoring for events, incidents, and vulnerabilities that may affect software and
systems in operation is addressed in the Monitoring (MON) process area.

Service continuity plans are identified and created in the Service Continuity (SC)
process area. These plans may be inclusive of software and systems that support the
services for which planning is performed.

RTSE assumes that the organization has one or more existing, defined process for software and
system development into which resiliency controls and activities can be integrated. If this is not the
case, the organization should not attempt to implement the goals and practices identified in RTSE or
in other CERT-RMM process areas as described above.

3.3.9 International Process Research Consortium (IPRC) Roadmap

From August 2004 to December 2006, the SEI’s process program sponsored a research consortium of
28 international thought leaders to explore process needs for today, the foreseeable future, and the
unforeseeable future. One of the emerging research themes was the relationships between processes
and product qualities, defined as “understanding if and how particular process characteristics can
affect desired product (and service) qualities such as security, usability, and maintainability” [IPRC
2006]. As an example, or instantiation, of this research theme, two of the participating members,
Julia Allen and Barbara Kitchenham, developed research nodes and research questions for security as
a product quality. This content helps identify research topics and gaps that could be explored within
the context of the BASF.

The descriptive material presented in Table 3.5 is excerpted from A Process Research Framework
[IPRC 2006].





Table 3.5 IPRC Research Nodes and Questions for Security as a Product Quality

3.3.10 NIST Cyber Security Framework

The NIST Framework for Improving Critical Infrastructure Cybersecurity is the result of a February
2013 executive order from U.S. President Barack Obama titled Improving Critical Infrastructure
Cybersecurity [White House 2013]. The order emphasized that “it is the Policy of the United States
to enhance the security and resilience of the Nation’s critical infrastructure and to maintain a cyber-
environment that encourages efficiency, innovation, and economic prosperity while promoting safety,
security, business confidentiality, privacy, and civil liberties” [White House 2013].

The NIST framework provides an assessment mechanism that enables organizations to determine
their current cyber security capabilities, set individual goals for a target state, and establish a plan for
improving and maintaining cyber security programs [NIST 2014]. There are three
components—Core, Profile, and Implementation tiers—as discussed in the following excerpt [NIST
2014]:

The Core presents the recommendations of industry standards, guidelines, and practices in
a manner that allows for communication of cybersecurity activities and outcomes across
the organization from the executive level to the implementation/operations level.

The Core is hierarchical and consists of five cyber security risk functions. Each function is further
broken down into categories and subcategories.

The categories include processes, procedures, and technologies such as the following:

• Asset management

• Alignment with business strategy

• Risk assessment

• Access control

• Employee training

• Data security

• Event logging and analysis

• Incident response plans

Each subcategory provides a set of cyber security risk management best practices that can help
organizations align and improve their cyber security capability based on individual business needs,
tolerance to risk, and resource availability [NIST 2014].

The Core criteria are used to determine the outcomes necessary to improve the overall security
effort of an organization. The unique requirements of industry, customers, and partners are then
factored into the target profile. Comparing the current and target profiles identifies the gaps that



should be closed to enhance cyber security. Organizations must prioritize the gaps to establish the
basis for a prioritized roadmap to help make improvements.

Implementation tiers create a context that enables an organization to understand how its current
cyber security risk management capabilities rate against the ideal characteristics described by the
NIST Framework. Tiers range from Partial (Tier 1) to Adaptive (Tier 4). NIST recommends that
organizations seeking to achieve an effective, defensible cyber security program progress to Tier 3 or
4.

3.3.11 Uses of Software Security Frameworks, Models, and Roadmaps

Because software security is a relatively new field, the frameworks, models, and roadmaps have not
been in use, on average, for as long a time as the CMMI models, and their use is not as widespread.
Nevertheless, there are important uses to consider.

Secure development process models are in use by organizations for which security is a priority:

• The Microsoft SDL and variants on it are in relatively wide use.

• BSIMM has strong participation, with 78 organizations represented in BSIMM6. Since its
inception in 2008, the BSIMM has studied 104 organizations.

• Elements of CERT-RMM are also widely used.

There is less usage data on secure software process models than on the more general software
process models, so the true extent of usage is hard to assess. As organizations and governments
become more aware of the need for software security, we expect usage of these models to increase,
and we expect to see additional research in this area, perhaps with the appearance of new models.

In academia, in addition to traditional software process models, software security courses often
present one or more of the secure development models and processes. Such courses occur at all levels
of education, but especially at the master’s level. Individual and team student projects frequently use
the models or their individual components and provide a rich learning environment for students
learning about secure software development.

3.4 Summary
This chapter presents a number of frameworks and models that can be used to help support cyber
security decision making. These frameworks and models include process models, security
frameworks and models in the literature, and the SEI efforts in this area. We do a deeper dive for
some of these topics in Chapter 7, “Special Topics in Cyber Security Engineering,” which provides
further discussion of governance considerations for cyber security engineering, security requirements
engineering for acquisition, and standards.

As noted earlier in this chapter, we developed maturity levels to support our work in software
security engineering [Allen 2008]. Since 2008, some of the practice areas have increased in maturity.
Nevertheless, we believe you can still apply the maturity levels to assess whether a specific approach
is sufficiently mature to help achieve your cyber security goals. Our earlier work [Allen 2008] also
included a recommended strategy and suggested order of practice implementation. This work remains
valid today, and we reiterate the maturity levels here. They also appear in Chapter 8, “Summary and
Plan for Improvements in Cyber Security Engineering Performance,” where we rate the maturity
levels of the methods presented throughout the book.



Maturity Levels, Revisited

• L1—The approach provides guidance for how to think about a topic for which
there is no proven or widely accepted approach. The intent of the area is to raise
awareness and aid in thinking about the problem and candidate solutions. The area
may also describe promising research results that may have been demonstrated in
a constrained setting.

• L2—The approach describes practices that are in early pilot use and are
demonstrating some successful results.

• L3—The approach describes practices that have been successfully deployed
(mature) but are in limited use in industry or government organizations. They may
be more broadly deployed in a particular market sector.

• L4—The approach describes practices that have been successfully deployed and
are in widespread use. You can start using these practices today with confidence.
Experience reports and case studies are typically available.

We encourage you to try using the maturity levels to assess the models presented
in this chapter to see which ones work best to support your cyber security goals.
Organizations may be able to use one or more of the models directly, or they may
need to tailor them to address their own unique organizational cyber security
problems and goals for improvement.
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4.1 Security Competency and the Software Engineering Profession1

1. This section is drawn from The Software Assurance Competency Model: A Roadmap to Enhance Individual
Professional Capability [Mead 2013a].

Modern society increasingly relies on software systems that put a premium on quality and
dependability. The extensive use of the Internet and distributed computing has made software
security an ever more prominent and serious problem. So, the interest in and demand for software
security specialists have grown dramatically in recent years. The Department of Homeland Security
(DHS), the Department of Defense (DoD), the Software Engineering Institute (SEI), and other
government, commercial, and educational organizations have expressed a critical need for the
education and development of software security specialists.

However, to support this need, we must address some key questions. What background and
capability does a software security specialist need? How do individuals assess their capability and
preparation for software security work? What’s the career path to increased capability and
advancement in this area of software development? In this section, we hope to answer these questions
and provide guidance to career seekers in software security engineering. These answers might also
help employers determine their software security needs and assess and improve their employees’
software security capability.

Software was with us long before the creation of FORTRAN [Backus 1957]. The roots of software
engineering as a profession go back to the late 1960s and early 1970s, with the emergence of
structured programming, structured design, and process models such as the Waterfall model [Royce
1970]. This means that, at a minimum, software engineering has been a regular profession for at least
42 years.

In the past four decades, there have been numerous general attempts to define what a competent
software professional should look like. Examples of this range from Humphrey’s first published work
on capability [Humphrey 1989], through the effort to define software engineering as a profession,
accompanied by a Software Engineering Body of Knowledge [Abran 2004] and the People
Capability Maturity Model [Curtis 2002].

The success of these efforts is still debatable, but one thing is certain: Up to this point, there have
been only a few narrowly focused attempts to define the professional qualities needed to develop a
secure software product. The Software Assurance (SwA) Competency Model was developed to
address this missing element of the profession.



The obvious question, given all of this prior work, is “Why do we need one more professional
competency model?” The answer lies in the significant difference between the competencies required
to produce working code and those that are needed to produce software free from exploitable
weaknesses. That difference is underscored by the presence of the adversary.

In the 1990s, it was generally acceptable for software to have flaws, as long as those flaws did not
impact program efficiency or the ability to satisfy user requirements. So development and assurance
techniques focused on proper execution with no requirements errors. Now, bad actors can exploit an
unintentional defect in a program to cause all kinds of trouble. So although they are related in some
ways, the professional competencies that are associated with the assurance of secure software merit
their own specific framework.

A specific model for software assurance competency provides two advantages for the profession
as a whole. First and most importantly, a standard model allows prospective employers to define the
fundamental capabilities needed by their workforce. At the same time, it allows organizations to
establish a general, minimum set of competency requirements for their employees; and more
importantly, it allows companies to tailor an exact set of competency requirements for any given
project.

From the standpoint of the individual worker, a competency model provides software assurance
professionals with a standard roadmap that they can use to improve performance by adding specific
skills needed to obtain a position and climb the competency ladder for their profession. For example,
a new graduate starting in an entry-level position can map out a path for enhancing his/her skills and
planning his/her career advances as a software assurance professional. In many respects, this
roadmap feature makes a professional competency model a significant player in the development of
the workforce of the future, which, of course, is of interest to software engineering educators and
trainers.

4.2 Software Assurance Competency Models2

2. This section is drawn from Software Assurance Competency Model [Hilburn 2013a].

In this section, we discuss the SEI’s Software Assurance Competency Model in detail. Before we
begin, we provide a list of influential and useful sources—some of the competency models and
supporting materials that were studied and analyzed in the development of the SEI’s SwA
Competency Model:

• Software Assurance Professional Competency Model (DHS)—Focuses on 10 SwA
specialty areas (e.g., Software Assurance and Security Engineering and Information
Assurance Compliance) and describes four levels of behavior indicators for each specialty
area [DHS 2012].

• Information Technology Competency Model (Department of Labor)—Uses a pyramid
model to focus on a tiered set of generic non-technical and technical competency areas (e.g.,
Personal Effectiveness Competencies for Tier 1 and Industry-Wide Technical Competencies
for Tier 4). Specific jobs or roles are not designated [DoLETA 2012].

• A Framework for PAB Competency Models (Professional Advisory Board [PAB], IEEE
Computer Society)—Provides an introduction to competency models and presents guidelines
for achieving consistency among competency models developed by the Professional Advisory
Board (PAB) of the IEEE Computer Society. Provides a generic framework for a professional



that can be instantiated with specific knowledge, skills, and effectiveness levels for a
particular computing profession (e.g., Software Engineering practitioner) [IEEE-CS 2014].

• “Balancing Software Engineering Education and Industrial Needs”—Describes a study
conducted to help both academia and the software industry form a picture of the relationship
between the competencies of recent graduates of undergraduate and graduate software
engineering programs and the competencies needed to perform as a software engineering
professional [Moreno 2012].

• Competency Lifecycle Roadmap: Toward Performance Readiness (Software Engineering
Institute)—Provides an early look at the roadmap for understanding and building workforce
readiness. This roadmap includes activities to reach a state of readiness: Assess Plan, Acquire,
Validate, and Test Readiness [Behrens 2012].

Other work on competency models includes works from academia and government [Khajenoori
1998; NASA 2016]. Other related work, although it was not reviewed prior to development of the
SEI’s Software Assurance Competency Model, includes the Skills Framework for the Information

Age (SFIA), an international effort related to competencies in information technology.3

3. www.sfia-online.org/en

IEEE Software Engineering Competency Model

Since the SEI’s Software Assurance Competency Model was published, IEEE has
published the Software Engineering Competency Model (SWECOM) [IEEE-CS
2014]. We highly recommend the SWECOM as a relevant model for the broader
topic of software engineering competency.

4.3 The DHS Competency Model4

4. This section is drawn from Software Assurance Competency Model [Hilburn 2013a].

The DHS competency model was developed independently from the SEI’s competency model. The
structure of the DHS model provides insight into how competency models can differ from one
another, depending on the model developers, the intended audience, and so on. There is no single
“correct” software assurance competency model; however, use of a competency model benefits
organizations, projects, and individuals.

4.3.1 Purpose

The DHS model [DHS 2012] is designed to serve the following needs:

• Interagency and public–private collaboration promotes and enables security and resilience of
software throughout the lifecycle.

• It provides a means to reduce exploitable software weaknesses and improve capabilities that
routinely develop, acquire, and deploy resilient software products.

• Development and publishing of software security content and SwA curriculum courseware are
focused on integrating software security content into relevant education and training
programs.

• It enables software security automation and measurement capabilities.

http://www.sfia-online.org/en


4.3.2 Organization of Competency Areas

The DHS organizes its model around a set of “specialty areas” aligned with the National Initiative for
Cybersecurity Education (NICE), corresponding to the range of areas in which the DHS has interest
and responsibility:

• Software Assurance and Security Engineering

• Information Assurance Compliance

• Enterprise Architecture

• Technology Demonstration

• Education and Training

• Strategic Planning and Policy Development

• Knowledge Management

• Cyber Threat Analysis

• Vulnerability Assessment and Management

• Systems Requirements Planning

4.3.3 SwA Competency Levels

The DHS model designates four “proficiency” levels for which competencies are specified for each
specialty area:

• Level 1—Basic—Understands the subject matter and is seen as someone who can perform
basic or developmental-level work in activities requiring this specialty.

• Level 2—Intermediate—Can apply the subject matter and is considered someone who has
the capability to fully perform work that requires application of this specialty.

• Level 3—Advanced—Can analyze the subject matter and is seen as someone who can
immediately contribute to the success of work requiring this specialty.

• Level 4—Expert—Can synthesize/evaluate the subject matter and is looked to as an expert in
this specialty.

4.3.4 Behavioral Indicators

For each specialty area, the DHS describes, for each level, how the competency manifests itself in
observable on-the-job behavior; these descriptions are called behavioral indicators.

The description of each specialty area also designates proficiency targets (which identify the
proficiency at which a person in a specific career level should be performing) and aligns with the
behavioral indicator descriptions for the specialty area. For example, the Software Assurance and
Security Engineering specialty area designates the targets depicted in Table 4.1.



Table 4.1 Proficiency Targets for the Software Assurance and Security Engineering Specialty
Area

4.3.5 National Initiative for Cybersecurity Education (NICE)

As noted above, the DHS organizes its model around a set of “specialty areas” aligned with the
National Initiative for Cybersecurity Education (NICE). A major government initiative in cyber
security work descriptions and training, the National Initiative for Cybersecurity Careers and Studies

(NICCS) supporting NICE provides the following insight:5

5. https://niccs.us-cert.gov/home/about-niccs

The National Initiative for Cybersecurity Careers and Studies (NICCS) is a key
resource of cyber security information. NICCS directly supports the three
components of The National Initiative for Cybersecurity Education (NICE) that
focus on enhancing awareness, expanding the pipeline and evolving the field. NICCS
is a national resource available to anyone from government, industry, academia, and
the general public who seeks to learn more about cyber security and opportunities in
the field.

An important element of the initiative is the National Cybersecurity Workforce Framework:6

6. https://niccs.us-cert.gov/training/tc/framework

The National Cybersecurity Workforce Framework provides a blueprint to
categorize, organize, and describe cyber security work into Specialty Areas, tasks,
and knowledge, skills and abilities (KSAs). The Workforce Framework provides a
common language to speak about cyber roles and jobs and helps define professional
requirements in cyber security.

The Workforce Framework organizes cyber security into seven high-level categories, each
comprised of several specialty areas. The seven categories are Securely Provision, Operate and
Maintain, Protect and Defend, Investigate, Collect and Operate, Analyze, and Oversight and
Development.

The SEI’s Software Assurance Curriculum Model heavily influenced the Securely Provision
section of the NICE framework. Securely Provision includes the following specialty areas:
Information Assurance Compliance, Software Assurance and Security Engineering, Systems
Development, Systems Requirements Planning, Systems Security Architecture, Technology Research
and Development, and Test and Evaluation.

https://niccs.us-cert.gov/home/about-niccs
https://niccs.us-cert.gov/training/tc/framework


The framework additionally provides a discussion of knowledge, skills, and abilities,
competencies, and tasks, in a searchable database. NICE hosts periodic workshops and maintains a

training catalog7:

7. https://niccs.us-cert.gov/training/tc/search

The NICCS Training Catalog provides a robust listing of cyber security and cyber
security-related training courses offered in the U.S. The Training Catalog contains
over 2,000 courses, with more courses being added every day! The NICCS Training
Catalog is meant to serve as a central resource to help people find the information on
courses they want or need for a career in cyber. The Training Catalog allows users to
search for courses based on: keyword, proficiency level, delivery method, and
Workforce Framework Specialty Area.

4.4 The SEI Software Assurance Competency Model8

8. This section is drawn from Software Assurance Competency Model [Hilburn 2013a].

In the SEI Software Assurance Competency Model, the term competency represents the set of
knowledge, skills, and effectiveness needed to carry out the job activities associated with one or more
roles in an employment position [IEEE-CS 2014]:

• Knowledge is what an individual knows and can describe (e.g., can name and define various
classes of risks).

• Skills are what an individual can do that involves application of knowledge to carry out a task
(e.g., can identify and classify the risks associated with a project).

• Effectiveness is concerned with the ability to apply knowledge and skills in a productive
manner, characterized by attributes of behavior such as aptitude, initiative, enthusiasm,
willingness, communication skills, team participation, and leadership.

As noted above, in the process of developing the SEI’s Software Assurance Competency Model,
the authors studied and analyzed a number of other competency models and supporting material. A
key reference for the SwA Competency Model is the Master of Software Assurance Reference
Curriculum [Mead 2010a]. The curriculum underwent both internal and public review and was
endorsed by both the ACM and the IEEE Computer Society as being appropriate for a master’s
degree in software assurance. The curriculum document includes a mapping of the software
assurance topic areas to GSwE2009 [Stevens Institute of Technology 2009], thus providing a
comparison to software engineering knowledge areas. Since then, elements of the curriculum have
been adopted by various universities, including the Air Force Academy [Hadfield 2011, 2012],

Carnegie Mellon University, Stevens Institute of Technology, and notably by (ISC)2, a training and
certification organization. As noted below, the MSwA curriculum was the primary source for the
knowledge and skills used in the competency model for various levels of professional competency.

The Software Assurance Competency Model provides employers of software assurance personnel
with a means to assess the software assurance capabilities of current and potential employees. In
addition, along with the MSwA reference curriculum, this model is intended to guide academic or
training organizations in the development of education and training courses to support the needs of
organizations that are hiring and developing software assurance professionals.

https://niccs.us-cert.gov/training/tc/search


The SwA Competency Model enhances the guidance of software engineering curricula by
providing information about industry needs and expectations for competent security professionals
[Mead 2010a, 2010c, 2011b]; the model also provides software assurance professionals with
direction and a progression for development and career planning. Finally, a standard competency
model provides support for professional certification activities.

4.4.1 Model Features

Professional competency models typically feature competency levels, which distinguish between
what’s expected in an entry-level position and what’s required in more senior positions.

In the software assurance competency model, five levels (L1–L5) of competency distinguish
different levels of professional capability relative to knowledge, skills, and effectiveness [IEEE-CS
2014]. Individuals can use the competency levels to assess the extent and level of their capability and
to guide their preparation for software security work:

• L1—Technician C

• Possesses technical knowledge and skills, typically gained through a certificate or an
associate degree program or equivalent knowledge and experience.

• May be employed in system operator, implementer, tester, and maintenance positions with
specific individual tasks assigned by someone at a higher hierarchy level.

• Main areas of competency are System Operational Assurance (SOA), System Functional
Assurance (SFA), and System Security Assurance (SSA) (see Table 4.2).



Table 4.2 CorBoK Knowledge Areas and Competencies

• Major tasks: low-level implementation, testing, and maintenance.

• L2—Professional Entry Level

• Possesses “application-based” knowledge and skills and entry-level professional
effectiveness, typically gained through a bachelor’s degree in computing or through
equivalent professional experience.

• May perform all tasks of L1 and, additionally, manage a small internal project, supervise and
assign subtasks for L1 personnel, supervise and assess system operations, and implement
commonly accepted assurance practices.



• Main areas of competency are SFA, SSA, and Assurance Assessment (AA) (see Table 4.2).

• Major tasks: requirements fundamentals, module design, and implementation.

• L3—Practitioner

• Possesses breadth and depth of knowledge, skills, and effectiveness beyond the L2 level and
typically has 2 to 5 years of professional experience.

• May perform all tasks of L2 personnel and, additionally, set plans, tasks, and schedules for
in-house projects; define and manage such projects; and supervise teams on the enterprise
level, report to management, assess the assurance quality of a system, and implement and
promote commonly accepted software assurance practices.

• Main areas of competency are Risk Management (RM), AA, and Assurance Management
(AM) (see Table 4.2).

• Major tasks: requirements analysis, architectural design, tradeoff analysis, and risk
assessment.

• L4—Senior Practitioner

• Possesses breadth and depth of knowledge, skills, and effectiveness and a variety of work
experiences beyond L3, with 5 to 10 years of professional experience and advanced
professional development at the master’s level or with equivalent education/training.

• May perform all tasks of L3 personnel and identify and explore effective software assurance
practices for implementation, manage large projects, interact with external agencies, etc.

• Main areas of competency are RM, AA, AM, and Assurance Across Lifecycles (AALC)
(see Table 4.2).

• Major tasks: assurance assessment, assurance management, and risk management across the
lifecycle.

• L5—Expert

• Possesses competency beyond L4; advances the field by developing, modifying, and
creating methods, practices, and principles at the organizational level or higher; has peer/
industry recognition.

• Typically includes a low percentage of an organization’s workforce within the SwA
profession (e.g., 2% or less).

4.4.2 SwA Knowledge, Skills, and Effectiveness

The primary source for SwA Competency Model knowledge and skills is the Core Body of
Knowledge (CorBoK), contained in Software Assurance Curriculum Project, Volume I: Master of
Software Assurance Reference Curriculum [Mead 2010a]. The CorBoK consists of the knowledge
areas listed in Table 4.2. Each knowledge area is further divided into second-level units, as shown
later in this chapter, in Table 4.5. For each unit, competency activities are described for each of the
levels L1–L5.

The CorBoK specifies the KAs in greater detail, as illustrated by the specification of the System
Security Assurance KA in Table 4.3.

Other than the unit “Ethics and Integrity” in the System Security Assurance Knowledge Area
shown in Table 4.3, the CorBoK does not contain topics on competency associated with
effectiveness; the effectiveness attributes are listed in Table 4.4 (adapted from [IEEE-CS 2014]). In



Table 4.4, for a given attribute, there is no differentiation in effectiveness for the different
competency levels; however, professionals would be expected to show an increase in the breadth and
depth of capability in these areas of effectiveness as they proceed through their careers and move to
higher competency levels.

Table 4.3 The Specification for the System Security Assurance KA*

*This table is from “Building Security In: A Road to Competency” [Hilburn 2013b].



Table 4.4 Competency Attributes of Effectiveness

4.4.3 Competency Designations

Table 4.5 presents a portion of the CorBoK knowledge areas and second-level units, along with a
description of the appropriate knowledge and skills for each competency level and the effectiveness
attributes. The complete table can be found in the competency report [Hilburn 2013a]. A designation
of L1 applies to levels L1 through L5; a designation of L2 applies to L2 through L5; and so on. The
level descriptions indicate the competency activities that are demonstrated at each level.





Table 4.5 SwA Competency Designations

4.4.4 A Path to Increased Capability and Advancement9

9. This section is drawn from “Building Security In: A Road to Competency” [Hilburn 2013b].

The SwA Competency Model can provide direction on professional growth and career advancement.
Each competency level assumes competency at the lower levels. The model also provides a
comprehensive mapping between the CorBoK (KAs and units) and the competency levels. The
complete mapping can be found in Appendix D, “The Software Assurance Competency Model
Designations.” Table 4.6 illustrates this mapping for the System Security Assurance KA.



Table 4.6 The Competency Specification for the System Security Assurance KA

4.4.5 Examples of the Model in Practice10

10. This section is drawn from The Software Assurance Competency Model: A Roadmap to Enhance Individual
Professional Capability [Mead 2013a].



There are a number of ways the Software Assurance Competency Model can be applied in practice.
An organization in which software assurance is critical could use the type of information in Table 4.6
to do all of the following:

• Structure its software assurance needs and expectations

• Assess its software assurance personnel’s capability

• Provide a roadmap for employee advancement

• Use as a basis for software assurance professional development plans

For example, an organization intending to hire an entry-level software assurance professional
could examine the L1–L2 levels and incorporate elements of them into job descriptions. These levels
could also be used during the interview process by both the employer and the prospective employee
to assess the actual expertise of the candidate.

Another application is by faculty members who are developing courses in software assurance or
adding software assurance elements to their software engineering courses. The levels allow faculty to
easily see the depth of content that is suitable for courses at the community college, undergraduate,
and graduate levels. For example, undergraduate student outcomes might be linked to the L1 and L2
levels, whereas graduate courses aimed at practitioners with more experience might target higher
levels. In industry, the model could be used to determine if specific competency areas were being
overlooked. These areas could point toward corresponding training needs. With a bit of effort,
trainers can tailor their course offerings to the target audience. The model eliminates some of the
guesswork involved in deciding what level of material is appropriate for a given course.

It can also be used by faculty who are already teaching such courses to assess whether the course
material is a good fit for the target audience. The authors of this chapter are currently teaching
software assurance courses and use the model to revisit and tailor their syllabi accordingly.

4.4.6 Highlights of the SEI Software Assurance Competency Model11

11. This section is drawn from The Software Assurance Competency Model: A Roadmap to Enhance Individual
Professional Capability [Mead 2013a].

The Software Assurance Competency Model was developed to create a foundation for assessing and
advancing the capability of software assurance professionals. The span of competency levels L1
through L5 and the decomposition into individual competencies based on the knowledge and skills
described in the SwA CorBoK [Mead 2010a] provide the detail necessary for an organization or
individual to determine SwA competency across the range of knowledge areas and units. The model
also provides a framework for an organization to adapt its features to the organization’s particular
domain, culture, or structure.

The model was reviewed by invited industry reviewers and mapped to actual industry positions.
These mappings are included in the SEI’s report; the model also underwent public review prior to
publication. Dick Fairley, chair of the Software and Systems Engineering Committee of the IEEE
Computer Society (IEEE-CS) Professional Activities Board (PAB), endorsed the SEI Software
Assurance Competency Model “as appropriate for software assurance roles and consistent with A

Framework for PAB Competency Models.”12 In presentations and webinars delivered by the author
on software assurance, only about half of the participants had a plan for their own SwA competency
development. However, more than 80% said they could use the SwA Competency Model in staffing a
project.

12. http://www.cert.org/news/article.cfm?assetid=91675&article=156&year=2014.

http://www.cert.org/news/article.cfm?assetid=91675&article=156&year=2014


The most important outcome of this model is a better trained and educated workforce. As the
needs of the software industry for more secure applications continue, the recommendations of this
model can be used to ensure better and more trustworthy practice in the process of developing and
sustaining an organization’s software assets. That guidance going forward is a linchpin in the overall
effort to create trusted systems and provides the necessary reference to allow organizations and
individuals to help achieve cyber security.



Case Study 1: Using the SwA Competency Model to Staff a Project

Sam is a project manager for a new development project. He is in the automotive
industry and knows that the “smart” features being added to new cars often involve
significant amounts of software, as well as external communications. In this
particular case, the new software uses GPS capabilities as well as cameras, and it
communicates vehicle position information to a central processor. Sam knows that he
should be concerned about sensitive communications being intercepted by hackers
who may wish to track certain vehicles, such as those used by high-profile political
figures. This data could then be used for a number of purposes, ranging from
financial gain to terrorist attacks. Obviously, in the automotive industry, safety is a
primary risk area that must be considered in addition to security.

Sam therefore wants to build a team with the appropriate software assurance
competencies, so that software assurance, especially cyber security and safety, is
considered from the outset and built into the software. Luckily, threats and failure
modes have been under analysis on a number of the company’s projects for some
time, so Sam can build on prior work and does not need to create new analysis
methods. This means that he does not need Level 5 (Expert) competency skills for a
successful project. Looking at the other end of the scale, he realizes that there is little
opportunity to use staff with Level 1 (Technician) skills, so he focuses primarily on
Levels 2–4, Professional Entry Level, Practitioner, and Senior Practitioner. He can
now compare the needed skills with the skills his team already has.

It turns out that a year or so ago, the company started to develop skills profiles
jointly with the individual staff members, so comparing the existing skills to the
needed skills is not the arduous task that it might be otherwise. Nevertheless, after
performing the gap analysis, Sam finds there are some gaps between the team’s
existing software assurance skills and the skills needed to perform the project. Sam
can address some of these gaps fairly easily through training, but he really needs a
staff member with deep experience in threat modeling, so he realizes he must look for
someone elsewhere in the company with those skills or hire a new employee or
consultant to fill the gap. The company has a department that specializes in software
security, so he is hopeful that one of its staff members has the needed experience and
can be assigned to his project.

Since Sam is able to identify the gap areas up front, it is more likely that the new
project can successfully address software assurance. Otherwise, he might have been
partway through the project before he recognized the need, or, worse yet, the software
could have been operational and vulnerable to attack.



4.5 Summary
This chapter discussed the SEI’s Software Assurance Competency Model in detail. It also discusses
the DHS Competency Model and the related NICE, and it provides pointers to a number of other
competency models in the literature. Competency models can be useful in many fields. In software
assurance, these models are particularly useful for organizations and individuals trying to assess and
improve their own software assurance skills. We recommend that you peruse these models and select
one or more for your individual and organizational use. Competency models are essential for gap
analysis and development of an overall software assurance improvement plan.

Competency models need to evolve as new methods are developed. Some newer technical topics
are discussed in more depth in Chapter 7, “Special Topics in Cyber Security Engineering.” These
topics include DevOps, a convergence of concerns from both the development and operations
communities, and MORE, a research project that uses malware analysis—an operational
technique—to help identify overlooked security requirements to include in future systems.



Chapter 5. Performing Gap Analysis

with Tom Hilburn

In This Chapter

• 5.1 Introduction

• 5.2 Using the SEI’s SwA Competency Model

• 5.3 Using the BSIMM

• 5.4 Summary

5.1 Introduction
The preceding chapters present a number of management (organizational) and engineering capability
and competency models. These models can be used effectively at the management and engineering
levels to perform gap analysis and lay out an improvement plan.

The first task to be completed is selecting a model or models for this purpose. One strategy might
be to pick one model at the management level and a second model at the engineering level. A slightly
different approach might be to pick one model at the organizational level and a second model for
individuals to use.

In business process modeling, it is a common practice to identify the “as-is,” or current process,
state and also the “to-be,” or desired future, state. This approach can be used for many processes, and
there are lots of ways to do it. Organizations must identify the process stakeholders, and
documentation and discussion or brainstorming can help to document the as-is state. Depending on
the organization, such a document may already exist as part of a larger process activity, or the
organization may need to develop it. The next order of business is to document the to-be state, which
often involves relevant stakeholders and a brainstorming activity. It’s important to note that staff and
budget considerations should not initially constrain the to-be state, although those considerations may
come into play later. The documentation of the as-is and to-be states can be done as a first activity
prior to doing software assurance gap analysis.

One way to perform gap analysis is to assess the current (as-is) state using the selected model,
identify a desired (to-be) state using the same model, and thus identify the gaps between the current
state and the desired state. Once the organization has identified those gaps, it can develop a strategy
and an associated plan to address them.

In this chapter, we provide examples of gap analysis using the SEI’s Software Assurance (SwA)
Competency Model and Cigital’s Building Security In Maturity Model (BSIMM). Organizations can
use the SwA Competency Model at the organizational, project, or individual level, and as noted
earlier, that model focuses on software assurance competencies needed to support software assurance
goals. BSIMM is intended to assess software assurance practices at the organizational level and
across a number of projects. Organizations compare results to a benchmark of industry best practices
for software assurance. Organizations can then develop a plan to address the gaps in their software
assurance practices and participate in a follow-up BSIMM assessment to measure their improvement.
BSIMM provides a powerful approach that is independent of an organization’s specific software
development process and thus is process-agnostic.



5.2 Using the SEI’s SwA Competency Model
In Chapter 4, “Engineering Competencies,” we introduced the SEI’s Software Assurance
Competency Model [Hilburn 2013a]. To use the competency model, organizations must first map
their cyber security positions to the model.

When we developed the model, we mapped it to the DHS Competency Model levels. We also

asked (ISC)2 Application Security Advisory Board members to produce a mapping of their
organizations’ software assurance jobs and roles to the competency model levels. These mappings are
extremely useful because they account for a wide range of positions, thus validating the content of
the competency model and helping organizations see where they have competency gaps. In addition,
individuals with similar job titles can see how their competencies compare with expected
competencies elsewhere. We reproduce a segment of the mappings in Table 5.1. In Table 5.1, the
organizations mapped the knowledge areas and units from the competency model to job titles in their
organization(s). In this mapping, the organizations added four levels of behavioral indicators
denoting expertise. The full mapping and a second detailed mapping showing a comprehensive list of
job titles can be found in Appendix E, “Proposed SwA Competency Mappings.”

2. From a BSIMM sample report.

Table 5.1 Proposed SwA Competency Mappings from the (ISC)2 Applications Security Advisory
Board (Abridged) [Hilburn 2013a]

The first order of business is for an organization to develop an equivalent table for its own
software assurance job positions or to modify Table 5.1 as needed to reflect its positions.



One way to use this information on a specific project is to supplement the current table with the
following:

• An as-is state, represented by the job titles and associated behavioral indicators of the current
staff. Undoubtedly position descriptions exist for the job titles.

• A to-be state, showing the needed job titles for the project, thus identifying the gaps in
staffing. The to-be job titles should also have position descriptions.

It should be relatively easy to document the as-is state, as it corresponds to the existing staff and
their current skills. Arriving at the to-be state of job titles needed for the project is more challenging.
Useful inputs in making this determination could include the schedule, size, and complexity of the
project, which are considered as part of the project cost estimation activity. Project risk assessment,
as discussed in Chapter 2, “Risk Analysis—Identifying and Prioritizing Needs,” is an important input
to determining the needed project job titles when we are talking about software assurance positions.
Many projects have failed because management underestimated the skills that would be needed to
complete the project or because they were unable to acquire staff with the needed skills, either within
their organization or from the outside.

In this case, we would expect the project manager and lead personnel to determine which
positions are needed on the project, their associated skills, and therefore what level of staff member is
needed. Depending on the size and criticality of the project, executive management might also be
involved in the process. The result of this exercise leads us to a revision of Table 5.1. Table 5.2 shows
a revision of a fragment of Table 5.1, using a simple design to illustrate an example of how to use
such a table. Note that in this example, the organization has determined that some positions are not
needed for the project; those positions are shown as N/A in the two right columns. When N/A
appears in the “Current Staff on Hand” column and a position title appears in the “Needed Staff for
the Project” column, this means a staff member with the position title shown must be added to the
project. On the other hand, if a position title appears in the “Current Staff on Hand” column, and N/A
appears in the “Needed Staff for the Project” column, this means the position is staffed appropriately,
and no hiring is needed for that role.



Table 5.2 Proposed SwA Competency Mappings from the (ISC)2 Application Security Advisory
Board, Augmented by Project Needs (Abridged) [Hilburn 2013a]

The example in Table 5.2 shows a software architect on hand, but the project calls for the skills of
a senior software architect. The organization should determine whether there is enough lead time for
the existing software architect to acquire the needed skills or whether a senior software architect
needs to be transferred into the project or hired from the outside.

Developing such a table is an important part of project planning, but one that organizations often
overlook in favor of staffing projects with personnel who are available at the time—even though they
may not have the needed skills, and there may not be enough lead time on the project for the skills to
be acquired.

Another way to use Table 5.1 is to develop an as-is state for competencies, assuming that
employees with those job titles possess the designated competencies. You can take several
approaches to move up to the desired, or to-be, state.

The organization must first identify positions where more staff are needed. For example, perhaps
there are a lot of staff at the middle levels of the competency, but more are needed at the higher
levels. In that case, the organization can decide to hire more staff at the higher levels, grow the staff
at the intermediate levels so that they achieve the higher levels, or do some combination of the two.
The organization might choose the approach based on whether the staffing needs are immediate or
part of a longer-term strategy.



Example Case Study: Using SwA Competency and Curriculum Models to Meet
Organizational Needs

GoFast Automotive needs new software each year to support its latest automotive
models. Although much of the software it uses is from vendors, GoFast staff
members perform some software customization. The company wants to make sure
that the software for its automotive systems is secure: GoFast doesn’t want a failure
in an anti-lock brake system or other safety-critical on-board system as a result of
malicious tampering.

Although GoFast has very good staff, its management team feels that their
security risk analysis may not be as strong as it could be; they would like to improve
the organization’s expertise in that area. They puzzle over whether to grow the
expertise of an existing staff member or hire a new staff member.

On the one hand, they are not in crisis mode, as only a subset of the software
changes each year. GoFast can afford to take time to develop the expertise in house.
On the other hand, if a new requirement comes up, they don’t expect that someone
who has just acquired advanced skills will be able to go it alone.

Larry is a GoFast security expert with some background in risk analysis. He has
been exposed to it in his software engineering courses, as part of his degree program,
and he has also completed some security certifications.

After some exploration and discussions with Larry, the team identifies a course in
advanced risk analysis that could be helpful to him; professional resources—books
and blogs—are also available. Larry is enthusiastic about this career growth
opportunity, and a plan is put in place for him to acquire the additional expertise and
to start to apply it on selected future projects.

To assist in addressing any immediate needs, the team identifies a consultant who
is put on contract to help projects needing advanced risk analysis over the next few
months.

At an individual level, staff members could use the competency model directly along with Table
5.1 to identify their own gap areas and initiate discussion of a career growth strategy with their
management.

An individual could also use Table 5.3 to assess his or her current skill level and areas needed to
support career growth. Table 5.3 is an extract from core body of knowledge (BoK) for the Master of
Software Assurance Reference Curriculum, showing the knowledge unit, associated topics, and
description, including Bloom’s level. An individual could assess whether he or she has the needed
knowledge associated with specific topics and units and identify gap areas from it.







Table 5.3 The Specification for the System Security Assurance Knowledge Area [Hilburn 2013b]

Of course, not every software security job requires knowledge and competency across the entire
core body of knowledge. For example, a position might require deep capability in one or more areas
but only a lower level of awareness across the other areas. Also, different application domains (for
example, financial or transportation systems) and application types (for example, web or embedded
systems) typically require software security specialists to have competency beyond the body of
knowledge.

The core body of knowledge not only structures and organizes software assurance knowledge
(into KAs, units, and topics) but also details how to understand and use that knowledge. For example,
Table 5.3 specifies that a SwA professional should be able to perform “analysis of the threats to
which software is most likely to be vulnerable in specific operating environments and domains” and
have the “ability to duplicate the attacks that have been used to interfere with an application’s or
system’s operations.” This level of detail can help individuals determine their state of knowledge and
plan for professional development.



Example Case Study: Using SwA Competency and Curriculum Models to Improve
Individual Competencies

Joan graduated with a bachelor’s degree in computer science a few years ago and is a
software engineer for Fly-By-Night Airlines. As part of a team directed by the system
architect, she develops and maintains small and mid-sized modules for a software
system that provides services for passengers and flight crews.

In her undergraduate education, Joan acquired most of the SwA skills and
knowledge described in the Computer Science I and II courses, which are part of
Volume II in the SwA Curriculum Reports [Mead 2010a]; examples of these skills
and knowledge include foundations of information security, design concepts and
principles, design by contract, exception handling, secure programming, coding
standards, algorithm and code review, unit test design, penetration testing, program
metrics, and quality assessment. In her current position, Joan has practiced these
skills and participated in employer-sponsored workshops and training sessions.

However, Joan would like to advance and acquire additional SwA knowledge and
skills. She has looked through the SwA Competency Model [Hilburn 2013a] and
identified where she needs further professional development. In looking at the topic
areas in the model, she would like to be able to perform threat analysis, analyze risk,
and plan and monitor risk management for her projects. In addition, she knows that
she has only a fuzzy notion of how to do security analysis at the architectural level.
So, she reads through Volumes I and III in the SwA Curriculum Reports [Mead
2010a, 2011a] to see what to study.

Joan notices that the Assured Software Development 1 course covers several topics
in which she is weak, and she would like to learn more about software processes,
requirements engineering, software architecture, and software security topics such as
assurance risk assessment, attack trees, and misuse or abuse cases.

Based on her analysis of Volumes I and III, Joan examines a local university’s
courses, looking for ones that can help her in the areas she would like to study. She
finds courses that cover software process, requirements engineering, and software
architecture. However, she can’t find anything that includes the other topics on her
wish list.

Joan looks back at Assured Software Development 1 and reviews the description of
the primary sources recommended for it. She purchases both books listed and uses
them as part of her study plan. She consults with her supervisor about taking courses
at the local university and pursuing self-study using those books. Her supervisor
makes a few minor suggestions and strongly encourages her to proceed with her plan.

As Joan proceeds through her self-study, she improves her software security
knowledge and capability and can apply it in her work. Her supervisor notices and
comments on Joan’s improved SwA competency.

As we’ve discussed, competency models can be used in many different ways. Organizations and
projects can use them to determine the roles and corresponding skill sets needed across the
organization. Individual staff members can use them to develop a plan for growth and development.
One approach is to make an informal assessment part of annual planning, both at the management



level and for individual staff members. The plan can then be revisited periodically over the course of
the year. In addition, the start of a new project can trigger an assessment of the skills and roles needed
on the project. This can be done for any cross-section of skills, but our primary interest is in software
assurance skills.

5.3 Using the BSIMM

5.3.1 BSIMM Background

In Chapter 3, “Secure Software Development Management and Organizational Models,” we
introduced the BSIMM as a model that can be used to assess organizational software security
initiatives. The work began in 2008 with an assessment of 9 firms to create BSIMM Version 1. There
are now some 78 participants in BSIMM Version 6 [McGraw 2015]. As a consequence, the BSIMM
has a substantial practice database organizations can leverage when performing assessments. The
BSIMM provides organizations with an external assessment of their security practices relative to
other participating organizations. The BSIMM comprises 12 practices, each containing a number of
activities, for a total of 112 activities.

The 78 organizations that participated in BSIMM6 include (with some overlap) organizations
from the following sectors: financial services (33), independent software vendors (27), consumer
electronics (13), and healthcare (10) [McGraw 2015].

On average, the 78 participating firms had practiced software security for 3.98 years at the time of
assessment (ranging from less than a year to 15 years as of October 2015). All 78 firms agree that the
success of their initiative hinges on having an internal group, the SSG (Software Security Group),
devoted to software security. SSG size on average is 13.9 people (smallest 1, largest 130, median 6)
with a “satellite” of others (developers, architects, and people in the organization directly engaged in
and promoting software security) of 27.1 people (smallest 0, largest 400, median 3).

The average number of developers among our targets was 3,680 people (smallest 23, largest
35,000, median 1,200), yielding an average percentage of SSG to development of 1.51% (median
0.7%).

All told, the BSIMM describes the work of 1,084 SSG members working with a satellite of 2,111
people to secure the software developed by 287,006 developers.

It is interesting to note that “according to our observations, the first step of a Software Security
Initiative is forming an SSG” [McGraw 2015].



Example Case Study: Using the BSIMM for Software Security Improvement

Sarah has been hired by GoFast Automotive to head up the Software Security Group.
Although she has a software security background and is pleased that GoFast has an
SSG, she is having difficulty getting a handle on all of the SSG’s activities. Also, she
is unsure as to whether the current set of SSG activities and strategies are optimal in
terms of cost–benefit to the company. The automotive sector is new to her, and given
the importance and visibility of the SSG within the company, she wants to make sure
that she has a good understanding of the current software security practices and areas
where they could improve, especially compared to other automotive companies. She
also has observed that some of the staff are reluctant to tell her anything that could be
construed as bad news, so she would like to get an independent assessment of their
software security practices. She does some research and decides that a BSIMM
assessment would provide her with the information she needs. At the same time, any
suggestions for improvement (change) would come from an objective and
experienced external organization, so that she would not be seen as the “bad guy” for
pointing out areas where change is needed. She discusses the idea of a BSIMM
assessment with her direct reports. They look at the BSIMM and feel that a BSIMM
assessment could be very beneficial. They put a schedule in place for the assessment
and follow-on planning. It becomes a team-building process that everyone buys into,
and Sarah’s collaborative leadership style is viewed favorably by the staff.

During BSIMM data gathering at an organization, interviews are conducted, and documentation
may be reviewed. Typically, the SSG owner and some of their direct reports are interviewed along
with others involved in Software Security Initiative (SSI) activities. Cigital experts conduct the
interviews and perform the document review. The outputs from the activities result in the inputs to
the BSIMM tool. The BSIMM tool in turn provides insight into how the organization’s current
software security initiatives compare to the BSIMM benchmark data. Benchmarking is a well-known
good management process—“the process of comparing one’s business processes and performance

metrics to industry bests or best practices from other companies.”1 In this case, the benchmarking
data for industry bests and best practices in software assurance resides in the BSIMM database.

1. https://en.wikipedia.org/wiki/Benchmarking

The resulting BSIMM report includes an executive summary, a data gathering discussion, a high-
water mark, BSIMM practices, a BSIMM scorecard, a comparison within verticals, and a conclusion.
The data gathering section includes the names and roles of the people who were interviewed. The
high-water mark refers to the highest-level activity observed in each of the 12 BSIMM practices. The
high-water mark section in the report shows how the high-water mark for the company under study
compares to the average high-water mark for all participants in that edition of BSIMM, for each
practice area. Next, a more detailed view of the BSIMM practices observed is provided. The BSIMM
scorecard section provides detailed information about each activity in the company’s Software
Security Initiative (SSI). The comparison within verticals section provides a comparison between the
company being studied and other companies in the same business sector. The BSIMM data for the
companies in the same business sector (e.g., financial) provide a vertical slice of the complete set of
BSIMM data. The conclusion provides a summary and suggestions for where the company might
focus its software security improvement activities. The Appendixes provide background on the
BSIMM and a discussion of BSIMM activities.

https://en.wikipedia.org/wiki/Benchmarking


5.3.2 BSIMM Sample Report

A complete example of a BSIMM Assessment Final Report, based on BSIMM6 data, appears in
Appendix F, “Sample BSIMM Assessment Report.” In that example, a fictitious firm and dummy
interview data are used; however, the sections in the report and the benchmark data used for
comparison are real.

Figure 5.1 shows the BSIMM scorecard that appears in the report, along with an explanation.
(Note: The actual BSIMM reports use color; as the print book is grayscale, not color, we have
modified slightly.) This scorecard is for FakeFirm; 37 software security activities were observed for
this fake organization during the example assessment.



Figure 5.1 BSIMM Scorecard with the Entire BSIMM Database (“Earth Data”)2



Figure 5.1 provides detailed information about FakeFirm’s SSI. Primarily, it lists in the four
“FakeFirm” columns the 37 activities the assessment team observed during this assessment. In the
“BSIMM6 FIRMS” columns, the scorecard provides the count of firms (out of 67) in which the
assessment team observed each activity. See Figure F.8 in Appendix F for more explanation. In
addition, see the section “BSIMM Activities” in Appendix F for the short name associated with each
BSIMM activity (e.g., SM1.3 is “Educate executives”).

The scorecard shown in Figure 5.1 includes the following columns:

• Activity columns—List each of the 112 activities included in BSIMM6. For names of each
activity, see Appendix F or see http://bsimm.com for an interactive chart of long descriptions.

• BSIMM6 Firms columns—Give the count of BSIMM6 participants in which the activity was
observed, providing an indication of the prevalence of an activity in the current data pool.

• FakeFirm columns—Indicates with a “1” each activity observed during this assessment.

The scorecard also lists a number of common activities and practices:

• The most common activity in each BSIMM6 practice:

• Common activities also observed in FakeFirm, including the following:

• SM1.4: Identify gate locations, gather necessary artifacts

• T1.1: Provide awareness training

• SR1.1: Create security standards

• AA1.1: Perform security feature review

• CR1.4: Use automated tools along with manual review

• ST1.3: Drive tests with security requirements and security features

• PT1.1: Use external penetration testers to find problems

• SE1.2: Ensure host and network security basics are in place

• Common activities not observed in FakeFirm, including the following:

• CP1.2: Identify PII obligations

• SFD1.1: Build and publish security features

• CMVM1.2: Identify software bugs found in operations monitoring and feed them back to
development

• Practices where FakeFirm has not reached the same high-water mark as the average of the
current participants (i.e., where FakeFirm’s high-water mark is “inside” that of the data pool
average in Figure 5.1), including the following:

• Strategy & Metrics

• Compliance & Policy

• Security Features & Design

• Configuration Management & Vulnerability Management

Remember that this scorecard represents Cigital’s observations specific to software security
activity, as measured by the BSIMM. Observation—or the lack of observation—of a given activity is
inherently neither good nor bad. Judging sufficiency and effectiveness for the activities observed
requires a deeper analysis of FakeFirm’s business objectives, processes, and software. Results of such
an analysis can form a cornerstone for strategic broadening and deepening of the current SSI.

http://bsimm.com


Since the BSIMM collects information from companies in a number of domains, the report
includes a comparison of FakeFirm’s initiatives with the performance of other organizations in the
financial sector participating in the BSIMM6. Figure 5.2 presents and explains these results. This
figure summarizes the level reached by FakeFirm in each practice and compares it to the levels
reached by BSIMM6 participants in the financial industry (FI) vertical.

Figure 5.2 High-Water Mark per Practice Compared to Participants in a Vertical

In Figure 5.2, the dark line depicts the average high-water marks from 0 to 3 achieved by
BSIMM6 participants in a vertical. The gray line depicts the high-water marks from 0 to 3 achieved
by FakeFirm. Compared to the average high-water marks of financial industry BSIMM6 participants,
FakeFirm’s marks appear above average in Training, Attack Models, Code Review, and Penetration
Testing. FakeFirm’s marks appear near the average in Standards & Requirements, Architecture
Analysis, Security Testing, Software Environment, and Configuration Management & Vulnerability
Management. FakeFirm’s marks appear below the average in Strategy & Metrics, Compliance &
Policy, and Security Features & Design.

Compared to the averages shown in Figure 5.2 for the entire BSIMM data pool, the most
significant differences are in the following areas:



• Standards & Requirements, Compliance & Policy, Training, Strategy & Metrics, and
Code Review—The high-water mark average is higher among financial industry
organizations than for the entire data pool (known in BSIMM terminology as BSIMM Earth).

• Configuration Management & Vulnerability Management—The average is lower.

The conclusion section in a BSIMM report suggests areas that might be appropriate for
strengthening the organization’s SSI. We recommend that you go through the full report in Appendix
F to get a better picture of BSIMM results. These results are very powerful and use a proven method
built on years of experience and benchmark data. Keeping in mind that a single organization is not
expected to include all 112 activities among its practices; as noted above, Cigital observed 37
activities at FakeFirm.

The following are some of the improvement recommendations for FakeFirm:

• Secure Software Development Life Cycle (SDLC)—FakeFirm has created an SDLC overlay
that includes two security gates: one for “Permit to Build” and one for “Permit to Deploy.”
However, the Software Security Group (SSG) is not involved in all development projects. In
addition, the software security gates are voluntary even in large, critical projects. Over the
next 12 months, FakeFirm should institute process improvements to ensure that the SSG is
aware of all development and software acquisition projects worldwide. At the same time,
FakeFirm should phase in mandatory compliance with various aspects of the SDLC security
gates. For example, FakeFirm could immediately require remediation of critical security
defects, while phasing in remediation of high- and medium-security defects over a period of
months. Similarly, static analysis and penetration testing should quickly become mandatory
for all critical applications and should become mandatory for all applications over the next
12–18 months.

• Inventory—FakeFirm does not have a robust inventory of applications, personally
identifiable information (PII), or open-source software. Ensuring that all software flows
appropriately through various SDLC gates becomes complicated when the inventory is
unknown. Without a data classification scheme, prioritizing projects and making a PII
inventory is effectively impossible. FakeFirm should immediately begin an inventory
initiative that accounts for all applications in the SSG’s purview, ensures each application
receives a criticality rating, and associates each application with data levels. Over the next 12
months, it should expand the inventory to include the open-source software in use and the
current security status for each application. In addition, FakeFirm should begin including
software security waiver information for each application.

• Training—FakeFirm has a small amount of software security training that it uses to improve
awareness. However, FakeFirm provides only in-person training, and only to developers, and
only at onboarding time. Over the next six months, FakeFirm should begin providing on-
demand, role-based software security training to all roles involved in the SDLC. Such a plan
can increase global awareness and technical skill in the major engineering roles, such as
requirements analysis, architecture, development, and testing. FakeFirm should also
investigate the opportunity to provide training in the developer environment using Integrated
Development Environment (IDE)–based tools.



5.4 Summary
This chapter shows how organizations can use two models introduced in Chapters 3 and 4 to perform
gap analysis and thus to identify and implement improvements at organizational, project, and
individual levels. The BSIMM is aimed at organizational practices, whereas the SEI SwA
Competency Model focuses more on individual competencies and competencies needed to support a
specific project.

These kinds of analyses can help to identify an improvement path that is based on actual data, and
not solely on brainstorming or other less reliable means of identifying gaps.

Chapters 3 and 4 introduce many models that this chapter does not discuss. By doing some
exploration, you could also use those other models to lay out a path for improvement. In addition,
new models and frameworks are under development at the SEI and elsewhere that may be suitable
for this purpose once they have been validated in the field.



Chapter 6. Metrics

In This Chapter

• 6.1 How to Define and Structure Metrics to Manage Cyber Security Engineering

• 6.2 Ways to Gather Evidence for Cyber Security Evaluation

6.1 How to Define and Structure Metrics to Manage Cyber Security Engineering
A measure is defined as “an amount or degree of something”; it is an operation for assigning a value

to something.1 A metric is defined as “a standard of measurement”; it is the interpretation of assigned

values.2 Scientist Lord Kelvin said, “When you can measure what you are speaking about, and
express it in numbers, you know something about it; but when you cannot measure it, when you
cannot express it in numbers, your knowledge is of a meager and unsatisfactory kind; it may be the

beginning of knowledge, but you have scarcely in your thoughts advanced to the stage of science.”3

1. www.merriam-webster.com/dictionary/measure

2. www.merriam-webster.com/dictionary/metric

3. https://en.wikiquote.org/wiki/William_Thomson

Software assurance measurement assesses the extent to which a system or software item possesses
desirable characteristics [NDIA 1999]. The desires could be expressed as one or all of the following:
requirements, standards, compliance mandates, operational qualities, threats to be addressed, and
risks to be avoided. The purpose of software assurance measurement is to “establish a basis for
gaining justifiable confidence (trust, if you will) that software will consistently demonstrate one or
more desirable properties” [Bartol 2009]. This basis includes properties such as quality, reliability,
correctness, dependability, usability, interoperability, safety, fault tolerance, and security [Bartol
2009].

6.1.1 What Constitutes a Good Metric?

Jaquith posits that a good metric has three characteristics [Jaquith 2007]:

• Simple to explain and straightforward to determine so the meaning can be widely understood

• Expressible in time, money, or something that can be converted into these readily accepted
parameters

• Readily structured for benchmarking so that change can be quickly identified and evaluated

Further, a good metric must be consistently measurable, able to be gathered at a low cost
(preferably automated), preferably quantitative (expressed as a number or percentage), and
contextually specific to be relevant for decision makers to take action.

Metrics such as the age of an automobile driver, which an insurance company uses to determine
an annual cost for automobile insurance, are backed by decades of statistically analyzed data of
actual accident rates for drivers of every age. Likewise, a doctor estimates a patient’s risk of a heart
attack by looking at metrics such as age, deviation of weight from the norm, and whether the patient
engages in behaviors such as smoking—health information that has been assembled, along with data
on actual heart attacks, for decades across major sectors of the population.

http://www.merriam-webster.com/dictionary/measure
http://www.merriam-webster.com/dictionary/metric
https://en.wikiquote.org/wiki/William_Thomson


Cyber security does not have this kind of historical data from which to structure standardized
metrics, but that does not mean we cannot establish good metrics for decision making. We suggest
following a well-established methodology called Goal-Question-Metric (GQM), introduced and
described by Basili and Rombach [Basili 1984, 1988]. This process for deriving meaningful metrics
is to define the objectives/goals, formulate questions relevant to the goal, collect data and indicators
that inform the answers to the questions, define metrics, and report metrics (customized to target
audiences).

To be useful, software assurance metric data must be consistently valid, retrievable, relevant, and
cost-effective. In order to be practically effective, the data must be retrievable, understandable, and
relevant. Data must provide concrete values. Consequently, data collection must be based on
consistent units of measure that can be normalized. Moreover, once data have been collected, they
must be stored so that they retain their usefulness. These are the generic requirements for metrics-
based assurance:

• Agreed-on metrics to define the assurance

• Scientifically derived data for each metric

• Sufficient justification for collecting data to account for the added costs of collection

Organizations must define and adopt a frame of reference before assessors can select the particular
metrics to use for data collection. The frame of reference provides the practical justification for the
metric selection process. A frame of reference is nothing more than the logic (or justification) for
choosing the metrics that are eventually used. For instance, there are no commonly agreed on
measures to assess security; however, a wide range of standard metrics, such as defect counts or
cyclomatic complexity, could be used to measure that characteristic. The metric that is selected
depends on the context of its intended use.

The only rule that guides the selection and adoption process is that the metrics must be objectively
measurable, produce meaningful data, and fit the frame of reference that has been adopted
[Shoemaker 2013].

6.1.2 Metrics for Cyber Security Engineering

Cyber security is not something for which we can assemble a standard set of metrics, such as height,
width, length, and weight. A seemingly endless list of metrics could be collected for cyber security,
such as the number of security requirements, lines of validated code, vulnerabilities found by code
checkers, process steps that include security considerations, hours needed to fix a security bug, and
data validation tests passed and failed. Collecting each of these metrics involves time and effort, so
the benefit to organizations, projects, and even individuals must be clear. We may already be
collecting related metrics (e.g., for quality, safety, reliability, usability, and a whole host of other
system and software qualities) that could tell us something about cyber security.

System and software engineering is composed of many aspects that can be evaluated
independently but need to be considered collectively. We need security measures for the product, the
processes used to create and maintain that product, the capabilities of the engineers performing the
construction or those of the vendor for an acquisition, the trust relationships from the product to other
products and the controls on those connections, and the operational environment in which the product
executes. In addition, we need to establish that the engineering steps we are performing are moving
toward the desired cyber security results.



Why is this so difficult? The responsibilities for these various segments can be scattered across
teams, divisions, or even separate organizations, depending on how an engineering effort is
structured. The control we have over each segment and access to information about it can vary
widely and may impact measurement options. The needs for security and available solutions can also
vary widely, depending on the operational mission, languages and frameworks used in development
of the product, and operational infrastructure choices. There are currently no established standards for
assignment of these responsibilities.

Let’s consider software measurement in general. Although it is possible for software to be both
incorrect and secure, it is generally the case that incorrect software is also more likely to contain
security vulnerabilities. Organizations should establish a broad software measurement program in
place and add assurance considerations to it rather than just consider software assurance measures in
a vacuum. Software product measurement assesses two related but distinctly different attributes:
functional correctness and structural correctness. Functional correctness measures how the software
performs in its environment. Structural correctness assesses the actual product and process
implementation.

Software functional correctness describes how closely the behavior of the software complies with
or conforms to its functional design requirements or specifications. In effect, functional correctness
characterizes how completely the piece of software achieves its contractual purpose. Functional
correctness is typically implemented, enforced, and measured through software testing. The testing
for correctness is done by evaluating the existing behavior of the software against a logical point of
comparison. In essence, the logical point of comparison is the basis that a particular decision maker
adopts to form a conclusion [IEEE 2000]. Logical points of comparison include diverse things such
as “specifications, contracts, comparable products, past versions of the same product, inferences
about intended or expected purpose, user or customer expectations, relevant standards, applicable
laws, or other criteria” [Shoemaker 2013].

Measurements of structural correctness assess how well the software satisfies environmental or
business requirements, which support the actual delivery of the functional requirements. For instance,
structural correctness characterizes qualities such as the robustness or maintainability of the software,
or whether the software was produced properly. Structural correctness is evaluated through the
analysis of the software’s fundamental infrastructure and through the validation of its code against
defined acceptability requirements at the unit, integration, and system levels. Structural measurement
also assesses how well the architecture adheres to sound principles of software architectural design
[OMG 2013].

Consider an example of how metrics were selected and applied.4 The SEI maintains detailed size,
defect, and process data for more than 100 software development projects. The projects include a
wide range of application domains and project sizes. Five of these projects focus on specific security-
and safety-critical outcomes. Let’s take a look at the security results for these projects. Four of these
projects reported no post-release safety-critical or security defects in the first year of operation, but
the remaining one project had 20 such defects. On one of the projects with no safety-critical or
security defects, further study revealed that staff members had been trained to recognize common
security issues in development and had been required to build this understanding into their
development process. Metrics were collected using review and inspection checklists along with
productivity data. These metrics enabled staff to accurately predict the effort and quality required for
future components using actual historical data.

4. This example is drawn from Predicting Software Assurance Using Quality and Reliability Measures [Woody
2014].



The teams performed detailed planning for each upcoming code-release cycle and confirmation
planning for the overall schedule. For the project with the largest code base, teams conducted a
Monte Carlo simulation to identify a completion date within the 84th percentile (i.e., 84% of the
project simulated finished earlier than this completion date). The team included estimates for the
following:

• Incoming software change requests (SCRs) per week

• Triage rate of SCRs

• Percentage of SCRs closed

• Development work (SCR assigned) for a cycle

• SCR per developer (SCR/Dev) per week

• Number of developers

• Time to develop test protocols

• Software change requests per security verifier and validator (SCR/SVV) per week

• Number of verification persons

The team then committed to complete the agreed work for the cycle, planned what work was
being deferred into future cycles, and projected that all remaining work would still fit the overall
delivery schedule. The team tracked all defects throughout the projects in all phases (injection,
discovery, and fix data). Developers used their actual data to plan subsequent work and reach
agreement with management on the schedule, content, process used, and resources required so that
the plan could proceed without compromising the delivery schedule.

This example uses several measures collected from various aspects of engineering to assemble a
basis of confidence constructed from historical information that can be used in making a decision.
Each measure by itself is insufficient, but the collection can be useful. The metrics collected were
selected based on information needs to support a specific goal (workload planning) and addressed a
range of questions related to the goal, such as productivity of the resources performing the work and
level of expected churn in the workload. This follows the GQM methodology [Basili 1984, 1988].

Another important element that can be measured is organizational capability to address cyber
security. The National Institute of Standards and Technology (NIST) has developed a framework for
improving critical infrastructure cyber security [NIST 2014]. The NIST framework focuses on the
operational environment that influences the level of cyber security responsibility, enabling
organizations to identify features or characteristics of the infrastructure that support cyber security as
opposed to what needs to be engineered directly into the system and software. The framework
provides an assessment mechanism that enables organizations to determine their current cyber
security capabilities, set individual goals for a target state, and establish a plan for improving and
maintaining cyber security programs. After using the assessment mechanism to determine goals and
plans for cyber security, organizations can use metrics to monitor and evaluate results. Metrics are
collected and analyzed to support a decision so that a decision can determine an action [Axelrod
2012].

Measurement frameworks for security are not new, but broad use of available standards in the
lifecycle has been limited by the lack of system and software engineering involvement in security
beyond authentication and authorization requirements. With the growing recognition of the ways in
which engineering decisions impact security, metrics that support the monitoring and managing of
these concerns should be incorporated into the lifecycle.



Standards such as NIST’s Performance Measurement Guide for Information Security [Chew
2008] propose a wide range of possible metrics that can support an information security measurement
effort. These metrics are proposed to verify that selected security controls are appropriately
implemented and that appropriate federal legislative mandates have been addressed. An international
standard, ISO/IEC 27004, “provides guidance on the development and use of measures and
measurement in order to assess the effectiveness of an implemented information security

management system (ISMS).”5

5. www.iso.org/iso/catalogue_detail?csnumber=42106

6.1.3 Models for Measurement6

6. This section is drawn from Software Assurance Measurement—State of the Practice [Shoemaker 2013].

An organization might already have a measurement model that structures metrics to address selected
goals. There are three major categories of measurement models: descriptive, analytic, and predictive.

Measurement models of any type can be created based on equations, or analysis of sets of
variables, that characterize practical concerns about the software. A good measurement model allows
users to fully understand the influence of all factors that affect the outcome of a product or process,
not just primary factors. A good measurement model also has predictive capabilities; that is, given
current known values, it predicts future values of those attributes with an acceptable degree of
certainty.

Assurance models measure and predict the level of assurance of a given product or process. In that
respect, assurance models characterize the state of assurance for any given piece of software. They
provide a reasonable answer to questions such as “How much security is good enough?” and “How
do you determine when you are secure enough?” In addition, assurance measurement models can
validate the correctness of the software assurance process itself. Individual assurance models are built
to evaluate everything from error detection efficiency to internal program failures, software reliability
estimates, and degree of availability testing required. Assurance models can also be used to assess the
effectiveness and efficiency of the software management, processes, and infrastructure of an
organization.

Assurance models rely on maximum likelihood estimates, numerical methods, and confidence
intervals to make their assumptions. Therefore, it is essential to validate the correctness of a model.
Validation involves applying the model to a set of historical data and comparing the model’s
predicted outcomes to the actual results. The output from a model should be a metric, and that output
should be usable as input to another model.

Assurance modeling provides a quantitative estimate of the level of trust that can be assumed for a
system. Models that predict the availability and reliability of a system include estimates such as
initial error counts and error models incorporating error generation, uptime, and the time to close
software error reports.

Software error detection models characterize the state of debugging the system, which
encompasses concerns such as the probable number of software errors that are corrected at a given
time in system operation, plus methods for developing programs with low error content and for
developing measures of program complexity.

Models of internal program structure include metrics such as the number of paths (modules)
traversed, the number of times a path has been traversed, and the probability of failure, as well as
advice about any automated testing that might be required to execute every program path.

http://www.iso.org/iso/catalogue_detail?csnumber=42106


Testing effectiveness models and techniques provides an estimate of the number of tests necessary
to execute all program paths and statistical test models. Software management and organizational
structure models contain statistical measures for process performance. These models can
mathematically relate error probability to the program testing process and the economics of
debugging due to error growth.

Because assurance is normally judged against failure, the use of a measurement model for
software assurance requires a generic and comprehensive definition of what constitutes “failure” in a
particular measurement setting. That definition is necessary to incorporate considerations of every
type of failure at every severity level. Unfortunately, up to this point, a large part of software
assurance research has been devoted to defect identification, despite the fact that defects are not the
only type of failure. This narrow definition is due partly to the fact that defect data is more readily
available than other types of data, but it is mostly due to the lack of popular alternatives for modeling
the causes and consequences of failure for a software item. With the advent of exploits against
software products that both run correctly and fulfill a given purpose, the definition of failure must be
expanded. That expansion would include incorporating into the definition of failure intentional
(backdoors) or unintentional (defects) vulnerabilities that can be exploited by an adversary as well as
the mere presence of malicious objects in the code.

Existing security standards can be leveraged to fill this measurement need [ISO/IEC 2007].
Practical Measurement Framework for Software Assurance and Information Security [Bartol 2008]
identifies similarities and differences among five different models for measurement and would be a
useful resource to assist in selecting measurements appropriate to an organization’s cyber security
engineering needs.

What Decisions About Cyber Security Need to Be Supported by Metrics?

In this chapter we have focused on metrics for development planning with expected cyber security
results. Let’s now take a look at software that is being reused, as opposed to software that is being
newly developed. If we plan to reuse software such as a commercial product, open source, or code
developed for another purpose, is there something inherent in product cyber security that would
motivate us to choose one software product over another? If we can scan the code, we can use
software tools to find out what vulnerabilities the code contains as well as the severity of each
vulnerability, according to a metrics standard established in the Common Vulnerability Enumeration
(CVE). We could use other tools to evaluate the binaries for malware. Each piece of information
becomes evidence that supports or refutes a claim about an option.

At the start of a development cycle, we have a limited basis for determining our confidence in the
behavior of the delivered system; that is, we have a large gap between our initial level of confidence
and the desired level of confidence. Over the development lifecycle, we need to reduce that
confidence gap, as shown in Figure 6.1, to reach the desired level of confidence for the delivered

system [Woody 2014].7

7. This section is drawn from Predicting Software Assurance Using Quality and Reliability Measures [Woody
2014].



Figure 6.1 Confidence Gap

In Chapter 1, “Cyber Security Engineering: Lifecycle Assurance of Systems and Software,” we
discussed confidence in the engineering of software. To review, we must have evidence to support
claims that a system is secure. An assurance case is a documented body of evidence that provides a
convincing and valid argument that a specified set of critical claims about a system’s properties are
adequately justified for a given application in a given environment. Quality and reliability can be
incorporated as evidence into an argument about predicted software security. Details about an
assurance case structure and how to build an assurance case can be found in Predicting Software
Assurance Using Quality and Reliability Measures [Woody 2014].

6.2 Ways to Gather Evidence for Cyber Security Evaluation

6.2.1 Process Evidence

Table 6.1 presents a few examples of lifecycle-phase measures that can aid in demonstrating required
levels of software security. Increases in percentages for these measures over time can indicate an
expanded focus on security and process improvement for performing security analysis, but they
provide no evidence about the actual product. A more extensive list can be found in Appendix G,
“Examples of Lifecycle-Phase Measures.” Because of the volume of data that needs to be handled to
produce effective measures across an organization, consideration of automation for consistency in
collection and effectiveness in monitoring and management is critical. Without automation, labor
costs can be expected to be very high and the ability to achieve timely input will be greatly reduced.



Table 6.1 Examples of Lifecycle-Phase Measures

Alberts, Allen, and Stoddard [Alberts 2010] suggest a set of questions to use to assess key
lifecycle areas of security risk. Security experts identified 17 process-related areas from across the
lifecycle as being important for security. The associated security questions provide a means of
evaluating security risk. Many of the terms within the questions, such as “sufficient,” are not absolute
and must be defined based on organization-specific criteria. For example, addressing a frequently
occurring security problem may mean once a year for one organization and once a minute for
another, depending on what the organization is doing. Table 6.2 shows an extract of a full table
provided in Appendix G.



Table 6.2 Examples of Questions for Software Security [Alberts 2010]

Process-related areas can map to the updated security principles described earlier. Table 6.3 is an
extract of such a mapping, from the full table presented in Appendix G.

Table 6.3 Mapping Between Security Risk Focus Areas and Principles for Software Security
[Mead 2013b]

A framework of measures linked to the seven principles of evidence defined in Common
Weakness Enumeration [MITRE 2014] can provide evidence that organizations are effectively
addressing the security risk focus areas [Mead 2013b]. Table 6.4 shows an extract of a full table from
Appendix G.



Table 6.4 Example Measures Based on the Seven Principles of Evidence [MITRE 2014]



Example Case Study: Using Subcontracting Measures to Evaluate Trusted
Dependencies

GoFast automotive is planning a new entertainment system for the Tiger sports car.
Traditional entertainment systems cannot be readily adapted to the smaller space of a
sport automobile, and GoFast management feels that this newly engineered system
will give the company a competitive edge (and thus a financial benefit). After
performing risk analysis on the project, executive management decided that this
system would receive extra attention to software security.

Traveling Audio Video (TAV), a subcontractor with expertise in automotive
entertainment systems, is developing some of the software subsystems. Naturally,
GoFast is concerned about industrial espionage and wants to make sure that its
competitors cannot get access to company confidential information about its plans
and designs or, worse yet, pirate the software and use it themselves.

The security group, as part of its work in support of this project, decides to look at
the trusted dependencies principle. Much to their chagrin, they find out that TAV uses
other subcontractors in its supply chain, and GoFast must vet all of those
subcontractors to ensure that the entire supply chain is trustworthy. It turns out that
one of the subcontractors to TAV also contracts with one of GoFast’s competitors.
Fortunately, GoFast discovers this relationship early on and can assess the risk and
determine whether the supply chain needs to be modified in order to reduce the risk
or whether the supply chain is, in fact, trustworthy based on prior observations and
security measures in place.

If the subcontractor has a unique needed skill set, appropriate nondisclosure agreements may
provide the needed level of confidence. On the other hand, if the subcontractor is known to have
engaged in questionable practices (an extreme example would be accepting bribes to provide inside
information about competitive products to its customers), it might be best to replace that
subcontractor with another company, even if the replacement company is less experienced in these
types of products. Another option would be to decide to do that part of the development in-house,
thus reducing the risk of industrial espionage. Of course, this last option assumes that GoFast’s
employees have been vetted and deemed trustworthy.

6.2.2 Evidence from Standards

Evidence of effective cyber security engineering can be assembled by leveraging security standards
that the organization has chosen to follow. NIST Special Publication 800-53 [NIST 2013] provides a
wide range of security and privacy controls. These controls are widely used as implementation
mechanisms to meet security requirements. NIST 800-53A [NIST 2014a] is a companion document
to NIST 800-53 that describes how an audit could be conducted to collect evidence about the
controls. The audit focuses on determining the extent to which the organization has chosen to
implement the controls. Information is not provided for determining how well the implementation is
performing. NIST 800-55 [NIST 2008], as noted earlier, has a range of specific security measures
that can be applied across the lifecycle.

Alberts, Allen, & Stoddard [Alberts 2012b] provide a description of measures derived from the
security controls described in NIST 800-53 [NIST 2013] that could be assembled to evaluate the



effectiveness of a control. Another useful standard, detailed in Practical Measurement Framework
for Software Assurance and Information Security [Bartol 2008], is ISO/IEC 227002, which contains a

controls catalog, an ISO equivalent of NIST 800-53.8

8. www.iso27001security.com/html/27004.html

Product Evidence

Combining the process perspective with a product focus would assemble stronger evidence to support
confidence that cyber security requirements are met. Practical Measurement Framework for Software
Assurance and Information Security [Bartol 2008] provides an approach for measuring how
effectively an organization can achieve software assurance goals and objectives at an organizational,
program, or project level. This framework incorporates existing measurement methodologies and is
intended to help organizations and projects integrate SwA measurement into their existing programs.
(Refer to Chapter 3, “Secure Software Development Management and Organizational Models.”)

More recent engineering projects described by Woody, Ellison, and Nichols [Woody 2014]
demonstrate that a disciplined lifecycle approach with quality defect identification and removal
practices combined with code analysis tooling provide the strongest results for building security into
software and systems. Defect prediction models are typically informed by measures of the software
product at a specific time, longitudinal measures of the product, or measures of the development
process used to build the product. Metrics typically used to analyze quality problems can include the
following:

• Static software metrics, such as new and changed LOC, cyclomatic complexity,9 counts of
attributes, parameters, methods and classes, and interactions among modules

9. http://en.wikipedia.org/wiki/Cyclomatic_complexity

• Defect counts, usually found during testing or in production, often normalized to size, effort,
or time in operation

• Software change metrics, including frequency of changes, LOC changed, or longitudinal
product change data, such as number of revisions, frequency of revisions, numbers of modules
changed, or counts of bug fixes over time

• Process data, such as activities performed or effort applied to activities or development phases

Many models currently in use rely on static or longitudinal product measures, such as code churn.
Other approaches use historic performance or experience based on defect injection and removal
(generally described using a “tank and filter” metaphor), as shown in Figure 6.2, to monitor and
model the defect levels during the development process. The connections between defects, which are
typically related to quality and security vulnerabilities, is still an active area of research. Many of the
common weakness enumerations (CWEs) cited as the primary reasons for security failures are
closely tied to recognized quality issues. Data shows vulnerabilities to be 1% to 5% of reported
defects [Woody 2014]. There is wide agreement that quality problems are strong evidence for
security problems.

http://www.iso27001security.com/html/27004.html
http://en.wikipedia.org/wiki/Cyclomatic_complexity


Figure 6.2 “Tank and Filter” Quality Tracking Model

However, focusing just on a product to assure that it has few defects is also insufficient. Removal
of defects depends on assuring our capability to find them. Positive results from security testing and
static code analysis are often provided as evidence that security vulnerabilities have been reduced,
but it is a mistake to rely on them as the primary means for identifying defects. The omission of
quality practices, such as inspections, can lead to defects exceeding the capabilities of existing code
analysis tools [Woody 2014].

Organizations must establish product relevance before applying the metrics to cyber security. In
the research described above, the product was a medical device, and the security requirements being
evaluated were assigned to the whole device. These same measures could be performed on a single
software application running on this device. The relationship of the component to the whole must be
determined before it is possible to observe the utility of applying metrics collected on a component to
the composition. For example, a component that handles of the data input and output for the device
represents a critical part of the cyber security concern for the device. Measures collected on a USB
device driver on the device are not representative of the composition.



Evaluating the Evidence

Next, we need to be sufficiently specific about the definitions of the words we use to provide
consistent and repeatable usage. As an example, consider the word often. In some contexts, this word
may mean daily or weekly and in others it may mean multiple times per second. Table 6.5 provides
an example of structuring terms related to frequency to establish consistency.

Table 6.5 Example Frequency Structure

Measures can be qualitative or quantitative; both are useful, but the assigned value (shown in
parentheses in Table 6.5) depends on the question being asked and how well the measures support the

decision.10 Is it sufficient to have a relative frequency of occurrence, or does the decision demand a
specific count? There are trade-offs to consider in making this determination: The more exact the

information, the more costly it is to gather.11

10. NIST 800-55 [NIST 2008] also provides a terminology structure to help clarify terms like sufficient that can
be easily interpreted many ways.

11. In his book Engineering Safe and Secure Software Systems, Axelrod provides an interesting comparison of
qualitative and quantitative measurements for an automobile in Table 7.1 [Axelrod 2012].



Case Study: Risk Management for Wireless Emergency Alerts (see Chapter 1, section
1.5.1)

Consider the following example of evaluating risk from the Wireless Emergency
Alert (WEA) case study, using the terminology from Table 6.5:

Risk Statement

IF an outside actor with malicious intent obtains a valid certificate through social
engineering and uses it to send an illegitimate Common Alerting Protocol
(CAP)–compliant message by spoofing an Alert Originating System (AOS), THEN
health, safety, legal, financial, and reputation consequences could result.

Probability Value

Rare

Rationale

This risk requires that a complex sequence of events occurs.

The actor has to be highly motivated.

The attack needs to coincide with an event where a large crowd is gathered.

Impact Value

Maximum

Rationale

The impact ultimately depends on whether people trust the WEA service and take the
action recommended in the illegitimate WEA alert.

Health and safety damages could be severe, leading to potentially large legal
liabilities.

The reputation of WEA could be severely damaged beyond repair.

Figure 6.3 Shows the Risk.



Figure 6.3 Risk Exposure Value

6.2.3 Measurement Management12

12. This section is drawn from Measures for Managing Operational Resilience [Allen 2011].

Because software is not created once and left unchanged, we cannot make measurements once and
assume that they are sufficient for all ongoing needs. The same is true of cyber security information
for the software. If we want to show change over time, we must collect and assemble measurements
and structure them for future use. Measurement management ensures that suitable measures are
created and applied as needed in the lifecycle of the software or system. Measurement management
requires the formulation of coherent baselines of measures that accurately reflect product
characteristics and lifecycle management needs. Measurement baselines must be capable of being
revised as needed to track the evolving product throughout its lifecycle and evaluate relationships
with similar products. Using the appropriate set of baselines, the measurement management process
ensures that the right set of metrics is always in place to produce the desired measurement outcomes.
This approach is consistent with existing international security measurement standards, such as ISO/
IEC 27004 and ISO/IEC 15939, and security measurement guidance, such as Practical Measurement
Framework for Software Assurance and Information Security [Bartol 2008].

The measurement management process collects data about discrete aspects of a product and/or
process functioning to support operational and strategic decision making about the product. The
measurement management process should provide data-driven feedback in real time or near real time
to project managers, development managers, and technical staff. The National Vulnerability

Database13 is one of the resource baselines publically available for cyber security. This database



contains standards-based vulnerability data that can be used by automated tools to verify compliance
of software product implementations.

13. www.nist.gov/itl/csd/stvm/nvd.cfm

Managing Through Measurement Baselines

Management control is typically enforced through measurement baselines. A measurement baseline
is a collection of discrete metrics that characterize an item of interest for a target of measurement.
Using a measurement baseline, it is possible to make meaningful comparisons of product and process
performance to support management and operational decision making. Such comparisons can be vital
to improving products and processes over time through the use of predictive and stochastic assurance
models for decision making. Potential metrics for supporting such an effort might include basic
measures such as defect data, productivity data, and threat/vulnerability data. An evolving baseline
model provides managers with the necessary assurance insight, cost controls, and business
information for any process or product, and it allows value tracking for the assurance process.

Formulating a measurement baseline involves four steps:

1. The organization identifies and defines the target of measurement (the goal aspect of the
GQM model, as noted earlier).

2. The organization establishes the requisite questions that define needed metrics to assure the
desired measurement objectives; the organization assembles the relevant measures in a
formally structured and controlled baseline.

3. The organization establishes the comparative criteria for tracking performance. Those criteria
establish what will be learned from analyzing the data from each metric over time.

4. The organization carries out the routine measurement data collection and analysis activities,
using the baseline metrics.

Examples showing the results of this approach for operational resilience can be found in Measures

for Managing Operational Resilience [Allen 2011],14 which defines 10 strategic measures to support
organizational strategic objectives. The following is an example of an organizational objective along
with the measures that support it:

14. This report and others in the SEI’s Resilience Measurement and Analysis collection can be found at
http://resources.sei.cmu.edu/library/asset-view.cfm?assetid=434555.

Objective: In the face of realized risk, the operational resilience management (ORM)
system ensures the continuity of essential operations of high-value services and their
associated assets. Realized risk may include an incident, a break in service continuity,
or a human-made or disaster or crisis.

Measure 9: Probability of delivered service through a disruptive event

Measure 10: For disrupted, high-value services with a service continuity plan,
percentage of services that did not deliver service as intended throughout the
disruptive event

Consider using “near misses” and “incidents avoided” as predictors of successful disruptions in
the future.

http://www.nist.gov/itl/csd/stvm/nvd.cfm
http://resources.sei.cmu.edu/library/asset-view.cfm?assetid=434555


Chapter 7. Special Topics in Cyber Security Engineering

with Julia Allen, Warren Axelrod, Stephany Bellomo, and Jose Morales

In This Chapter

• 7.1 Introduction

• 7.2 Security: Not Just a Technical Issue

• 7.3 Cyber Security Standards

• 7.4 Security Requirements Engineering for Acquisition

• 7.5 Operational Competencies (DevOps)

• 7.6 Using Malware Analysis

• 7.7 Summary

7.1 Introduction
Earlier chapters mention some special topics for readers who want to dig a little deeper in specific
areas. Those topics are presented here:

• This chapter starts with a discussion of governance, recognizing that security is more than just
a technical issue, and describes how organizations can set clear expectations for business
conduct and then follow through to ensure that the organization fulfills those expectations.

• Then this chapter describes some findings on cyber security standards, an important area that
is still evolving.

• Organizations that perform acquisition—rather than development—can achieve an emphasis
on security requirements by using Security Quality Requirements Engineering for Acquisition
(A-SQUARE). All too often, cyber security is left to contractors, with little attention from
acquisition organizations until systems are delivered or operational. We hope to see
organizations address cyber security much earlier in the acquisition lifecycle, and security
requirements are a good place to start.

• Next, this chapter discusses DevOps. In the field we are finally seeing recognition of the
synergy of development and operations, after years of seeing them treated as disparate
activities in a stovepiped project environment.

• Finally, this chapter discusses some recent research work that seeks to identify ways
organizations can use malware analysis to identify security requirements that have led to
vulnerabilities in earlier systems. These overlooked requirements can then be incorporated
into the security requirements for future systems.

Each of these topics is unique, and you may not be interested in all of them. We offer them as a
deeper exploration in specific areas of cyber security engineering.

7.2 Security: Not Just a Technical Issue1

1. This section was contributed by Julia Allen.



7.2.1 Introduction

This section defines the scope of governance concern as it applies to security. It describes some of the
top-level considerations and characteristics to use as indicators of a security-conscious culture and to
determine whether an effective program is in place.

Security’s days as just a technical issue are over. Security is becoming a central concern for
leaders at the highest levels of many organizations and governments, and it transcends national
borders. Today’s organizations face constant high-impact security incidents that can disrupt
operations and lead to disclosure of sensitive information. Customers are demanding greater security
as evidence suggests that violations of personal privacy, the disclosure of personally identifiable
information, and identity theft are on the rise. Business partners, suppliers, and vendors are requiring
greater security from one another, particularly when providing mutual network and information
access. Networked efforts to steal competitive intelligence and engage in extortion are becoming
more prevalent. Security breaches and data disclosure increasingly arise from criminal behavior
motivated by financial gain as well as state-sponsored actions motivated by national strategies.

Current and former employees and contractors who have or had authorized access to their
organization’s system and networks are familiar with internal policies, procedures, and technology
and can exploit that knowledge to facilitate attacks and even collude with external attackers.
Organizations must mitigate malicious insider acts such as sabotage, fraud, theft of confidential or
proprietary information, and potential threats to our nation’s critical infrastructure. Recent CERT
research documents cases of successful malicious insider incidents even during the software

development lifecycle.2

2. Refer to the CERT Insider Threat website (www.cert.org/insider-threat/publications) for presentations and
podcasts on this subject.

In the United States, managing cyber security risk is becoming a national imperative. In February

2013, the U.S. president issued an executive order3 to enhance the security of the nation’s critical
infrastructure, resulting in the development of the National Institute of Standards and Technology
(NIST) Cybersecurity Framework [NIST 2014]. According to the IT Governance Institute, “boards of
directors will increasingly be expected to make information security an intrinsic part of governance,
integrated with processes they already have in place to govern other critical organizational resources”
[ITGI 2006]. The National Association of Corporate Directors (NACD) states that the cyber security
battle is being waged on two levels—protecting a corporation’s most valuable assets and the
implications and consequences of disclosure in response to legal and regulatory requirements
[Warner 2014]. According to an article in NACD Magazine, “Cybersecurity is the responsibility of
senior leaders who are responsible for creating an enterprise-wide culture of security” [Warner 2014].

At an international level, the Internet Governance Forum (IGF)4 provides a venue for discussion of
public policy issues, including security, as they relate to the Internet. Ultimately, directors and senior
executives set the direction for how enterprise security—including software security—is perceived,
prioritized, managed, and implemented. This is governance in action.

3. www.whitehouse.gov/the-press-office/2013/02/12/executive-order-improving-critical-infrastructure-
cybersecurity

4. www.intgovforum.org/cms/home-36966

The Business Roundtable (an association of chief executive officers of leading U.S. companies)
recommends the following in its report More Intelligent, More Effective Cybersecurity Protection
[Business Roundtable 2013]:

http://www.cert.org/insider-threat/publications
http://www.whitehouse.gov/the-press-office/2013/02/12/executive-order-improving-critical-infrastructure-cybersecurity
http://www.whitehouse.gov/the-press-office/2013/02/12/executive-order-improving-critical-infrastructure-cybersecurity
http://www.intgovforum.org/cms/home-36966


CEOs should develop the capabilities required to integrate cybersecurity threat and
risk information into CEO risk management.

Boards of directors, as part of their risk oversight functions, continue to
periodically review management’s business resiliency plans, including cybersecurity,
and oversee risk assessment and risk management processes, including those
applicable to cybersecurity.

As additional evidence of this growing trend, the Deloitte 2014 Board Practices Report:
Perspective from the Boardroom states the following [Deloitte 2014]:

Cybersecurity has quickly become an important topic for companies and boards,
particularly in light of recent data breaches. According to survey results, the level of
board awareness on cybersecurity is moderate (32%) to high (49%) across all
companies surveyed, with the exception of small cap companies. Most often the full
board or the audit committee is responsible for the oversight of cybersecurity
matters.

According to the Building Security In Maturity Model [McGraw 2015],

Executives and middle management, including line of business owners and product
managers, must understand how early investment in security design and security
analysis affects the degree to which users will trust their products. Business
requirements should explicitly address security needs. Any sizeable business today
depends on software to work. Software security is a business necessity.

While growing evidence suggests that senior leaders are paying more attention to the risks and
business implications associated with poor or inadequate security governance, a recent Carnegie
Mellon University survey indicates that there is still a lot of room for improvement [Westby 2012]:

• Boards are still not undertaking key oversight activities related to cyber risks, such as
reviewing budgets, security program assessments, and top-level policies; assigning roles and
responsibilities for privacy and security; and receiving regular reports on breaches and IT
risks.

• 57% of respondents are not analyzing the adequacy of cyber insurance coverage or
undertaking key activities related to cyber risk management to help them manage reputational
and financial risks associated with the theft of confidential and proprietary data and security
breaches.

Governance and Security

Governance means setting clear expectations for business conduct and then following through to
ensure that the organization fulfills those expectations. Governance action flows from the top of the
organization to all of its business units and projects. Done right, governance augments an
organization’s approach to nearly any business problem, including security. National and
international regulations call for organizations—and their leaders—to demonstrate due care with
respect to security. This is where governance can help.



Moreover, organizations are not the only entities that benefit from strengthening enterprise5

security through clear, consistent governance. Ultimately, entire nations benefit. “The national and
economic security of the United States depends on the reliable functioning of critical infrastructure.
Cybersecurity threats exploit the increased complexity and connectivity of critical infrastructure
systems, placing the nation’s security, economy, and public safety and health at risk” [NIST 2014].

5. We use the terms organization and enterprise to convey the same meaning.

Definitions of Security Governance

The term governance applied to any subject can have a wide range of interpretations and definitions.

For the purpose of this chapter, we define governing for enterprise security6 as follows [Allen 2005]:

6. As used here, security includes software security, information security, application security, cyber security,
network security, and information assurance. It does not include disciplines typically considered within the
domain of physical security such as facilities, executive protection, and criminal investigations.

• Directing and controlling an organization to establish and sustain a culture of security in the
organization’s conduct (values, beliefs, principles, behaviors, capabilities, and actions)

• Treating adequate security as a non-negotiable requirement of being in business

The NIST Cybersecurity Framework defines information security governance as follows: “The
policies, procedures, and processes to manage and monitor the organization’s regulatory, legal, risk
environmental, and operational requirements are understood and inform the management of
cybersecurity risk” [NIST 2014].

In the context of security, governance incorporates a strong focus on risk management.
Governance is an expression of responsible risk management, and effective risk management requires
efficient governance. One way governance addresses risk is to specify a framework for decision
making. It makes clear who is authorized to make decisions, what the decision-making rights are, and
who is accountable for decisions. Consistency in decision making across an enterprise, a business
unit, or a project boosts confidence and reduces risk.

Duty of Care

In the absence of some type of meaningful governance structure and way of managing and measuring
enterprise security, the following questions naturally arise (and in all of them, organization can
include an entire enterprise, a business or operating unit, a project, and all of the entities participating
in a software supply chain):

• How can an organization know what its greatest security risk exposures are?

• How can an organization know if it is secure enough to do the following:

• Detect and prevent security events that require business-continuity, crisis-management, and
disaster-recovery actions?

• Protect stakeholder interests and meet stakeholder expectations?

• Comply with regulatory and legal requirements?

• Develop, acquire, deploy, operate, and use application software and software-intensive
systems?

• Ensure enterprise viability?



ANSI has the following to say with respect to an organization’s fiduciary duty of care [ANSI
2008]:

The key to understanding the financial risks of cybersecurity is to fully embrace its
multidisciplinary nature. Cyber risk is not just a technical problem to be solved by
the company’s chief technology officer. Nor is it just a legal problem to be handed
over to the company’s chief legal counsel; a customer relationship problem to be
solved by the company’s communications director; a compliance issue for the
regulatory guru; or a crisis management problem. Rather, it is all of these and more.

As a result, director and officer oversight of information and cyber security (including software
security) is embedded within the duty of care owed to enterprise shareholders and stakeholders.
Leaders who hold equivalent roles in government, non-profit, and educational institutions must view
their responsibilities similarly.

Leading by Example

Demonstrating duty of care with respect to security is a tall order, but leaders must be up to the
challenge. Their behaviors and actions with respect to security influence the rest of the organization.
When staff members see the board and executive team giving time and attention to security, they
know that security is worth their own time and attention. In this way, a security-conscious culture can
grow.

It seems clear that boards of directors, senior executives, business unit and operating unit leaders,
and project managers all must play roles in making and reinforcing the business case for effective
enterprise security. Trust, reputation, brand, stakeholder value, customer retention, and operational
costs are all at stake if security governance and management are performed poorly. Organizations are
much more competent in using security to mitigate risk if their leaders treat it as essential to the
business and are aware of and knowledgeable about security issues.

Characteristics of Effective Security Governance and Management

One of the best indications that an organization is addressing security as a governance and
management concern is a consistent and reinforcing set of values, beliefs, principles, behaviors,
capabilities, and actions that are consistent with security best practices and standards. These measures
aid in building a security-conscious culture [Coles 2015]. These measures can be expressed as

statements about the organization’s current behavior and condition.7

7. See also “Characteristics of Effective Security Governance” [Allen 2007] for a table of 11 characteristics that
compares and contrasts an organization with effective governance practices and one where these practices are
missing.

Leaders who are committed to dealing with security at a governance level can use the following
list to determine the extent to which a security-conscious culture is present (or needs to be present) in
their organizations:

• The organization manages security as an enterprise issue, horizontally, vertically, and cross-
functionally throughout the organization and in its relationships with partners, vendors, and
suppliers. Executive leaders understand their accountability and responsibility with respect to
security for the organization, their stakeholders, the communities they serve including the



Internet community, and the protection of critical national infrastructures and economic and
national security interests.

• The organization treats security as a business requirement. The organization sees security as a
cost of doing business and an investment rather than an expense or discretionary budget-line
item. Leaders at the top of the organization set security policy with input from key
stakeholders. Business units and staff are not allowed to decide unilaterally how much
security they want. Adequate and sustained funding and allocation of adequate security
resources are given.

• The organization considers security as an integral part of normal strategic, capital, project, and
operational planning cycles. Strategic and project plans include achievable, measurable
security objectives and effective controls and metrics for implementing those objectives.
Reviews and audits of plans identify security weaknesses and deficiencies as well as
requirements for the continuity of operations. They measure progress against plans of action
and milestones. Determining how much security is enough relates directly to how much risk
exposure an organization can tolerate.

• The organization addresses security as part of any new project initiation, acquisition, or
relationship and as part of ongoing project management. The organization addresses security
requirements throughout all system/software development lifecycle phases, including
acquisition, initiation, requirements engineering, system architecture and design,
development, testing, release, operations/production, maintenance, and retirement.

• Managers across the organization understand how security serves as a business enabler (versus
an inhibitor). They view security as one of their responsibilities and understand that their
team’s performance with respect to security is measured as part of their overall performance.

• All personnel who have access to digital assets and enterprise networks understand their
individual responsibilities with respect to protecting and preserving the organization’s
security, including the systems and software that it uses and develops. Awareness, motivation,
and compliance are the accepted, expected cultural norm. The organization consistently
applies and reinforces security policy compliance through rewards, recognition, and
consequences.

The relative importance of each of these statements depends on the organization’s culture and
business context. For those who are accustomed to using ISO/IEC 27001 [ISO/IEC 2013], similar
topics can be found at a higher level.

7.2.2 Two Examples of Security Governance

Payment Card Industry

The development, stewardship, and enforcement of the Payment Card Industry (PCI) Data Security
Standard (DSS) [PCI Security Standards Council 2015] represent a demonstrable act of governance
by the PCI over its members and merchants. This standard presents a comprehensive set of 12
requirements for enhancing payment account data security and “was developed to facilitate the broad
adoption of consistent data security measures globally.” It “applies to all entities involved in payment
card processing—including merchants, processors, acquirers, issuers, and service providers” [PCI
Security Standards Council 2015].

An additional standard that is part of the PCI DSS standards suite is the Payment Application Data
Security Standard (PA-DSS) [PCI Security Standards Council 2013]. PA-DSS specifically addresses



software security. Its purpose is to assist software vendors of payment applications to develop and
deploy products that are more secure, that protect cardholder data, and that comply with the broader
PCI standard. All 14 PA-DSS practice descriptions include detailed subpractices and testing
procedures for verifying that the practice is in place. The PCI Standards Council maintains a list of
validated payment applications that meet this standard. Payment card merchants can use it to select
applications that ensure better protection of cardholder data.

U.S. Energy Sector

In response to the U.S. 2013 executive order, the U.S. Department of Energy (DOE) developed the
Electricity Subsector Cybersecurity Capability Maturity Model (ES-C2M2) to improve and
understand the cyber security posture of the U.S. energy sector. The 10 domains that compose the
model and the companion self-assessment method “provide a mechanism that helps organizations
evaluate, prioritize, and improve cybersecurity capabilities” [DoE 2014a]. U.S. energy sector owners
and operators are using the model to improve their ability to detect, respond to, and recover from
cyber security incidents. As a result of the successful use of ES-C2M2, the DOE developed an
equivalent model [DoE 2014b], with which the U.S. oil and natural gas subsector concurred, that is
experiencing active adoption and use. The development, use, and stewardship of these models are
strong examples of security governance for two national critical infrastructure sectors.

7.2.3 Conclusion

Most senior executives and managers understand governance and their responsibilities with respect to
it. The intent here is to help leaders expand their perspectives to include security and incorporate
enterprise-wide security thinking into their own—and their organizations’—governance and
management actions. An organization’s ability to achieve and sustain adequate security starts with
executive sponsorship and commitment. Standards such as ISO 27001 [ISO/IEC 2013] reinforce and
supplement industry initiatives.

7.3 Cyber Security Standards

7.3.1 The Need for More Cyber Security Standards8

8. This section was contributed by Warren Axelrod.

To be able to certify compliance with security standards, we clearly first need to have a set of
generally accepted standards. Although there have been quite a number of attempts to achieve
acceptable information security standards, no overarching set is being consistently followed.

Governments around the globe favor the Common Criteria for Information Technology Security
Evaluation, also known as ISO/IEC 15408. The PCI DSS [PCI Security Standards Council 2015] and
the PA-DSS [PCI Security Standards Council 2013] apply to those handling payment card
information and the vendors of software that process this information, respectively.

A subset of software systems need to be certified according to the Common Criteria or PCI
standards in order for their acquisition and/or use to be permitted. It is noteworthy that, in both these
cases, the standard-setting authorities (i.e., various government agencies and payments processing
companies) are relatively powerful in terms of purchasing power (governments) or scope of influence
(PCI).



Other compliance or certification reviews—such as auditing against International Organization for
Standardization (ISO) or International Electrotechnical Commission (IEC) standards in general as
well as specific audit reviews in particular—usually target specific departments and processes within
an organization, and the certifications mostly apply only to an examined process at a specific point in
time (for example, SSAE 16 reviews, which replaced SAS 70 Type 1 and Type 2 reviews). Such
reviews usually do not dig deeply into the particular technologies in operation, nor do they determine
whether these technologies meet a certain quality level. However, certain types of technical audits
examine program code, platforms, networks, and the like.

Some regulators require broader “policy and procedures” compliance reviews. For example, the
National Association of Securities Dealers Regulations (NASDR) requires securities firms in the U.S.
to perform and report on extensive reviews of back-office and IT policy and procedures to ensure that
they actually exist, are fully documented, and meet certain governance requirements. This situation
suggests that we must better understand what standards are and how they relate to directives, policy,
guidelines, procedures, etc. Table 7.1 provides a comparison among these various categories.







Table 7.1 Descriptions and Characteristics of Principles, Policies, Standards, etc.

Table 7.1 includes descriptions from a variety of sources. It is interesting to note that they are not
all definitions, and though some descriptions are similar, they are not entirely consistent.
Nonetheless, our intent is to show the range of descriptions—where they are the same and where they
differ. Inconsistencies might result in the misuse of definitions and terms, confusion about the
meaning of terms, and consequent misdirection. These problems could account in large part for the

inconsistent use of information security standards.9

9. A similar lack of focus and specificity exists in attempts to define policy standards and procedures for cyber
warfare, which can have much graver outcomes. Nevertheless, the lack of cyber security standards, despite
the proliferation of policies, is extremely costly in financial, economic, and social terms.

The main result of this disparity of descriptions is a hierarchy of rules, some of which are
mandatory (“must”) and some of which are optional (“should”). These rules are set at different levels
within an organization, usually apply to lower-level groups, and are enforced and audited by other
parties.

We need accepted standards and a rich compendium of baselines in order to support universal
measures of software cyber security assurance. When standards are not used, the fallback is usually
to substitute common, essential, or “best” practices, with the argument that an organization cannot be
faulted if it is as protective as or more protective than its peers in applying available tools and

technologies.10

10. Donn Parker asserts that it is impossible to calculate cyber security risk, so metrics are meaningless [Parker
2009]. Steven Lipner claims that a metric for software quality does not exist [Lipner 2015]. Parker suggests
implementing the best practices of peer organizations. Peter Tippett, who claims to have invented the first
antivirus product, stated that there is no such thing as a “best practice” and instead uses the term “essential
practice” to refer to a generally accepted approach [Tippett 2002].

This logic is somewhat questionable since it frequently leads to compliance with mediocrity: If
one organization is vulnerable, then other organizations that applied the same level of security are
vulnerable also. We see this phenomenon in action when similar organizations fall victim to similar
successful attacks.

Experts have argued that software monocultures lead to less secure systems environments. We can
consider this argument in the context of software cyber security assurance processes: When many
organizations in the same industries use similar systems and observe similar security measures, those



organizations become more vulnerable. Organizations could benefit from varying their approaches to
cyber security assurance.

7.3.2 A More Optimistic View of Cyber Security Standards

We are starting to see the emergence of cyber security standards that provide more cause for

optimism than the earlier work referred to in Section 7.3.1. For example, a recent interview11

highlighted the following cyber security standards:

11. www.forbes.com/sites/peterhigh/2015/12/07/a-conversation-with-the-most-influential-cybersecurity-guru-
to-the-u-s-government/

• NIST SP 800-160: System Security Engineering: An Integrated Approach to Building
Trustworthy Resilient Systems

• IEEE/ISO 15288: Systems and Software Engineering—System Life Cycle Processes

• The NIST TACIT approach for system security engineering: Threat, Assets, Complexity,

Integration, Trustworthiness12

12. Summarized in slide form at http://csrc.nist.gov/groups/SMA/fisma/documents/joint-
conference_12-04-2013.pdf.

Another important document is NIST SP 800-53: Recommended Security Controls for Federal
Information Systems and Organizations. This document has undergone several revisions in recent
years and is being used extensively in government software systems acquisition and development. In
addition, standards such as ISO/IEC 27001, ISO/IEC 27002, ISO/IEC 27034, and ISO/IEC 27036 all
provide useful support, and NIST Special Publication 800-161 addresses supply chain risk.

7.4 Security Requirements Engineering for Acquisition
Although much work in security requirements engineering research has been aimed at in-house
development, many organizations acquire software from other sources rather than develop it in-
house. These organizations are faced with the same security concerns as organizations doing in-house
development, but they usually have less control over the development process. Acquirers therefore
need a way to assure themselves that security requirements are being addressed, regardless of the
development process.

There have been some efforts related to acquisition of secure software. The Open Web
Application Security Project (OWASP) group provides guidance for contract language that can be
used in acquisition; the guidance includes a brief discussion of requirements [OWASP 2016]. An SEI
method is available to assist in selecting COTS software [Comella-Dorda 2004]. The Common
Criteria approach provides detailed guidance on how to evaluate a system for security [Common
Criteria 2016]. In addition, there are security requirements engineering methods, such as SQUARE
[Mead 2005], SREP [Mellado 2007], and Secure Tropos [Giorgini 2006]; some of these methods
address the acquisition of secure software. The recent NIST Special Publication 800-53, Revision 4
provides guidance for selecting security controls [NIST 2013], and NIST Special Publication
800-161 addresses supply chain risk [NIST 2015].

We next examine various acquisition cases for security requirements engineering, using the
SQUARE process model as a baseline.

http://www.forbes.com/sites/peterhigh/2015/12/07/a-conversation-with-the-most-influential-cybersecurity-guru-to-the-u-s-government/
http://www.forbes.com/sites/peterhigh/2015/12/07/a-conversation-with-the-most-influential-cybersecurity-guru-to-the-u-s-government/
http://csrc.nist.gov/groups/SMA/fisma/documents/joint-conference_12-04-2013.pdf
http://csrc.nist.gov/groups/SMA/fisma/documents/joint-conference_12-04-2013.pdf


7.4.1 SQUARE for New Development

The SQUARE process for new development is shown in Table 7.2. This process has been
documented [Mead 2005]; described in various books, papers, and websites [Allen 2008]; and used
on a number of projects [Chung 2006]. This is the process that was used as the basis for SQUARE
for Acquisition (A-SQUARE).



Table 7.2 SQUARE Steps



7.4.2 SQUARE for Acquisition

We next present various acquisition cases and the associated SQUARE adaptations.

Case 1: The Acquisition Organization Has the Typical Client Role for Newly Developed
Software

In this example, the contractor is responsible for identifying requirements. We use SQUARE as the
underlying method, but the contractor could use another method to identify the security requirements.
If SQUARE is used throughout, steps 3–9 (highlighted in italics in Table 7.3) are performed by the
contractor. This case presumes that the contract award has been made, and the contractor is on board.
The acquisition organization has the typical client role in this example. It’s important to note the
client involvement in steps 1, 2, and 10. Also note that if the acquisition organization works side by
side with the contractor, the separate review in step 10 can be eliminated, as the client inputs are
considered in the earlier steps.





Table 7.3 Process When an Acquisition Organization Has a Typical Client Role for New Software

In the event that the contractor’s security requirements engineering process is unspecified, the
resulting compressed process looks as shown in Table 7.4.

Table 7.4 Compressed Process if Security Requirements Engineering Process Is Unknown



Case 2: The Acquisition Organization Specifies the Requirements as Part of the RFP for
Newly Developed Software

If an acquisition organization specifies requirements as part of an RFP, then the original SQUARE
for development should be used (refer to Table 7.2). Note that relatively high-level security
requirements may result from this exercise, since the acquisition organization may be developing the
requirements in the absence of a broader system context. Also, the acquisition organization should
avoid identifying requirements at a granularity that overly constrains the contractor.

Case 3: Acquisition of COTS Software

In acquiring COTS software, an organization should develop a list of requirements for the software
and compare those requirements with the software packages under consideration (see Table 7.5). The
organization may need to prioritize security requirements together with other requirements [Comella-
Dorda 2004]. Compromises and trade-offs may need to be made, and the organization may have to
figure out how to satisfy some security requirements outside the software itself—for example, with
system-level requirements, security policy, or physical security. The requirements themselves are
likely to be high-level requirements that map to security goals rather than detailed requirements used
in software development.



Table 7.5 Process for Acquiring COTS Software

Note that in acquiring COTS software, organizations often do minimal trade-off analysis and may
not consider security requirements at all, even when they do such trade-off analysis. The acquiring
organization should consider “must have” versus “nice to have” security requirements. In addition,
reviewing the security features of specific offerings may help the acquiring organization identify the
security requirements that are important.

7.4.3 Summary

The original SQUARE method has been documented extensively and has been used in a number of
case studies and pilots. In addition, a number of associated robust tools exist. Academic course
materials and workshops are also available for SQUARE. SQUARE for Acquisition is not quite as
mature, as it was developed more recently. Here we have presented alternative versions of SQUARE
for use in acquisition. It has been taught in university and government settings, and there is a
prototype tool for A-SQUARE. Organizations that use SQUARE or A-SQUARE will succeed in
addressing security requirements early and will avoid the pitfalls of operational security flaws that
result from overlooked security requirements.



It is important to note that A-SQUARE is just one approach for identifying security requirements
during acquisition. We suggest exploring other existing methods before making a decision on which
one to use.

7.5 Operational Competencies (DevOps)13

13. This section was contributed by Stephany Bellomo.

7.5.1 What Is DevOps?

DevOps is a synergistic convergence of emerging concerns that stem from two separate communities:
the software development community and the operations community (release engineers and system
administrators). Prior to the birth of the DevOps movement, both communities suffered from the
inability to rapidly and reliably deploy software, and each felt the effects in different ways. From the
software development perspective, Agile teams found progress on delivery of new features grinding
to a halt as they entered the integration, certification, and deployment phases of the software
lifecycle. From the operations perspective, the release engineers suffered from unstable production
software and painful releases. Symptoms of dysfunction included a culture of finger pointing
between development (Dev) and operations (Ops) teams, delays due to late discovery of security or
resiliency issues, and error-prone/human-intensive release processes.

Problems such as these drove a handful of practitioners to talk openly about practices they apply
on their own projects to address similar problems. This discussion ultimately led to the birth of the
DevOps movement. In 2009, Flickr’s John Allspaw and Paul Hammond gave a cornerstone talk at

Velocity, titled “10+ Deploys Per Day”14 that got the attention of the operations community. They
described several practices for reducing deployment cycle time while maintaining a high degree of
operational stability/resiliency. In 2009, Patrick Debois from Belgium and Andrew “Clay” Shafer
from the United States coined the term DevOps. Debois held the first DevOpsDays event in Ghent in
2010. Today, DevOpsDays conferences are held in cities all over the world. The initial scope of the
DevOps movement focused primarily on cloud-based information technology (IT) systems; however,
the scope has since broadened. There is general agreement that the specific DevOps practices used on
each project can and should be evaluated for suitability and tailored for each project context. We are
seeing some DevOps practices applied to non-IT-based systems, including embedded and real-time
safety-critical systems, such as avionics, automobiles, and weapons systems [Regan 2014].

14. www.youtube.com/watch?v=LdOe18KhtT4

DevOps is essentially a term for a group of concepts that catalyzed into a movement. At a high
level, DevOps can be characterized by two major themes: (1) collaboration between development and
operations staff and (2) a focus on improving operational work efficiency and effectiveness. We
discuss these themes in the next sections.

http://www.youtube.com/watch?v=LdOe18KhtT4


Collaboration Between Development and Operations Staff

The focus of DevOps is to break down artificial walls between development and operations teams
that have evolved due to organizational separation of these groups. We refer to this separation as
“stovepiping.” The idea is to change the culture from one in which development teams “throw the
software over the fence” to the operations teams to a more collaborative, integrated culture.
Examples of suggested DevOps practices to break down these barriers from both sides of the fence
include earlier involvement of release engineers in the software design and assignment of production
support “pager duty” to the software developers after a new feature release to instill a sense of post-
development ownership.

Focus on Improvement in Operational Work Efficiency and Effectiveness

The focus of the trend toward improved efficiency is based on Lean principles [Nord 2012] and is
about improving efficiency and effectiveness of the end-to-end deployment lifecycle. Lean objectives
adopted by the DevOps community include reducing waste, removing bottlenecks, and speeding up
feedback cycle time. This effort requires team members to have the ability to reason about the
various stages features go through during a DevOps deployment cycle. The popular book by Humble
and Farley, Continuous Delivery, introduces the concept of deployment pipeline for this purpose
(shown in Figure 7.1). The deployment pipeline provides a mental model for reasoning where
bottlenecks and inefficiencies occur as features make their way from development through testing
and, finally, to production.

Figure 7.1 Example of a Deployment Pipeline [Bass 2015]

For many projects, software releases were high-risk events; because of this, many software
projects bundled various features together, delaying delivery of completed functionality to users.
Continuous delivery suggests a paradigm shift in which features/development changes are
individually deployed after the software has passed a series of automated tests/pre-deployment
checks. We revisit the deployment pipeline in the next section.

7.5.2 DevOps Practices That Contribute to Improving Software Assurance

The previous section provides background on the emergence of the DevOps movement and a brief
discussion of related trends and concepts. In this section, we turn our attention to emerging DevOps
practices that contribute to improving software assurance (which is defined in Chapter 1, “Cyber
Security Engineering: Lifecycle Assurance of Systems and Software”). In this section, we focus
primarily on software assurance as it relates to cyber security.



In the popular book Visible Ops Security, the authors describe competing objectives between
development and operations groups that cause natural tension [Kim 2008]. Development teams are
pressured to make changes faster to respond to business needs. On the other hand, operations teams
are incentivized to reduce risk and minimize change because they are responsible for maintaining
stable, secure, and reliable IT service. The idea behind Visible Ops Security is that integrating
information security (InfoSec) staff on DevOps projects helps alleviate this conflict (see Figure 7.2).

Figure 7.2 Visible Ops Security Focuses on the Point Where IT Operations, Development, and
Information Security Objectives Overlap [Kim 2008]

The process of integrating InfoSec into the DevOps project context is described in four phases in
Visible Ops Security [Kim 2008]. In the next sections, we use these four phases to structure the
discussion of security-related DevOps practices. The term DevOpsSec refers to extending the concept
of DevOps by integrating InfoSec.



Phase 1: Integration of InfoSec Experts

The long-term goal of integrating InfoSec professionals into DevOps projects is to gain visibility into
potential software assurance risks. In Phase 1, InfoSec experts gain situational awareness by
analyzing processes supporting daily operations such as change management, access control, and
incident handling procedures. This analysis requires establishing an ongoing and trusting relationship
between InfoSec professionals and the rest of the project team (developer and operations staff) and
balancing the concerns shown in Figure 7.2. In addition, the team must establish an integration
strategy. Integration strategies may involve co-locating InfoSec personnel with the project team for
the life of the project or having a cross-functional, matrixed integration. Regardless of the integration
strategy, InfoSec teams should resist the urge to create a new stand-alone DevOpsSec team, which
can result in a new stovepipe within the organization.

Phase 2: Business-Driven Risk Analysis

Phase 2 focuses first on understanding what matters most to the business (thus the business-driven
part of the phase title). Once the team understands business priorities and key business processes, it
identifies IT controls required to protect critical resources. The team can apply several practices in
this phase to address security concerns; examples include threat modeling and analysis and
DevOpsSec requirements and design analysis. We discuss these practices in the next sections.

Threat Modeling and Analysis

Risk analysis approaches, such as those described in the Resilience Management Model analysis
method [Caralli 2011b], may be applied in this phase to identify critical resources. Critical resources
may be people, processes, facilities, or system artifacts, such as databases, software processes,
configuration files, etc. After identifying critical resources, the team applies a structured analysis
method to identify ways to protect those assets. In the spirit of Lean, threat modeling and analysis
activities should give special consideration to protecting resources related to the business processes
that provide the highest value to the organization. (Value depends on the business objectives and may
take many forms, such as monetary assets, user satisfaction, mission goal achievement, etc.)

DevOpsSec Requirements and Design Analysis

Because architectural design decisions can have broad implications, InfoSec should factor into early
reviews of emerging requirements and architectural design decisions. Context-specific design
choices, in the form of architecture design tactics, can have a significant impact on resiliency and/or
security posture. For example, a recent research study of architecture tactics used on real software
projects to enable deployability revealed the use of several security-related design tactics, including
fault detection, failover, replication, and module encapsulation/localization tactics [Bellomo 2014].
InfoSec professionals can leverage feasibility prototypes—in addition to document-driven
analysis—to experiment with options for high-risk architectural changes and to analyze potential
runtime threat exposure for new design concepts.



Phase 3: Integration and Automation of Information Security Standards/Controls

In Phase 3, the objective is to improve the quality of releases by integrating and automating
information security standards compliance checks into projects and builds. In the spirit of improving
efficiency, teams should use automation to replace manual and/or error-prone tasks as much as
possible. There are several opportunities for automation at each stage throughout the deployment
pipeline. The earlier a deficiency is detected in the deployment pipeline, the less costly (and painful)
it is to address. For example, a secure coding error found at build or check-in time can usually be
fixed by the developer quickly with little impact to others, whereas that same coding change made in
a later stage could impact other components using that code. Automated tests may be executed
against a variety of software and environmental artifacts such as code files, runtime software
components, configuration files, etc. Many types of tests can be automated; for our purposes, we
focus on automated tests that teams can leverage for security analysis and detection purposes. Test
artifacts become available at different stages in the deployment pipeline; therefore, we have
organized the discussion of the following information security automation tests according to the
stages shown in Figure 7.1.

Pre-Commit Tests

For code-level security conformance checking, teams can run static analysis tests against code or
other artifacts prior to checking in code. (Figure 7.1 refers to checking in code as “committing
code.”) Common static analysis approaches used in the DevOps context include code complexity
analysis, secure coding standards conformance checking, IT/web secure coding best practices
conformance checking, and code-level certification control/policy violations checking. The results of
these tests can provide greater insight into the overall health of the system for risk analysis. In
practice, some project teams also integrate static analysis tests into the continuous build and
integration cycle.

Build and Integration Tests

In addition to static analysis, an increasingly common DevOps best practice involves integrating
security compliance tests into the continuous integration build cycle. These automated compliance
tests run every time the developer checks in code or initiates a new build of the software. If a
violation is detected, the build fails and the offending developer is notified immediately. Ideally,
work does not continue until the build is fixed to avoid pushing the problem downstream.

The following Twitter case study provides an example of a success story about an InfoSec team
that successfully integrated a suite of security tests into the continuous build and integration lifecycle.



Case Study: Put Your Robots to Work: Security Automation at Twitter15

15. Summarized from the article “Here’s How the Amazing Twitter InfoSec Team Helps DevOps,” by
Gene Kim. http://itrevolution.com/heres-how-the-amazing-twitter-infosec-team-helps-devops/.

The birth of the Twitter InfoSec program was triggered by the hacking of the
@barackobama account, which resulted in an FTC injunction requiring Twitter to be
secure for the next 15 years. Hence, successful Twitter InfoSec was born.

Even though they were using automated tools when they started, team members
were still doing a lot of manual work. For example, the static code analysis step was
“automated,” but InfoSec team members still had to do a lot of waiting—waiting for
a scan to complete, get back the big stack of reports, interpret the reports, and then
find the person responsible for fixing it. And when the code changed, they had to do
it all over again!

Team members wanted to put their robots to work, so they built static code
analysis into the Jenkins continuous integration process and, after that was done, they
set out to build the Security Automation Dashboard (SADB—the logo is, of course, a
sad bee). SADB takes input from several tools, such as Brakeman, Phantom Gang,
CSP, ThreatDeck, and Roshambo, and produces outputs such as email alerts to
developers. In typical Twitter development, Brakeman runs on each code commit
(i.e., git push), and when vulnerabilities are found, SADB emails the developer about
how to fix it. Better yet, when the fix is committed, SADB emails the developer
again, congratulating him or her for fixing it!

By taking this approach, Twitter InfoSec enforces the practice of continuous
feedback by testing the code early and often. The team members characterized their
journey as follows:

• From manual to automated

• From low visibility to trending/reports

• From late discovery of issues to auto notification

• From constant emergency mode to operating more strategically

User Acceptance Testing/Staging/Performance Tests

User acceptance tests and performance tests can provide a variety of InfoSec insights. During user
acceptance testing (UAT), InfoSec team members can observe live usage patterns to see if they reveal
any new security concerns. Because the staging environment (ideally) reflects the configuration of
the production environment, the InfoSec team can analyze the runtime configuration for
vulnerabilities that are hard to detect in design documents (staging is a pre-production testing
environment). Results of nonfunctional tests (e.g., resiliency, performance, or scalability tests) may
provide new insights into how well the system responds or performs under strenuous circumstances.
In addition, the DevOps community advocates complete—or as complete as possible—test coverage
to maintain confidence as the system evolves.

http://itrevolution.com/heres-how-the-amazing-twitter-infosec-team-helps-devops/


Deploy to Production

Several DevOps practices improve assurance posture while code is in the process of being deployed.
However, before we discuss these practices, let’s first visit some of the practices that should be
applied before the deployment stage. For example, Infrastructure as Code (IaC) is a recommended
practice. IaC refers to use of automated scripts and tooling for provisioning of infrastructure and
environment setup. A benefit of the IaC approach to building infrastructure is that the InfoSec team
can examine the automation scripts to ensure conformance to security controls rather than manually
evaluating disparate individual environments for configuration violations. The practice of building
infrastructure from scripts also helps enforce configuration parity across all environments (e.g.,
development, staging, production), which helps to minimize vulnerabilities introduced by manual
configuration changes. Regular checks should done to ensure that open source software patches are
up to date and known vulnerabilities are addressed prior to release.

Once the pre-deployment environment conformance checks are clean and all tests have passed, it
is time to deploy code into production. We highly recommend using automated scripts for releasing
code into production. These automated scripts, and associated configuration files, are also useful
artifacts for InfoSec analysis. They can be used by InfoSec team members to validate that the
software deployment configuration conforms to the approved design document.

Phase 4: Continuous Monitoring and Improvement

Visible Ops Security primarily focuses on the need for the operations community to embrace
continuous process improvement and monitoring. In the following sections we discuss those needs as
well as two other dimensions, deployment pipeline metrics and system health and resiliency metrics,
which have received a lot of attention in the DevOps community in recent years.

DevOpsSec and Process Improvement

Continuous monitoring and improvement is a fairly well-accepted practice in the software
community; however, according to some practitioners, a move in this direction poses some challenge
for the operations community. During a roundtable interview for a 2015 IEEE Software Magazine
Release Engineering special issues article, we interviewed release engineers from Google, Facebook,
and Mozilla. They explained that the shift toward organizational process improvement requires a
mindset change for release engineers to move from a triage/checklist mentality (rewarded by
managers for years) toward institutionalized processes [Adams 2015]. From an InfoSec perspective,
this shift is useful and necessary. It is very difficult, if not impossible, for InfoSec personnel to
determine whether operational processes are secure when they are executed in an ad hoc manner.



Use of Deployment Pipeline Metrics to Minimize Security Bottlenecks

Another key concept behind DevOps is the idea of monitoring end-to-end deployment pipeline cycle
time and individual stage feedback cycle time. The development, operations, and security
stakeholders (shown on the left side of Figure 7.3) gain insight about the quality at each stage of the
deployment pipeline by monitoring feedback results. Some examples of metrics for each stage are
shown in Figure 7.3. At the Pre-commit Tests stage, DevOpsSec stakeholders get feedback from
static analysis or code-level secure coding results; at the Commit stage, stakeholders get feedback on
commit failures; at the Build and Integration stage and at the Testing stages, stakeholders get
feedback on automated compliance tests; at the Deploy to Production stage, stakeholders get
feedback on deployment cycle time (or deployment failures and rollbacks); and at the Production
stage, stakeholders get feedback on performance, outages, audit logs, etc. If any of these feedback
loops break down or become bottlenecks that slow down deployment, teams must perform analysis to
address the issue. In this way, DevOpsSec teams have targeted metrics and insight to continuously
improve deployment cycle time, focusing attention where the real problems are.

Figure 7.3 Deployment Pipeline Feedback Loops and Metrics

System Health and Resiliency Metrics

Because of the emphasis on improving workflow efficiency, a key DevOps practice area is
monitoring and metrics. These capabilities benefit InfoSec professionals in two ways: (1) They
provide additional data to improve “situational awareness” during early risk analysis and (2) once the
software is in production, the metrics and logs produced through DevOps processes can be used for
cyber-threat analysis. DevOps metrics are commonly used for purposes such as reducing end-to-end
deployment cycle time and improving system performance/resiliency. The interest in metrics such as
these has led to the emergence of tools and techniques to make operational metrics more visible and
useful. A popular mechanism for improving data visibility, bolstered by the DevOps vendor
community, is the DevOps dashboard. DevOps dashboards are tools that usually come configured
with a set of canned metrics and a way to implement custom metrics. Most dashboards can also be
programmed to send alerts to administrators when a threshold is exceeded; some dashboards also
suggest threshold boundaries based on normal historic system usage.

A key source of input for DevOps dashboards and alerts is log files (e.g., audit, error, and status
logs). As with traditional system development, log data is typically routed to a common location,
where it can be accessed for dashboard display and other analysis purposes. As with traditional
projects, audit logs—particularly information about changing privileges or roles—continue to be
useful artifacts for InfoSec analysis. These logs can also be used to support anomaly detection



analysis, which involves monitoring for deviation from normal usage patterns. Operations staff use
approaches such as anomaly detection analysis to monitor for issues ranging from software
responsiveness to cyberattack. In fact, at DevOps DC in June 2015, there was much talk of work that
focused on developing complex algorithms leveraging metrics generated from various DevOps tools
to identify patterns of deviation and malicious behavior.

7.5.3 DevOpsSec Competencies

The previous section describes several DevOps practices that promote software assurance. This
section describes several InfoSec competencies needed to support these DevOps practices.
Traditional InfoSec competencies are still necessary to provide a strong foundation for supporting
DevOps projects. However, due to the focus on automation and rapid feature delivery, some
additional skills (or, in some cases, refreshing of skills) are required. In the sections that follow, we
list examples of DevOpsSec-specific competencies; for consistency, we organize these skills around
the four phases for integrating InfoSec into DevOps projects.

Phase 1: Integrating InfoSec Experts

People Skills

Successful DevOps InfoSec professionals must be capable of establishing and maintaining an
ongoing trusting relationship between developers and operations groups. They must also be able to
balance competing goals, as shown in Figure 7.2.

DevOpsSec Integration Strategy

It is not always easy to change the mindset of an organization that has lived with a stovepiped
information security operating model for many years. Successful InfoSec professionals need to
understand the organizational context, including opportunities and limitations, and must be able to
formulate successful integration strategies. Depending on the situation, they may also need creativity
and a positive attitude to devise and implement integration strategies that can work in their
environment.

Security Analysis for Daily Operations

To obtain situational awareness with respect to daily operations, DevOps InfoSec professionals need
skills to analyze processes and identify risks related to daily operational support. These skills and
processes address topics such as security risks in current change management, access control, and
incident handling procedures.



Phase 2: Business-Driven Risk and Security Process Analysis

Business-Aligned Threat Modeling

InfoSec professionals must have the skills to apply risk/threat-based analysis approaches (e.g., RMM)
to identify and protect critical resources. This requirement is not new; however, there are several new
challenges with respect to DevOps. Functionality may be delivered more frequently (e.g., multiple
times per day), so InfoSec professionals must perform risk analysis faster and more efficiently than
ever before. Constantly changing software means InfoSec professionals are working with a moving
target. There is little tolerance for big, lengthy risk assessments, so risk analysis methods must be
tailored to fit within this operating context. In addition, the deployment pipeline itself is a set of
integrated tools that must be operationally resilient and protected from cyberattack. The virtualized
environments on which many of the software systems developed by DevOps projects are deployed
are increasingly software intensive (e.g., virtual machines, container technology). So, the scope of a
risk assessment may need to extend beyond the software to be deployed. The deployment pipeline
and the visualized infrastructure the software is running on may need to be included in risk
assessments.

DevOpsSec Requirements and Design Analysis

InfoSec professionals need skills to rapidly and competently review architectural designs for
potential vulnerabilities in a fast-paced environment. Ideally, InfoSec professionals integrated with
DevOps teams have technical skills to provide guidance to developers as they consider design
options. For example, design tactics should be considered to promote security and resiliency.

Phase 3: Integration and Automation of Information Security Standards/Controls

Security Tool Automation

As described in the Twitter case study, successful DevOps InfoSec professionals have strong
technical capabilities that allow them to develop, or at least interpret, results from security
automation tools. Opportunities exist at all stage of the development pipeline for InfoSec
professionals to help develop and/or set up automation tools. As shown in Figure 7.3, examples of
security-related automation tools include build and integration tests; UAT, staging, and performance
tests; pre-deployment tests; and post-deployment anomaly detection and monitoring.

Enforcing Environment Conformance

With the advent of virtual machine technology, infrastructure has migrated from being primarily
hardware intensive to being largely software intensive. This change has enabled the creation of the
infrastructure environment through automation (generally using scripts). DevOps InfoSec
professionals should have sufficient technical skills and depth to understand the risks related to using
these technologies as well as the benefits. A benefit of the move toward IaC and script-driven
provisioning is that environment configuration and policy conformance checking can be more easily
automated. This benefit is possible because conformance-checking tools can run the verification tests
against the automated scripts. Leveraging capabilities such as these speeds up the certification
process and reduces the risk of vulnerabilities related to environment inconsistency/nonconformance.



Patches and Open Source

At this writing, the majority of DevOps projects are still IT projects and typically use a significant
amount of COTS (e.g., virtual machine software, containers, middleware, databases, and libraries) as
well as open source components. Consequently, InfoSec professionals should be capable of verifying
that all necessary security patches are applied and that known vulnerabilities in third-party software
are mitigated.

Phase 4: Continuous Monitoring and Improvement of Competencies

Process Institutionalization and Continuous Measurement/Monitoring

DevOps InfoSec professionals should have sufficient skills to evaluate process effectiveness and
provide guidance and assistance when needed. They should also be capable of measuring process
deviation and interpreting results.

Deployment Process Streamlining to Minimize Security Bottlenecks

InfoSec professionals must be able to analyze end-to-end deployment pipeline processes with an eye
toward minimizing information security process-related bottlenecks. They must have the creativity to
bring new options to the table for streamlining and improving efficiency of traditional information
security tasks (e.g., automating manual tasks) as well as willingness to challenge the status quo. For
this analysis, InfoSec professionals (shown on the left side of Figure 7.3) should understand what
metrics are generated as a natural byproduct of the deployment lifecycle and be capable of proposing
data-driven improvements.

DevOps Metrics for Security Analysis (e.g., Dashboards and Logs)

InfoSec professionals should be capable of using data from mining of dashboards and logs to gain a
better sense of situational awareness with respect to the overall health and resiliency of the system.
They should also understand what production metrics are available, or can be easily made available,
for ongoing cyber-threat analysis. For example, audit logs are useful artifacts for monitoring privilege
or role-escalation attacks.

7.6 Using Malware Analysis16

16. This section was written by Nancy Mead with Jose Morales and Greg Alice.

Hundreds of vulnerabilities are publicly disclosed each month [NIST 2016]. Exploitable
vulnerabilities typically emerge from one of two types of core flaws: code flaws and design flaws. In
the past, both types of flaws have facilitated several cyberattacks, a subset of which manifested
globally.

We define a code flaw as a vulnerability in a code base that requires a highly technical, crafted
exploit to compromise a system; examples are buffer overflows and command injections. Design
flaws are weaknesses in a system that may not require a high level of technical skill to craft exploits
to compromise the system. Examples include failure to validate certificates, non-authenticated
access, automatic granting of root privileges to non-root accounts, lack of encryption, and weak
single-factor authentication. A malware exploit is an attack on a system that takes advantage of a
particular vulnerability.



A use case [Jacobson 1992] describes a scenario conducted by a legitimate user of the system.
Use cases have corresponding requirements, including security requirements. A misuse case
[Alexander 2003] describes use by an attacker and highlights a security risk to be mitigated. A
misuse case describes a sequence of actions that can be performed by any person or entity to harm
the system. Exploitation scenarios are often documented more formally as misuse cases. In terms of
documentation, misuse cases can be documented in diagrams alongside use cases and/or in a text
format similar to that of a use case.

Several approaches for incorporating security into the software development lifecycle (SDLC)
have been documented. Most of these enhancements have focused on defining enforceable security
policies in the requirements gathering phase and defining secure coding practices in the design phase.
Although these practices are helpful, cyberattacks based on core flaws have persisted.

Major corporations, such as Microsoft, Adobe, Oracle, and Google, have made their security
lifecycle practices public [Lipner 2005; Oracle 2014; Adobe 2014; Google 2012]. Collaborative
efforts, such as the Software Assurance Forum for Excellence in Code (SAFECode) [Bitz 2008],
have also documented recommended practices. These practices have become de facto standards for
incorporating security into the SDLC.

These security approaches are limited by their reliance on security policies, such as access control,
read/write permissions, and memory protection, as well as on standard secure code writing practices,
such as bounded memory allocations and buffer overflow avoidance. These processes are helpful in
developing secure software products, but—given the number of successful exploits that occur—they
fall short. For example, techniques such as design reviews, risk analysis, and threat modeling
typically do not incorporate lessons learned from the vast landscape of known successful
cyberattacks and their associated malware.

The extensive and well-documented history of known cyberattacks can be used to enhance current
SDLC models. More specifically, a known malware sample can be analyzed to determine whether it
exploits a vulnerability. The vulnerability can be studied to determine whether it results from a code
flaw or a design flaw.

For design flaws, we can attempt to determine the overlooked requirements that resulted in the
vulnerability. We make this determination by documenting the misuse case corresponding to the
exploit scenario and creating the corresponding use case. Such use cases represent overlooked
security requirements that should be applied to future development and thereby avoid similar design
flaws leading to exploitable vulnerabilities. This process of applying malware analysis to ultimately
create new use cases and their corresponding security requirements can help enhance the security of
future systems.

7.6.1 Code and Design Flaw Vulnerabilities

Two types of flaws lead to exploitable vulnerabilities: code flaws and design flaws. A code flaw is a
weakness in a code base that requires specifically crafted code-based exploits to compromise a
system; examples are buffer overflows and command injections. More specifically, code flaws result
from source code being written without the implementation of secure coding techniques.

Design flaws result from weaknesses that do not necessarily require code-based exploits to
compromise the system. More specifically, a design flaw can result from overlooked security
requirements. Examples are failure to validate certificates, non-authenticated access, root privileges
granted to non-root accounts, lack of encryption, and weak single-factor authentication. Some design
flaws can be exploited with minimal technical skill, leading to more probable system compromise.



The process leading to a vulnerability exploit or remediation via software update is shown in Figure
7.4 [Mead 2014]. We focus on vulnerabilities resulting from a design flaw. In these cases, the
overlooked requirements can be converted to a use case applicable to future SDLC cycles.

Figure 7.4 Creation of a Vulnerability

A large body of well-documented and studied cyberattacks is available to the public via multiple
sources. In this section, we describe some publicly disclosed cases of exploited vulnerabilities that
facilitated cyberattacks and arose from design flaws. For each case, we describe the vulnerability and
the exploit used by malware. We also present the overlooked requirement(s) that led to the design
flaw that created the vulnerability. By learning from these cases and analyzing associated malware,
we can create use cases that can be included in SDLC models.

Case 1: D-Link Routers

In October 2013, a vulnerability was discovered that granted unauthenticated access to a backdoor of
the administrative panel of several D-Link routers [Shywriter 2013; Craig 2013]. Each router runs as
a web server, and a username and password are required for access. The router’s firmware was
reverse engineered, and the web server’s authentication logic code revealed that a string comparison
with “xmlset_roodkcableoj28840ybtide” granted access to the administration panel.

A user could be granted access by simply changing his or her web browser’s user-agent string to
“xmlset_roodkcableoj28840ybtide.” Interestingly, the string in reverse partially reads
“editby04882joelbackdoor.” It was later determined that this string was used to automatically
authenticate configuration utilities stored within the router.

The utilities needed to automatically reconfigure various settings and required a username and
password (which could be changed by a user) to access the administration panel. The hardcoded
string comparison was implemented to ensure that these utilities accessed and reconfigured the router
via the web server whenever needed, without requiring a username and password.

The internally stored configuration utilities should not have been required to access the
administration panels via the router’s web server, which is typically used to grant access to external



users. A non-web-server-based communication channel between internally stored proprietary
configuration utilities and the router’s firmware could have avoided the specific exploit described
here, although further analysis could have led to a more general solution.

Case 2: Android Operating System

In 2014, Xing et al. [Xing 2014] discovered critical vulnerabilities in the Android operating system
(OS) that allowed an unprivileged malicious application to acquire privileges and attributes without
user awareness. The vulnerabilities were discovered in the Android Package Manager and were
automatically exploited when the operating system was upgraded to a newer version.

A malicious application already installed in a lower version of Android OS would claim specific
privileges and attributes that were available only in a higher version of the Android OS. When the OS
was upgraded to the higher version, the claimed privileges and attributes were automatically granted
to the application without user awareness.

The overlooked requirement in this case was to specify that during an upgrade of the Android OS,
previously installed applications should not be granted privileges and attributes introduced in the
higher OS without user authorization.

Case 3: Digital Certificates

In March 2013, analysts discovered that malware authors were creating legitimate companies for the
sole purpose of acquiring verifiable digital certificates [Kitten 2013]. These certificates are used by
malware to be authenticated and allowed to execute on a system since they each possess a valid
digital signature.

When an executable file starts running on an operating system such as Windows, a check for a
valid digital signature is performed. If the signature is invalid, the user receives a warning that
advises him or her not to allow the program to execute on the system. By possessing a valid digital
signature, malware can execute on a system without generating any warnings to the user.

The reliance on a digital signature to allow execution of binaries on a system is no longer
sufficient to avoid malware infection. The overlooked requirement in this case was to, along with
verifying the digital signature, carry out multiple security checks before granting execution privilege
to a file, such as the following:

• Scanning the file for known malware

• Querying whether the file has ever been executed in the system before

• Checking whether the digital signature was seen previously in other legitimate files executed
on this system

Examining the Cases

In each of the cyberattack cases described here, the vulnerabilities could have been avoided had they
been identified during requirements elicitation. Using risk analysis and/or good software engineering
techniques, teams can identify all circumstances of use and craft appropriate responses for each case.
These cases can also be generalized and applied as needed.

The following abstracts can lead to requirements statements:

• Case 1: Identify all possible communication channels—Designate valid communication
channels and do not permit other communication channels to gain privileges.



• Case 2: Do not automatically transfer privileges during an upgrade—Request validation
from the user that the application or additional user should be granted privileges.

• Case 3: Require multiple methods of validation on executable files—In addition, as a
default, consider asking for user confirmation prior to running an executable file.

In addition to the specific cases of exploited vulnerabilities discussed above, there have been
several other cyberattacks on software systems that used one or more exploited vulnerabilities
resulting from either a code flaw or a design flaw. These vulnerabilities are defined in a hierarchical
structure using the Common Weakness Enumeration (CWE) [Kitten 2013; MITRE 2014].

The CWE provides a common language to discuss, identify, and handle causes of software
security vulnerabilities. These vulnerabilities can be found in source code, system design, or system
architecture. An individual CWE represents a single vulnerability type. A subset of CWEs can be
attributed to design flaws resulting from overlooked requirements; some of the design flaw CWEs
pertinent to the cases above are listed in Table 7.6.

Table 7.6 Sampling of Design Flaw CWEs [Mead 2014]

The lessons learned from previous cyberattacks and the underlying CWEs can be used to better
understand overlooked requirements and resulting security implications. Analyzed and publicly
disclosed cyberattacks provide details about how attackers implemented an exploit on a specific
vulnerability. CWEs provide a better understanding of security vulnerabilities underlying a
cyberattack. Combining information from these two sources facilitates the creation and inclusion of
use cases that capture the overlooked requirements that lead to design flaws.

7.6.2 Malware-Analysis–Driven Use Cases

Malware exploits vulnerabilities to compromise a system. Vulnerabilities are normally identified by
analyzing a software system or a malware sample. When a vulnerability is identified in a software
system, it is documented and remedied via a software update.

Vendors inform the public of vulnerabilities that are considered critical and that impact a large
user base; the OpenSSL Heartbleed vulnerability is an example of such a vulnerability [Wikipedia
2014a]. A vulnerability is usually identified via malware analysis after the malware has entered the
wild and compromised systems. Sometimes the discovered exploited vulnerability in the analyzed
malware is a zero-day vulnerability.

Zero-day [Wikipedia 2014b] vulnerabilities are some of the biggest threats to cyber security today
because they are discovered in private. They are typically kept private and exploited by malware for
long periods of time. “Zero-days” afford malware authors time to craft exploits. Zero-days are not
guaranteed to be detected by conventional security measures, making their threat even more serious.



One approach to avoid creating vulnerabilities is to implement secure lifecycle models. These
models can be enhanced with the inclusion of use cases that are derived from previously discovered
vulnerabilities that resulted from design flaws. Analyzing malware that exploits a vulnerability
provides details of the vulnerability itself and, more importantly, provides details of the exploit
implementation. The exploit details can offer additional insight into the vulnerability and the
underlying design flaw.

The previous examples indicate that standard secure lifecycle practices may not be adequate to
identify all avenues for potential attacks. Potential attacks must be addressed at requirements
collection time (and at every subsequent phase of the lifecycle).

The selected case studies illustrate that malware analysis can reveal needed security requirements
that may not be identified in the normal course of development, even when secure lifecycle practices
are used. At present, malware discovery is often used to develop patches or address coding errors but
not necessarily to inform future security requirements specification. We believe that failure to
exercise this feedback loop is a serious flaw in security requirements engineering, which tends to
start with a blank slate rather than use lessons learned from prior successful attacks. We recommend
that secure lifecycle practices be modified to benefit from malware analysis.

Examining techniques that are focused on early security development lifecycle activities can
reveal how malware analysis might be applied. We recommend a process for creating malware-
analysis–driven use cases that incorporates malware analysis into a feedback loop for security
requirements engineering on future projects and not just into patch development for current systems
[Mead 2014]. Such a process can be implemented using the following steps (also illustrated in Figure
7.5 [Mead 2014]:

1. A malicious code sample is analyzed both statically and dynamically.

2. The analysis reveals that the malware is exploiting a vulnerability that results from either a
code flaw or a design flaw.

3. In the case of a design flaw, the exploitation scenario corresponds to a misuse case that should
be described. The misuse is analyzed to determine the overlooked use case.

4. The overlooked use case corresponds to an overlooked security requirement.

5. The use case and corresponding requirements statement is added to a requirements database.

6. The requirements database is used in future software development projects.

Figure 7.5 Malware-Analysis–Driven Use Case Creation

Steps 1 and 2 include standard approaches to analyzing a malicious code sample. The specific
analysis techniques used in steps 1 and 2 are beyond the scope of this paper. In step 2, the analysis is
used to determine whether the exploited vulnerability is the result of a code flaw or a design flaw.
Typically, the source of the vulnerability can be determined through detailed analysis of the exploit
code. Of course, these steps presume that the malware is detected, which in itself is a challenge.



Step 2 illustrates the advantage of malware analysis by leveraging the exploit code to determine
the flaw type. Standard vulnerability discovery and analysis without malware analysis excludes
exploit code and may make flaw type identification less straightforward.

Step 3 details how the exploit was carried out in the form of a misuse case, which provides the
needed information to determine the overlooked use case that led to the design flaw.

In step 4, the overlooked use case is the basis for deciding what may have been the overlooked
requirement(s) at the time the software system was created that led to the design flaw. These are the
requirements that should have been included in the original SDLC of the software system, which
would have prevented creation of the design flaw that led to the exploited vulnerability.

Steps 5 and 6 record the overlooked use case and corresponding requirement(s) for use in future
SDLC cycles. This process is meant to enhance future SDLC cycles in a simplified manner by
providing known overlooked requirements that led to exploited vulnerabilities. By including these
requirements in future SDLC cycles, the resulting software systems can be made more secure by
helping to avoid the creation of exploitable vulnerabilities.

7.6.3 Current Status and Future Research

We recommend incorporating the feedback loop described in this chapter into the secure software
development process as a standard practice. We have described the process steps to support such a
feedback loop. Researchers have studied Security Quality Requirements Engineering (SQUARE)
[Mead 2005] and proposed modifications to incorporate malware analysis. In one pilot study,
researchers found that requirements developed to mitigate a successful prior attack on an existing
system in the same domain were given higher priority by the customer of the new system under
development.

As mentioned earlier in this chapter, an extended case study explored the proposed process of
analyzing a malware sample. Using a sample of malware that steals data from Android mobile
devices, we determined the exploitation scenario that was used by the malware exploit. Our
investigation into the consequences of this malware exploit revealed a design flaw in a mobile
application that could compromise user data. We studied the design flaw to determine the applicable
misuse cases and used those misuse cases to ascertain the missing security requirements to be used
on future mobile applications for the Android platform [Alice 2014; Mead 2015].

A prototype tool has been developed to support the process of enhancing exploit reports to include
misuse cases, use cases for mitigation, and overlooked security requirements. These enhanced reports
are then stored in a database that can be used by requirements engineers on future systems. The
source code for the MORE tool (Malware Analysis Leading to Overlooked Security Requirements) is
available for free download from www.cert.org/cybersecurity-engineering/research/security-
requirements-elicitation.cfm.

Exploit kits [McGraw 2015] are often used by malware in a plug-and-play fashion to infect a
system. An exploit kit is a piece of software that contains working exploits for several vulnerabilities.
It is designed to run primarily on a server (an exploit server) to which victim machines are redirected
after a user clicks a malicious link, either in a webpage or an email. The victim machine is scanned
for vulnerabilities. If a vulnerability is identified, the exploit kit automatically executes any
applicable exploit to compromise the machine and infect it with malware. In general, malware either
has exploits built into its binary or relies on exploit kits to initially compromise a machine. The
implications of exploit kits is another area of exploration that may provide code samples for use in
the process.

http://www.cert.org/cybersecurity-engineering/research/security-requirements-elicitation.cfm
http://www.cert.org/cybersecurity-engineering/research/security-requirements-elicitation.cfm


An open question for consideration: Do specific types of malware exist that are likely to occur in
specific kinds of critical systems, such as control systems? Analysis of historical and current malware
incidents may help to identify exploits that target specific types of applications. Knowing these
exploit types in advance could help requirements engineers identify standard misuse cases and the
needed countermeasures for their specific application types.

These misuse cases would again lead to corresponding use cases and security requirements. It may
be wishful thinking to expect all developers of future systems to give priority to security
requirements and apply the methods that we are postulating. However, developers of mission-critical
systems, financial systems, and other essential systems, such as critical infrastructure systems,
recognize the importance of security and should be willing to invest in it throughout the development
process.

7.7 Summary
At this point this book has discussed a sequence of activities, starting with risk analysis, proceeding
through management/organizational models, engineering/competency models, gap analysis, and
ultimately metrics. Here in Chapter 7, we have additionally provided special topics that are worth
consideration. This leaves us in a good position to consider how to develop an action plan to address
cyber security in Chapter 8.



Chapter 8. Summary and Plan for Improvements in Cyber
Security Engineering Performance

In This Chapter

• 8.1 Introduction

• 8.2 Getting Started on an Improvement Plan

• 8.3 Summary

8.1 Introduction
The following topics exhibit varying levels of maturity and use differing terminology, but they all
play a role in building assured systems:

Effective cyber security engineering requires the integration of security into the software
acquisition and development lifecycle. For engineering to address security effectively, requirements
that establish the target goal for security must be in place. Risk management must include
identification of possible threats and vulnerabilities within the system, along with ways to accept or
address them. There will always be cyber security risk, but an engineer needs to be able to plan for
the ways in which a system should avoid as well as recognize, resist, and recover from an attack.

Mechanisms that ensure correctness and compliance can be excellent tools if they are applied by
teams and individuals with cyber security expertise and linked to appropriate and complete cyber
security requirements.

Throughout this book, we have provided ways in which practitioners, managers, faculty, and
students can address cyber security engineering throughout the lifecycle. In addition, we provide
mechanisms for addressing each of the key principles introduced in Chapter 1, “Cyber Security
Engineering: Lifecycle Assurance of Systems and Software”: risk, trusted dependencies, interactions,
attacker, coordination and education, well planned and dynamic, and measurable. Risk
considerations should be part of each decision made throughout the lifecycle, and cyber security risk
modeling can be addressed using methodologies such as the Security Risk Assurance Methodology
(SERA) discussed in Chapter 2, “Risk Analysis—Identifying and Prioritizing Needs.” Interactions
among the technologies that support a mission must be monitored and managed for effective cyber
security. Just because technology elements can be connected does not mean they should be, and
effective cyber security engineering supports appropriate choices.

The various chapters provide support for the underlying principles. Developing an understanding
of mission risk (see Chapter 2) and addressing cyber security engineering (see Chapters 2 and 7,
“Special Topics in Cyber Security Engineering”) provide mechanisms for addressing this area of
concern. Means for defining, evaluating, and managing dependencies; linking integration choices
with protection needs; and mechanisms for managing interactions are provided (see Chapter 3,
“Secure Software Development Management and Organizational Models”). Education underlies all
of our work and is specifically part of the basis for Chapters 3, 4, “Engineering Competencies,” and
5, “Performing Gap Analysis.” Planning is discussed throughout but forms an integral part of
methods discussed in Chapters 3, 4, and 5. Measurement is the focus of Chapter 6, “Metrics.”
Attacker considerations are proposed throughout but most specifically when developing requirements
that drive technology choices early in the lifecycle. The A-SQUARE methodology introduced in



Chapter 7 is particularly valuable in supporting the development of good security requirements
during acquisition.

It’s not enough to write about cyber security engineering, however. We want to see good cyber
security engineering models and methods put into practice. We recognize that each organization or
project may be at a different point when it comes to improvement plans. Some organizations are
already doing a lot in terms of implementing cyber security engineering strategy. Others may just be
starting to think about it. Either way, the material presented in this book can help in developing a new
cyber security engineering strategy or refining an existing one. As noted earlier, for purchasers of this
book, we are providing free access to our online course: Software Assurance for Executives. This
course provides an excellent overview of software assurance topics for busy managers and
executives. To obtain access to Software Assurance for Executives, please send an email to:

stepfwd-support@cert.org

RE: SwA Executive Course

In addition, the resources on our accompanying website, and the reference material we have
provided all will contribute to developing a strategy.

Website for Cyber Security Engineering http://www.cert.org/cybersecurity-engineering/

The order of the chapters provides the suggested order of implementation of a cyber security
engineering strategy and program:

• Risk analysis (Chapter 2)—The first step toward lifecycle assurance, cyber security risk
analysis can be performed using techniques such as the Mission Risk Diagnostic (MRD) and
SERA.

• Organizational competencies (Chapter 3)—Next comes the identification and development
of competencies that support management (this includes the organization’s ability to address
cyber security).

• Engineering competencies (Chapter 4)—Identification and development of competencies
from an engineering perspective form the next step.

• Methods (Chapter 5)—Models can be used for benchmarking cyber security capabilities and
performing gap analysis; the SEI’s Software Assurance Competency Model and the Building
Security In Maturity Model (BSIMM) are two examples.

• Measurement (Chapter 6)—Measurement involves the methods and mechanisms needed not
only to evaluate cyber security but to properly balance it with other operational needs such as
performance and reliability.

• Special topics (Chapter 7)—Topics such as governance and other organizational and
engineering capabilities may be needed to provide a well-planned and dynamic approach to
cyber security engineering.

8.2 Getting Started on an Improvement Plan
In Chapter 3, we discussed maturity levels that we developed for use in our earlier work [Allen
2008]. In this chapter, we show how these maturity levels can be used to categorize the approaches
presented in this book:

• L1—The approach provides guidance for how to think about a topic for which there is no
proven or widely accepted approach. The intent of the area is to raise awareness and aid the

http://stepfwd-support@cert.org
http://www.cert.org/cybersecurity-engineering/


reader in thinking about the problem and candidate solutions. The area may also describe
promising research results that may have been demonstrated in a constrained setting.

• L2—The approach describes practices that are in early pilot use and that demonstrate some
successful results.

• L3—The approach describes practices that have been successfully deployed (i.e., they are
mature) but are in limited use in industry or government organizations. They may be more
broadly deployed in a particular market sector.

• L4—The approach describes practices that have been successfully deployed and are in
widespread use. Readers can start using these practices today with confidence. Experience
reports and case studies are typically available.

When an organization is developing an improvement plan, the maturity levels can help assess
whether to play it safe with approaches at higher maturity levels or whether to take the risk of using
less mature approaches. For a less mature approach, say at maturity level 1 or 2, we suggest initially
trying the approach on a less critical pilot project rather than adopting it across the organization.
Tables 8.1 through 8.6 show the approaches presented in each chapter and their maturity levels.

Table 8.1 Risk Analysis (Chapter 2)







Table 8.2 Management and Organizational Models (Chapter 3)

Table 8.3 Engineering Competencies (Chapter 4)



Table 8.4 Gap Analysis (Chapter 5)

Table 8.5 Metrics (Chapter 6)



Table 8.6 Special Topics in Cyber Security Engineering (Chapter 7)



8.3 Summary
The choice is not whether to develop a cyber security engineering strategy but rather when and how
to implement it. In our connected world, it is vital for organizations and projects to come up with
their own tailored plans to address cyber security engineering. As professionals, each of us should
have our own plan to improve our cyber security engineering competencies. This book, along with
the associated website, executive overview course, and reference material, provide you with the tools
to get started.
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Appendix A. WEA Case Study: Evaluating Security Risks

Using Mission Threads1

1. Originally published in CrossTalk September/October 2014.

by Carol Woody, PhD, and Christopher Alberts

Importance of Systems of Systems
Everything we do these days involves system and software technology: Cars, planes, banks,
restaurants, stores, telephones, appliances, and entertainment rely extensively on technology. Much
of this capability is supported by systems of systems—independent heterogeneous systems that work
together to address desired functionality through complex network, data, and software interactions.
The Wireless Emergency Alerts (WEA) service is a good example of a system of systems.

WEA enables local, tribal, state, territorial, and federal public safety officials to send
geographically targeted text alerts to the public. The U.S. Department of Homeland Security Science
and Technology (DHS S&T) Directorate partners with the Federal Emergency Management Agency
(FEMA), the Federal Communication Commission (FCC), and commercial mobile service providers
(CMSPs) to enhance public safety through the deployment of WEA, which permits emergency
management organizations nationwide to submit alerts for public distribution by mobile carriers
[FEMA 2015]. Alert originators can send three types of messages:

• Presidential alerts, issued by the president of the United States to reach any region of the
nation or the nation as a whole

• Imminent threat alerts

• AMBER (America’s Missing: Broadcast Emergency Response) alerts

CMSPs relay these alerts from FEMA’s Integrated Public Alert and Warning System (IPAWS) to
mobile phones using cell broadcast technology, which does not get backlogged during times of
emergency, unlike wireless voice and data services. Customers who own WEA-capable mobile
phones automatically receive these alerts during an emergency if they are located in the affected
geographic area.

Alert originators already have extensive alert dissemination capability through the Emergency
Alert System, highway signage systems, Internet websites, and telephone dialing systems, just to
mention a few widely used alerting channels. The WEA system, shown in Figure A.1, expands these
options to mobile devices. FEMA established the message structure along with the approvals needed
to have the Alert Aggregator system disseminate messages to mobile devices. Many alert originators
plan to integrate this capability with systems already in place for other dissemination channels.



Figure A.1 WEA System of Systems

The Systems Engineering Handbook describes the following challenges for the development (and
sustainment) of systems of systems [Haskins 2010]:

• Each participating system operates independently.

• Each participating system has its own update, enhancement, and replacement cycle.

• Overall performance of the desired functionality depends on how the various participating
systems can interact, which is not always known in advance.

• Missing or conflicting standards can make the design of data exchanges among the
participating systems complex and difficult to sustain.

• Each participating system has its own management, and the coordination of requirements,
budget constraints, schedules, interfaces, and upgrades can have a major impact on the
expected capability of the system of systems.

• Fuzzy boundaries can cause confusion and error; no one really owns the interface, but one of
the participants needs to take leadership to ensure some level of shared understanding.

• The system of systems is never finished because as each system grows, expands, and ages,
there is a constant need for adjustment.

Public safety officials and alert recipients want to be able to rely on WEA capabilities and need to
have confidence that the alerts are accurate and timely. Effective security is required to support this
confidence. The risk that an attacker could create false alerts or cause valid alerts to be delayed,
destroyed, or modified is a critical issue. Such actions could place the alert-originating organization’s
mission—and the lives and property of the citizens it serves—at risk.



DHS S&T asked a team of security experts at the Carnegie Mellon University’s Software
Engineering Institute (SEI) to research this problem and identify a means for evaluating WEA alert
originator security concerns. The team selected mission thread analysis as a means for developing a
view of the system of systems that could be used for evaluating security risks.

An analysis approach was needed to prepare alert originators to address the following critical
security questions [Allen 2008]:

• What do alert originators need to protect? Why does it need to be protected? What happens if
it is not protected?

• What potential adverse consequences do alert originators need to prevent? At what cost? How
much disruption can they stand before they take action?

• How do alert originators determine and effectively manage the residual risk?

In addition, alert originators needed to consider the local, state, and federal compliance standards
that the organization must address to ensure that the planned choices for security also meet other
mandated standards.

Preparing for Mission Thread Analysis

Drawing on SEI security expertise, initial questions were assembled to assist the alert originator in
gathering information about the current environment and preparing for WEA (or any new technology
capability).

The alert-originating organization should compose answers to the following questions:

• What WEA capability do we plan to implement (types of alerts to issue, geographic regions to
cover)?

• Can we expand existing capabilities to add WEA, or do we need new capabilities?

• Are good security practices in place for the current operational environment? Is there any
history of security problems that can inform our planning?

• Will we use current resources (technology and people), or do we need to add resources?

Responses to these questions begin to frame the target operational context and the critical
functionality that organizations must evaluate for operational security. Each organization has a
different mix of acquired technology and services, in-house development components, and existing
operational capability into which the WEA capability will be woven. With the use of mission threads,
responses to these questions can be described in a visually compelling form that management, system
architects, system and software engineers, and stakeholders can share and refine.

A mission thread is an end-to-end set of steps that illustrate the technology and people resources
needed to deliver expected behavior under a set of conditions and provide a basis for identifying and
analyzing potential problems that could represent risks. For each mission step, the expected actions,
outcomes, and assets are assembled. Confirmation that the components appropriately respond to
expected operational use increases confidence that the system will function as intended, even in the
event of an attack [Ellison 2008].

Mission threads provide a means to identify and evaluate the ways, intentional or unintentional,
that component system failures could occur and how such failures would impact the mission. Next, a
WEA example is provided to demonstrate how the SEI used a mission thread to analyze security.



WEA Mission Thread Example
Mission thread analysis begins with the development of an operational mission thread. For WEA,
typically 25 steps take place from the determination of the need for an alert to the receipt of that alert
by cell phone owners:

1. First responder contacts local alerting authority via an approved device (cell phone, email,
radio, etc.) to state that an event meets criteria for using WEA to issue, cancel, or update an
alert and provides information for message.

2. Local alerting authority (person) determines that the call or email from the first responder is
legitimate.

3. Local alerting authority instructs Alert Origination System (AOS) operator to issue, cancel, or

update an alert using information provided by first responder.2

2. In some cases, the alerting authority and the AOS operator may be the same person.

4. AOS operator logs on to the AOS.

5. AOS logon process activates auditing of the operator’s session.

6. AOS operator enters alert, cancel, or update message.

7. AOS converts message to a format compliant with the Common Alerting Protocol (CAP, a
WEA input standard).

8. CAP-compliant message is signed by a second person for local confirmation.

9. AOS transmits message to the IPAWS Open Platform for Emergency Networks (OPEN)
Gateway.

10. IPAWS-OPEN Gateway verifies3 message and returns status message to AOS.

3. In this list of steps, message verification includes authentication and ensuring that the message is correctly
formatted.

11. AOS operator reads status message and responds as needed.

12. If the message was verified, IPAWS-OPEN Gateway sends message to WEA Alert
Aggregator.

13. WEA Alert Aggregator verifies message and returns status to IPAWS-OPEN Gateway.

14. IPAWS-OPEN Gateway processes status and responds as needed.

15. WEA Alert Aggregator performs additional message processing as needed.

16. If the message was verified, WEA Alert Aggregator transmits alert to Federal Alert Gateway.

17. Federal Alert Gateway verifies message and returns status to WEA Alert Aggregator.

18. WEA Alert Aggregator processes status and responds as needed.

19. If the message was verified, Federal Alert Gateway converts message to CMAC (Commercial
Mobile Alert for Interface C) format.

20. Federal Alert Gateway transmits message to CMSP gateway.

21. CMSP Gateway returns status to Federal Alert Gateway.

22. Federal Alert Gateway processes status and responds as needed.

23. CMSP Gateway sends message to CMSP Infrastructure.

24. CMSP Infrastructure sends message via broadcast to mobile devices in the designated area(s).



25. Mobile device users (recipients) receive the message.

Although many of these steps do not involve technology, they can still represent security risks to
the mission. Mission thread analysis, unlike other techniques such as Failure Mode and Effect
Analysis [Stamatis 2003], allows consideration of the people and their interactions with technology
in addition to the functioning of a system itself. Also, most security evaluations consider only
individual system execution. However, effective operational execution of a mission must cross
organizational and system boundaries to be complete. The use of mission thread analysis for security
provides a way to confirm that each participating system is secure and does not represent a risk to all
others involved in mission execution.

Figure A.2 provides a picture of the WEA mission thread and includes step numbers from the list
to link each step to the appropriate system area. Successful completion requires flawless execution of
four major system areas—alert originator, FEMA IPAWS system, CMSPs, and cell phone
recipients—each shown in a row of the figure. Each area operates independently, and they are
connected only through the transmission of an alert.

Figure A.2 WEA Mission Thread Diagram



WEA Security Analysis
Using the mission thread illustrated in Figure A.2, potential security concerns can be identified
through possible security threats. For the WEA example, the SEI selected the STRIDE threat method
for threat evaluation. STRIDE, developed by Microsoft, considers six typical categories of security
concerns: spoofing, tampering with data, repudiations, information disclosure, denial of service, and
elevation of privilege [Microsoft 2013]. The name of this threat method is derived from the first letter
of each security concern [Howard 2006]. As an illustration of how STRIDE can be applied, focus on
steps 4–9 of the mission thread, which represent the transition across two major system areas from
the alert originator to the FEMA system and provide an opportunity for mission failure if interaction
between the system areas is not secure. Table A.1 shows the result of the STRIDE analysis on the
selected steps.



Table A.1 STRIDE Analysis for Selected WEA Mission Thread Steps

For each step, the team analyzed technology assets critical to step execution to determine ways
that STRIDE threats can compromise each asset used in that step [Howard 2006]. Security and
software experts as well as individuals familiar with the operational mission must participate in this
portion of the analysis. The security and software experts have an understanding of what can go
wrong and the potential impact of each possible failure on the analysis. Those knowledgeable about



the operational execution can ensure that the scenarios are realistic and valid. Available
documentation can provide a start for the development of the mission threads, but there is a tendency
to document the desired operational environment and not the real one. Effective security risk analysis
requires access to realistic operational information.

Based on this input, security experts (individuals with operational security training and
experience) identified at least two security risks that could lead to mission failure:

• Authentication of the individual using the AOS in step 4

• Validation and protection of the digital signatures applied to the alert approved for submission
to the Alert Aggregator in step 8

To analyze these risks in greater detail and help alert originators understand how a security risk
could materialize, mission threads for each specific risk were assembled. Figure A.3 provides a
picture of the risk scenario that describes the second security risk (validity of the digital signature)
noted from the analysis of the WEA operational mission thread. The following paragraphs provide a
dialogue that describes ways in which the security threat could materialize and why the alert
origination organization should consider possible mitigations.

Figure A.3 Security Risk Scenario

An outside attacker with malicious intent decides to obtain a valid certificate and use it to send an
illegitimate CAP-compliant message. The attacker’s goal is to send people to a dangerous location,



hoping to inflict physical and emotional harm on them. The key to this attack is capturing a valid
certificate from an alert originator. The attacker develops two strategies for capturing a valid
certificate. The first strategy targets an alert originator directly. The second strategy focuses on AOS
vendors. Targeting a vendor could be a particularly fruitful strategy for the attacker. The number of
vendors that provide AOS software is small. As a result, each vendor controls a large number of
certificates. A compromised vendor could provide an attacker with many potential organizations to
target.

No matter which strategy is pursued, the attacker looks for vulnerabilities (i.e., weaknesses) in
technologies or procedures that can be exploited. For example, the attacker tries to find
vulnerabilities that expose certificates to exploit, such as the following:

• Unmonitored access to certificates

• Lack of encryption controls for certificates during transit and storage

• Lack of role-based access to certificates

The attacker might also explore social engineering techniques to obtain a certificate. Here, the
attacker attempts to manipulate someone from the alert originator or vendor organization into
providing access to a legitimate certificate or to get information that will be useful in the attacker’s
quest to get a certificate.

Obtaining a certificate is not a simple endeavor. The attacker must be sufficiently motivated and
skilled to achieve this interim goal. However, once this part of the scenario is complete, the attacker
is well positioned to send an illegitimate CAP-compliant message. The attacker has easy access to
publicly documented information defining how to construct CAP-compliant messages.

The attacker’s goal in this risk is to send people to a location that will put them in harm’s way. To
maximize the impact, the attacker takes advantage of an impending event (e.g., weather event, natural
disaster). Because people tend to verify WEA messages through other channels, synchronizing the
attack with an impending event makes it more likely that people will follow the attacker’s
instructions. This scenario could produce catastrophic consequences, depending on the severity of the
event with which the attack is linked.

Through the use of mission thread analysis, security expertise can be integrated with operational
execution to fully describe and analyze operational security risk situations. While there may be many
variations of operational execution, an exhaustive study of all options is not necessary. Building a
representative example that provides a detailed view of a real operational mission from start to finish
has proven to be of value for security risk identification.

Conclusion
The process of developing a well-articulated mission thread that operational and security experts can
share and analyze provides an opportunity to uncover missing or incomplete requirements as well as
differences in understanding, faulty assumptions, and interactions across system and software
boundaries that could contribute to security concerns and potential failure [Ellison 2008].

The mission thread analysis connects each mission step with the technology and human assets
needed to execute that step and provides a framework to link potential security threats directly to
mission execution. Mission thread diagrams and tables assemble information in a structure that can
be readily reviewed and validated by operational and technology experts from various disciplines,
including acquisition, development, and operational support. Mission thread security analysis can be



an effective tool for improved identification of security risks to increase confidence that the system of
systems will function with appropriate operational security.
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Appendix B. The MSwA Body of Knowledge with Maturity
Levels Added

The following content comes from the Master of Software Assurance Reference Curriculum report
[Mead 2010a], with maturity levels added for each BoK component.

1. Assurance Across Life Cycles

Outcome: Graduates will have the ability to incorporate assurance technologies and
methods into life-cycle processes and development models for new or evolutionary
system development, and for system or service acquisition.

1.1. Software Life-Cycle Processes

1.1.1. New development [L4]

Processes associated with the full development of a software system

1.1.2. Integration, assembly, and deployment [L4]

Processes concerned with the final phases of the development of a new or
modified software system

1.1.3. Operation and evolution [L4]

Processes that guide the operation of the software product and its change over
time

1.1.4. Acquisition, supply, and service [L3]

Processes that support acquisition, supply, or service of a software system

1.2. Software Assurance Processes and Practices

1.2.1. Process and practice assessment [L3]

Methods, procedures, and tools used to assess assurance processes and
practices

1.2.2. Software assurance integration into SDLC phases [L2/3]

Integration of assurance practices into typical life-cycle phases (for example,
requirements engineering, architecture and design, coding, test, evolution,
acquisition, and retirement)

2. Risk Management

Outcome: Graduates will have the ability to perform risk analysis and tradeoff assessment
and to prioritize security measures.

2.1. Risk Management Concepts

2.1.1. Types and classification [L4]

Different classes of risks (for example, business, project, technical)

2.1.2. Probability, impact, severity [L4]

Basic elements of risk analysis

2.1.3. Models, processes, metrics [L4] [L3—metrics]

Models, process, and metrics used in risk management



2.2. Risk Management Process

2.2.1. Identification [L4]

Identification and classification of risks associated with a project

2.2.2. Analysis [L4]

Analysis of the likelihood, impact, and severity of each identified risk

2.2.3. Planning [L4]

Risk management plan covering risk avoidance and mitigation

2.2.4. Monitoring and management [L4]

Assessment and monitoring of risk occurrence and management of risk
mitigation

2.3. Software Assurance Risk Management

2.3.1. Vulnerability and threat identification [L3]

Application of risk analysis techniques to vulnerability and threat risks

2.3.2. Analysis of software assurance risks [L3]

Analysis of risks for both new and existing systems

2.3.3. Software assurance risk mitigation [L3]

Plan for and mitigation of software assurance risks

2.3.4. Assessment of Software Assurance Processes and Practices [L2/3]

As part of risk avoidance and mitigation, assessment of the identification and
use of appropriate software assurance processes and practices

3. Assurance Assessment

Outcome: Graduates will have the ability to analyze and validate the effectiveness of
assurance operations and create auditable evidence of security measures.

3.1. Assurance Assessment Concepts

3.1.1. Baseline level of assurance; allowable tolerances, if quantitative [L1]

Establishment and specification of the required or desired level of assurance for
a specific software application, set of applications, or a software-reliant system
(and tolerance for same)

3.1.2. Assessment methods [L2/3]

Validation of security requirements

Risk analysis

Threat analysis

Vulnerability assessments and scans [L4]

Assurance evidence

Knowledge of how various methods (such as those above) can be used to
determine if the software or system being assessed is sufficiently secure within
tolerances

3.2. Measurement for Assessing Assurance



3.2.1. Product and process measures by life-cycle phase [L1/2]

Definition and development of key product and process measurements that can
be used to validate the required level of software assurance appropriate to a
given life-cycle phase

3.2.2. Other performance indicators that test for the baseline as defined in 3.1.1, by
life-cycle phase [L1/2]

Definition and development of additional performance indicators that can be
used to validate the required level of software assurance appropriate to a given
life-cycle phase

3.2.3. Measurement processes and frameworks [L2/3]

Knowledge of range of software assurance measurement processes and
frameworks and how these might be used to accomplish software assurance
integration into SDLC phases

3.2.4. Business survivability and operational continuity [L2]

Definition and development of performance indicators that can specifically
address the software/system’s ability to meet business survivability and
operational continuity requirements, to the extent the software affects these

3.3. Assurance Assessment Process (collect and report measures that demonstrate the
baseline as defined in 3.1.1.)

3.3.1. Comparison of selected measurements to the established baseline [L3]

Analysis of key product and process measures and performance indicators to
determine if they are within tolerance when compared to the defined baseline

3.3.2. Identification of out-of-tolerance variances [L3]

Identification of measures that are out of tolerance when compared to the
defined baselines and ability to develop actions to reduce the variance

4. Assurance Management

Outcome: Graduates will have the ability to make a business case for software assurance,
lead assurance efforts, understand standards, comply with regulations, plan for business
continuity, and keep current in security technologies.

4.1. Making the Business Case for Assurance

4.1.1. Valuation and cost/benefit models, cost and loss avoidance, return on
investment [L3]

Application of financially-based approaches, methods, models, and tools to
develop and communicate compelling cost/benefit arguments in support of
deploying software assurance practices

4.1.2. Risk analysis [L3]

Knowledge of how risk analysis can be used to develop cost/benefit arguments
in support of deploying software assurance practices

4.1.3. Compliance justification [L3]



Knowledge of how compliance with laws, regulations, standards, and policies
can be used to develop cost/benefit arguments in support of deploying software
assurance practices

4.1.4. Business impact/needs analysis [L3]

Knowledge of how business impact and needs analysis can be used to develop
cost/benefit arguments in support of deploying software assurance practices,
specifically in support of business continuity and survivability

4.2. Managing Assurance

4.2.1. Project management across the life cycle [L3]

Knowledge of how to lead software and system assurance efforts as an
extension of normal software development (and acquisition) project
management skills

4.2.2. Integration of other knowledge units [L2/3]

Identification, analysis, and selection of software assurance practices from any
knowledge units that are relevant for a specific software development or
acquisition project

4.3. Compliance Considerations for Assurance

4.3.1. Laws and regulations [L3]

Knowledge of the extent to which selected laws and regulations are relevant for
a specific software development or acquisition project, and how compliance
might be demonstrated

4.3.2. Standards [L3]

Knowledge of the extent to which selected standards are relevant for a specific
software development or acquisition project, and how compliance might be
demonstrated

4.3.3. Policies [L2/3]

Knowledge of how to develop, deploy, and use organizational policies to
accelerate the adoption of software assurance practices, and how compliance
might be demonstrated

5. System Security Assurance

Outcome: Graduates will have the ability to incorporate effective security technologies
and methods into new and existing systems.

5.1. For Newly Developed and Acquired Software for Diverse Systems

5.1.1. Security and safety aspects of computer-intensive critical infrastructure [L2]

Knowledge of safety and security risks associated with critical infrastructure
systems such as found, for example, in banking and finance, energy production
and distribution, telecommunications, and transportation systems

5.1.2. Potential attack methods [L3]

Knowledge of the variety of methods by which attackers can damage software
or data associated with that software by exploiting weaknesses in the system
design or implementation



5.1.3. Analysis of threats to software [L3]

Analysis of the threats to which software is most likely to be vulnerable in
specific operating environments and domains

5.1.4. Methods of defense [L3]

Familiarity with appropriate countermeasures such as layers, access controls,
privileges, intrusion detection, encryption, and code review checklists

5.2. For Diverse Operational (Existing) Systems

5.2.1. Historic and potential operational attack methods [L4]

Knowledge of and ability to duplicate the attacks that have been used to
interfere with an application’s or system’s operations

5.2.2. Analysis of threats to operational environments [L3]

Analysis of the threats to which software is most likely to be vulnerable in
specific operating environments and domains

5.2.3. Designing of and plan for access control, privileges, and authentication [L3]

Design of and plan for access control and authentication

5.2.4. Security methods for physical and personnel environments [L4]

Knowledge of how physical access restrictions, guards, background checks,
and personnel monitoring can address risks

5.3. Ethics and Integrity in Creation, Acquisition, and Operation of Software Systems

5.3.1. Overview of ethics, code of ethics, and legal constraints [L4]

Knowledge of how people who are knowledgeable about attack and prevention
methods are obligated to use their abilities, both legally and ethically,
referencing the Software Engineering Code of Ethical and Professional
Conduct [ACM 2016]

5.3.2. Computer attack case studies [L3]

Knowledge of the legal and ethical considerations involved in analyzing a
variety of historical events and investigations

6. System Functionality Assurance

Outcome: Graduates will have the ability to verify new and existing software system
functionality for conformance to requirements and to help reveal malicious content.

6.1. Assurance Technology

6.1.1. Technology evaluation [L3]

Evaluation of capabilities and limitations of technical environments, languages,
and tools with respect to creating assured software functionality and security

6.1.2. Technology improvement [L3]

Recommendation of improvements in technology as necessary within project
constraints

6.2. Assured Software Development

6.2.1. Development methods [L2/3]



Rigorous methods for system requirements, specification, architecture, design,
implementation, verification, and testing to develop assured software

6.2.2. Quality attributes [L3—depends on the property]

Software quality attributes and how to achieve them

6.2.3. Maintenance methods [L3]

Assurance aspects of software maintenance and evolution

6.3. Assured software analytics

6.3.1. Systems analysis [L2 architectures; L3/4 networks, databases (identity
management, access control)]

Analysis of system architectures, networks, and databases for assurance
properties

6.3.2. Structural analysis [L3]

Structuring the logic of existing software to improve understandability and
modifiability

6.3.3. Functional analysis [L2/3]

Reverse engineering of existing software to determine functionality and
security properties

6.3.4. Analysis of methods and tools [L3]

Capabilities and limitations of methods and tools for software analysis

6.3.5. Testing for assurance [L3]

Evaluation of testing methods, plans, and results for assuring software

6.3.6. Assurance evidence [L2]

Development of auditable assurance evidence

6.4. Assurance in acquisition

6.4.1. Assurance of acquired software [L2]

Assurance of software acquired through supply chains,1 vendors, and open
sources, including developing requirements and assuring delivered
functionality and security

1. For more information about software security supply chain risk, download the SEI report Evaluating and
Mitigating Software Supply Chain Security Risks [Ellison 2010].

6.4.2. Assurance of software services [L3]

Development of service level agreements for functionality and security with
service providers and monitoring compliance

7. System Operational Assurance

Outcome: Graduates will have the ability to monitor and assess system operational
security and respond to new threats.

7.1. Operational Procedures

7.1.1. Business objectives [L3]

Role of business objectives and strategic planning in system assurance



7.1.2. Assurance procedures [L3]

Creation of security policies and procedures for system operations

7.1.3. Assurance training [L4]

Selection of training for users and system administrative personnel in secure
system operations

7.2. Operational Monitoring

7.2.1. Monitoring technology [L4]

Capabilities and limitations of monitoring technologies, and installation and
configuration or acquisition of monitors and controls for systems, services, and
personnel

7.2.2. Operational evaluation [L4]

Evaluation of operational monitoring results with respect to system and service
functionality and security

7.2.3. Operational maintenance [L3]

Maintenance and evolution of operational systems while preserving assured
functionality and security

7.2.4. Malware analysis [L2/3]

Evaluation of malicious content and application of countermeasures

7.3. System Control

7.3.1. Responses to adverse events [L3/4]

Plan for and execution of effective responses to operational system accidents,
failures, and intrusions

7.3.2. Business survivability [L3]

Maintenance of business survivability and continuity of operations in adverse
environments (See also Outcome 3, Assurance Assessment.)
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Appendix C. The Software Assurance Curriculum Project

The SEI established the Software Assurance Curriculum Project in 2009. The project has developed
four documents that correlate well with the objective to enhance SwA curriculum guidance (see Table
C.1).



Table C.1 Software Assurance Curriculum Project Documents

The courses listed in Table C.1 go well beyond secure coding and SwA at the implementation
level. They cover security issues throughout the life cycle, as part of requirements analysis,
architecture and module design, implementation, testing, and operation and maintenance. The



graduate level includes additional SwA topics in such traditional areas as management and process,
requirements engineering, design, construction, testing, and sustainment. These areas include SwA
topics such as security policy and security functionality requirements; attack methods to damage
software; analysis of threats to software; appropriate countermeasures such as layers, access controls,
privileges, intrusion detection, and encryption; and designing and planning for access control,
privileges, and authentication.

Because no SwA body of knowledge existed, one of the project team’s first tasks was to establish
one. After extensively reviewing software security reports, books, and articles and after surveys of
and discussions with industry and government SwA professionals, the curriculum team developed the
SwA Core Body of Knowledge (CorBoK). The CorBoK covers the spectrum of SwA practices
involved in software system acquisition, development, operation, and evolution. It’s the source for
the content of the courses listed for Volumes II, III, and IV in Table C.1. Table C.2 lists the CorBoK’s
principal components and knowledge areas (KAs) and describes the principal MSwA student
outcomes associated with each KA.



Table C.2 SwA CorBoK Knowledge Areas

Based on the KAs, the project team created the MSwA Curriculum Architecture (see Table C.3).
This architecture is compatible with software engineering master’s degree programs because software
engineering courses can incorporate the SwA-specific topics. Note that the MSwA core and the
capstone experience in Table C.3 list the courses in the Volume III document; in total, they cover all
the knowledge areas listed in Table C.2. The architecture provides a structural basis for programs that
deliver the outcomes described in Table C.2. Of course, programs may cover the SwA body of
knowledge and the corresponding outcomes using a different organization and set of courses, as
listed in Table C.3. Table C.3 also lists the three preparatory areas students need to pursue the
MSwA: computing foundations, software engineering, and security engineering. Volume I describes
these areas in detail.



Table C.3 The Master in Software Assurance Curriculum Architecture



Appendix D. The Software Assurance Competency Model

Designations1

1. This chapter includes major contributions to the SEI’s Software Assurance Competency Model from our
collaborators Mark Ardis, Glenn Johnson, and Andrew Kornecki.

Table D.1 presents the CorBoK knowledge areas and second-level units, along with a description of
the appropriate knowledge and skills for each competency level and the effectiveness attributes. Each
level builds on the previous one: a designation of L1 applies to L1 through L5, a designation of L2
applies to L2 through L5, and so on. The level descriptions indicate the competency activities that are
demonstrated at each level.













Table D.1 SwA Competency Designations



Appendix E. Proposed SwA Competency Mappings

When the model was developed, as part of our review process, several organizations mapped actual
organizational positions to the competency model designations. This provided us with a checkpoint
showing that our model designations were applicable to real organizations, and not just a theoretical
exercise. These mappings are shown in Tables E.1 and E.2.















Table E.1 Proposed SwA Competency Mappings from the (ISC)2 Applications Security Advisory

Board—Initial List of Job Titles1

1 From Software Assurance Competency Model [Hilburn 2013a].























Table E.2 Proposed SwA Competency Mappings from (ISC)2 Application Security Advisory
Board Reviewers—Comprehensive List of Job Titles
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Preface

Purpose

This document contains Cigital’s final report on the FakeFirm BSIMM assessment.

Audience

This document is intended for FakeFirm employees who will lead the software security group (SSG)
and related software security initiative (SSI) activities.

Contacts

The following are the primary Cigital staff to contact with questions regarding this assessment.



1 Executive Summary

The Building Security In Maturity Model (BSIMM) is a unique tool built from our observation-based
approach to capturing the collective activities in diverse software security initiatives (SSIs). An SSI is
an executive-sponsored, proactive effort comprising all activities aimed at building, acquiring,
running, and maintaining secure software. It establishes a formal ability to balance the risk and cost
associated with software engineering processes to ensure the firm meets business objectives safely. In
addition, an SSI ensures a firm’s software routinely meets applicable regulatory, statutory, and audit
requirements while also ensuring clients can meet theirs when using the firm’s software.

To build BSIMM, we initiated data research and analysis in 2008 by assessing software security
efforts in nine firms and using those results to create BSIMM1. As of September 2015, we’ve
performed BSIMM assessments for 104 firms of various sizes in diverse vertical markets. In that
time, we continually adjusted the model to reflect our real-world observations, adding or moving
activities to reflect current reality. Over time, we also drop old data to keep the model fresh.
Therefore, the BSIMM stands as the only useful and current reflection of actual practices in software
security.

There are 78 firms represented in BSIMM6. As a confirmation of BSIMM’s usefulness, 26 of
those firms have had two BSIMM assessments and 10 have had three or more assessments. Though
initiatives differ in some details, all share common ground that the BSIMM captures and describes. It
therefore functions as a universal yardstick, capable of measuring any SSI and facilitating strategic
planning by the SSI leadership. As a general term, we call these SSI leaders the software security
group (SSG).

Figure F.1 below shows the Software Security Framework (SSF) we use as the BSIMM
foundation. It includes four broad domains of Governance, Intelligence, SSDL Touchpoints, and
Deployment. See Appendix A: BSIMM Background for additional detail on BSIMM history and the
SSF domains.



Figure F.1 BSIMM Software Security Framework

Within the four SSF domains are 12 practices (e.g., Strategy & Metrics) that collectively contain
the 112 software security activities in BSIMM6. Within each practice, we divide these activities into
three levels based primarily on observation frequency across all participants. See Appendix B:
BSIMM Activities for summaries of each practice, including the activities and their assigned levels.
We provide comprehensive activity descriptions in the BSIMM report at http://bsimm.com. Because
BSIMM is an observational model and records our research, the activity set it contains changes over
time.

Any such attestation-based, time-limited engagement will prevent detailed business process
analysis. However, it is important to understand that a BSIMM scorecard is neither an audit finding
nor a report card. It is simply a snapshot of current software security effort through the BSIMM lens.
Part of its value lies in the fact that, as of BSIMM6, we have conducted 235 assessments in the same
manner, making all the results over time directly comparable to each other.

In this assessment for FakeFirm, Cigital interviewed individuals representing various software
security roles. In some cases, we also reviewed artifacts that clarified a given topic. Our team then
analyzed the resulting data until reaching unanimous agreement on whether we observed in
FakeFirm’s environment each of the 112 BSIMM6 activities. Given a final list of observations, we
were able to produce the data representations provided in this report. This knowledge helps SSG
owners understand where their initiative stands with respect to other real-world SSIs and clarifies
possible strategic steps to mature the firm’s efforts.

For this April 2016 BSIMM assessment, Cigital interviewed 11 individuals. At this time, the
software security group (SSG), known in FakeFirm as the Application Security Team (AST), has
been active for about two years and includes five full-time people. The AST leader has the following
reporting chain to FakeFirm’s CEO: Director (AST Lead) → CISO → CIO → CEO. There are
currently six people in the AST’s satellite, referred to as “S-SDLC Risk Managers.” The AST and
Risk Managers support 850 developers in creating, acquiring, and maintaining a portfolio of 250
applications. FakeFirm uses a spreadsheet to track the software portfolio and the inventory is
currently incomplete.

http://bsimm.com


FakeFirm has centralized the AST in a corporate group outside the various business units. The
AST embodies its high-level approach to software security governance in a documented secure
SDLC with two software security gates, one at beginning of the SDLC to establish testing
expectations and one at the end of the SDLC to do testing. However, adherence to the gates is
voluntary at this time. The AST supplements the secure SDLC with policies and standards, including
some secure coding standards. It works directly with Legal, Risk, and Compliance groups to ensure
the FakeFirm also meets privacy and compliance objectives related to software. It also works with IT
to specify and maintain operating system, server, and device security controls. New developers,
testers, and architects receive software security training via a brief in-person session during
onboarding. The AST does outreach to executives and other groups, but only through informal
meetings and data sharing.

The AST works directly with engineering teams to discover software security defects through
architecture analysis, penetration testing, and static analysis. While the AST manages these efforts
centrally, much of the labor is out-sourced. The AST usually enhances such testing by taking
advantage of attack intelligence. Processes ensure most security defects receive an assigned a
severity level and the AST tracks those security defects scheduled for remediation.

Other important SSI characteristics include:

• A relatively mature static source code analysis process that uses customized rules

• A mature process to capture information about attacks against FakeFirm software and create
developer training

• Black-box security testing for Web applications embedded in the quality assurance process,
helping to ensure security defects are caught during the development cycle

• Service-level agreement boilerplate for software security responsibilities, but limited use in
vendor contracts

• Data classification that is informal and effectively equates to “everything is important”

From FakeFirm’s software security efforts summarized above, Cigital observed 37 BSIMM
activities in this assessment. Figure F.2 shows in dark gray (blue in eBook) the distribution of the
observed activities across the 12 SSF practices, normalized to a 100% scale. For example, if we
observed half of the activities in a given practice, the chart would display that as 50%. To allow for
comparison, the light gray (orange in eBook) area shows the normalized averages for the entire
BSIMM6 participant pool.



Figure F.2 Normalized Percentage of Activities Observed in each BSIMM Practice (Spider)

To aid in visualization, Figure F.3 below shows the same data, but as a bar chart.



Figure F.3 Normalized Percentage of Activities Observed in each BSIMM Practice (Bar)

Recall that the SSF shown in Figure F.1 above forms the BSIMM foundation. The SSF comprises
12 practices, each of which contains several BSIMM activities, for a total of 112. After a BSIMM
assessment, we create a scorecard showing the number of activities observed out of 112 (37 for this
assessment). To allow comparisons, Figure F.4 shows the distribution of scores for the 78 firms in the
BSIMM6 data pool along with the average age of the SSIs in each group.



Figure F.4 BSIMM6 Assessment Score Distribution

From a planning perspective, our experience shows that it is better to have a well-rounded effort
distributed across the SSF practices. It is also important to remember that we have never observed all
112 activities in a single firm and such a feat is probably not a reasonable goal. A firm should always
base activity selection—resource allocation in the SSI—on actual need.

While a BSIMM assessment provides an unbiased inventory of the software security activities
underway, this targeted review alone cannot provide a complete measurement of SSI sufficiency or
effectiveness. That requires additional data and analysis.

In the following sections, Cigital provides additional representations of FakeFirm’s BSIMM
assessment results. FakeFirm can use these results and accompanying recommendations to guide SSI
improvements.

2 Data Gathering

A BSIMM assessment objectively creates a scorecard depicting current software security activity,
thereby facilitating internal analysis, decision support, and budgeting. To gather this information,
Cigital conducts interviews to get a detailed understanding of FakeFirm’s approach to and execution
of its SSI. Cigital may also review artifacts that explain important software security processes. Cigital
then analyzes the resulting data to give credit in a BSIMM scorecard for each software security
activity observed out of 112.

Typically, we conduct our primary interviews with the SSG owner and one or more of his or her
direct reports. We usually follow this with interviews of others directly involved in planning,
instantiating, or executing the SSI. These individuals may be in any of several roles, including SSG



executive sponsor, business analysis, architecture, development, testing, operations, audit, risk, and
compliance.

For this BSIMM assessment, Cigital interviewed the following individuals:

• Person, CIO

• Person, CISO and SSG Leader

• Person, SSG member

• Person, SSG member

• Person, SSG member

• Person, Security Architecture Head

• Person, Security Operations Head

• Person, Quality Assurance Head

• Person, Mobile Development Head

• Person, Web Development Head

• Person, Risk, and Compliance

3 High-Water Mark

As seen in Appendix B: BSIMM Activities, each of the 112 BSIMM6 activities is assigned a level of
1, 2, or 3. Cigital used interview data to create a scorecard and then chart the highest level
activity—the “high-water mark”—observed in each of the twelve BSIMM practices. We assign the
high-water mark with a very simple algorithm. If we observed a level 3 activity in a given practice,
we assign a “3” without regard for whether level 2 or 1 activities were also observed. We assigned a
high-water mark of 2, 1, or 0 similarly.

Figure F.5 below compares FakeFirm high-water marks with the average high-water marks for the
BSIMM6 participant pool. Because the spider diagram shows only a single data point per practice, it
is a very low-resolution view of software security effort. However, this view provides useful
comparisons between firms, between business units, and within the same firm over time.



Figure F.5 High-Water Mark per Practice Compared to Average of 78 BSIMM6 Firms

Compared to the average high-water marks of all BSIMM6 participants, FakeFirm marks appear
above the average in Training, Attack Models, Architecture Analysis, Code Review, and Penetration
Testing. FakeFirm marks appear near the average in Compliance & Policy, Standards &
Requirements, Security Testing, Software Environment, and Configuration Management &
Vulnerability Management. FakeFirm marks appear below the average in Strategy & Metrics and in
Security Features & Design.



4 BSIMM Practices

Recall that the spider diagram in Figure F.5 above shows only the high-water mark level reached in
each BSIMM practice. While useful for comparing groups or visualizing change over time,
performing a single high-level activity in a practice—and few or no other activities—skews the
spider diagram such that it may not accurately reflect true effort within a given practice.

To overcome this and facilitate additional analysis, the two diagrams below provide a higher
resolution view of the 37 BSIMM6 activities observed at FakeFirm. This type of diagram makes
evident the “activity density” by showing the observed activities segregated vertically into their
respective practices and then horizontally into their respective levels.

Figure F.6 below facilitates analysis by practice to clarify where Cigital may have observed
higher-level activities with few or no associated lower-level activities. From a vertical practice
perspective, FakeFirm achieved a high-water mark of “3” in two practices: Code Review and
Penetration Testing. In Penetration Testing, we also observed a majority of lower level activities,
indicating practice maturity, but we did not observe such a majority of lower level activities in Code
Review. Similarly, FakeFirm achieved a high-water mark of “2” in eight practices and here we
observed a majority of lower level activities in four practices, with Training, Attack Models,
Software Environment, and Configuration Management & Vulnerability Management being the
exceptions. We observed a majority of activities in one of the two practices where FakeFirm achieved
a high-water mark of “1,” with Security Features & Design being the exception.



Figure F.6 Activities Observed per Practice

Figure F.7 below facilitates analysis by level to highlight where the current SSI does not include
foundational level 1 activities. From a horizontal software security foundation perspective, we
observed activities in all practices at level 1, but we did not observe a majority of level 1 activities in
Training, Attack Models, Security Features & Design, Software Environment, and Configuration



Management & Vulnerability Management. We observed level 2 activities in nine of 12 practices;
however, we observed only a single level 2 activity in nearly every practice, with Standards &
Requirements being the exception. For the two practices where we observed a level 3 activity, each
has a single observation.





Figure F.7 Activities Observed per Level

To facilitate an additional level of analysis, Cigital provides below the assessment scorecard
containing data on each of the activities observed as well as comparable observation data from other
firms.

5 BSIMM Scorecard

Figure F.8 below provides detailed information about FakeFirm’s SSI. Primarily, it lists in the four
columns marked “FakeFirm” the 37 activities Cigital observed during this assessment. In the
“BSIMM6 Firms” columns, the scorecard provides the count of firms (out of 78) in which Cigital
observed each activity. See the table on the following page for more explanation. In addition, see
Appendix B: BSIMM Activities for the short name associated with each BSIMM activity (e.g.,
SM1.3 is “Educate executives”).



Figure F.8 BSIMM Scorecard with Earth Data



The following is an explanation of the scorecard shown in Figure F.8 above:



It is important to remember that this scorecard represents Cigital’s observations specific to
software security activity as measured by the BSIMM. Observation—or the lack of observation—of a
given activity is inherently neither good nor bad. Judging sufficiency and effectiveness for the
activities observed requires a deeper analysis of FakeFirm’s business objectives, processes, and
software. Results of such an analysis can form a cornerstone for strategic broadening and deepening
of the current SSI.

6 Comparison within Vertical

Figure F.9 below summarizes the level reached by FakeFirm in each practice and compares it to the
subset of BSIMM6 participants in the financial industry (FI) vertical.



Figure F.9 High-Water Mark per Practice Compared to Participants in a Vertical

Compared to the average high-water marks of all current financial industry BSIMM6 participants,
FakeFirm marks appear above the average in Training, Attack Models, Architecture Analysis, Code
Review, Security Testing, Penetration Testing, and Software Environment. FakeFirm marks appear
near the average in Compliance & Policy, Standards & Requirements, and Configuration
Management & Vulnerability Management. FakeFirm marks appear below the average in Strategy &
Metrics and Security Features & Design.



Compared to the averages shown in Figure F.5 above for the entire BSIMM data pool, the most
significant changes are in Strategy & Metrics, Compliance & Policy, Training, and Standards &
Requirements, where the high-water mark average is higher amongst FIs than for the entire data pool
(BSIMM Earth), and Software Environment, where the average is lower.

Figure F.10 below provides detailed information about FakeFirm’s SSI. Primarily, it lists in the
four columns marked “FakeFirm” the 37 activities Cigital observed during this assessment. In the
“BSIMM6 FI” columns, the scorecard provides the count of financial firms (out of 33) in which
Cigital observed each activity.



Figure F.10 BSIMM Scorecard with Vertical Data



The following is an explanation of the scorecard shown in Figure F.10 above:



7 Conclusion

FakeFirm is performing the single most important activity related to improving software security: it
has a dedicated software security group that can get resources and drive organizational change.

Compared to the average high-water marks of all BSIMM6 participants, FakeFirm marks appear
above the average in Training, Attack Models, Architecture Analysis, Code Review, and Penetration
Testing. FakeFirm marks appear near the average in Compliance & Policy, Standards &
Requirements, Security Testing, Software Environment, and Configuration Management &
Vulnerability Management. FakeFirm marks appear below the average in Strategy & Metrics and in
Security Features & Design.

From a vertical practice perspective, FakeFirm achieved a high-water mark of “3” in two
practices: Code Review and Penetration Testing. In Penetration Testing, we also observed a majority
of lower level activities, indicating true practice maturity, but we did not observe such a majority of



lower level activities in Code Review. Similarly, FakeFirm achieved a high-water mark of “2” in
eight practices and here we observed a majority of lower level activities in four practices, with
Training, Attack Models, Software Environment, and Configuration Management & Vulnerability
Management being the exceptions. We observed a majority of activities in one of the two practices
where FakeFirm achieved a high-water mark of “1,” with Security Features & Design being the
exception.

From a horizontal software security foundation perspective, we observed activities in all practices
at level 1, but we did not observe a majority of level 1 activities in Training, Attack Models, Security
Features & Design, Software Environment, and Configuration Management & Vulnerability
Management. We observed level 2 activities in nine of 12 practices; however, we observed only a
single level 2 activity in nearly every practice, with Standards & Requirements being the exception.
For the two practices where we observed a level 3 activity, each has a single observation.

Using the BSIMM assessment data, FakeFirm might choose one or more of the following to
broaden and deepen its SSI:

• Determine whether it is appropriate to begin doing the remaining four activities (those marked
with slashes in Figure F.8) from the 12 common activities.

• Perform a more complete risk, compliance, and needs analysis for the SSI. These results of
such an analysis can drive the larger strategy for comprehensive top-down enhancements.

• Perform a software security business process analysis focusing on sufficiency, efficiency, and
maturity. The results of such an analysis can drive tactical changes that increase effectiveness
and reduce cost.

• Commission a detailed analysis of a set of SDLC artifacts, such as the requirements, design,
code, and deployed module for one or more critical applications. Determining the root causes
(e.g., lack of a given BSIMM activity) for the software security defects discovered can drive
targeted bottom-up SSI enhancements.

Independent of the general choices above and based on our experience in similar environments,
we recommend FakeFirm consider the following when choosing its next set of SSI improvements.

• Secure SDLC—FakeFirm has created an SDLC overlay that includes two security gates, one
for “Permit to Build” and one for “Permit to Deploy.” However, the SSG is not involved in all
development projects. In addition, the software security gates are voluntary even in large,
critical projects. Over the next 12 months, FakeFirm should institute process improvements
that ensure the SSG is aware of all development and software acquisition projects worldwide.
At the same time, FakeFirm should phase in mandatory compliance with various aspects of
the SDLC security gates. For example, mandatory remediation of critical security defects
within a given timeframe could be required immediately, while phasing in remediation of high
and medium security defects over a period of months. Similarly, static analysis and
penetration testing should quickly become mandatory for all critical applications, and should
become mandatory for all applications over the next 12-18 months.

• Inventory—FakeFirm does not have a robust inventory of applications, PII, or open source
software. Ensuring all software flows appropriately through various SDLC gates becomes
complicated when the inventory is unknown. Without a data classification scheme,
prioritizing projects and making a PII inventory is effectively impossible. FakeFirm should
immediately begin an inventory initiative that accounts for all applications in the SSG’s
purview, ensures each application receives a criticality rating, and associates each application
with the levels of data levels. Over the next 12 months, expand the inventory to include the



open source used and the current security status for each application. In addition, begin
including software security waiver information for each application.

• Training—FakeFirm has a small amount of software security training that it uses to improve
awareness. However, FakeFirm provides the training only in person, only to developers, and
only at onboarding time. Over the next six months, FakeFirm should begin providing on-
demand, role-based software security training to all roles involved in the SDLC. This will
increase global awareness and increase technical skill in the major engineering roles such as
requirements analysis, architecture, development, and testing. FakeFirm should also
investigate the opportunity to provide training in the developer environment using IDE-based
tools.

In our experience, it is better to have a well-rounded effort distributed across the SSF practices
than to focus on a small number of practices. It is also important to remember that we have never
observed all 112 activities in a single firm and such a feat is probably not a reasonable goal. A firm
should always base activity selection—that is, resource allocation in the SSI—on actual need.

Appendix A: BSIMM Background

Where did BSIMM come from? The Building Security In Maturity Model (BSIMM) is the result of
a multi-year study of real-world software security initiatives. We present the model as built directly
out of data observed in 78 software security initiatives from firms including: Adobe, Aetna, ANDA,
Autodesk, Bank of America, Black Knight Financial Services, BMO Financial Group, Box, Capital
One, Cisco, Citigroup, Comerica, Cryptography Research, Depository Trust and Clearing
Corporation, Elavon, EMC, Epsilon, Experian, Fannie Mae, Fidelity, F-Secure, HP Fortify, HSBC,
Intel Security, JPMorgan Chase & Co., Lenovo, LinkedIn, Marks & Spencer, McKesson, NetApp,
NetSuite, Neustar, Nokia, NVIDIA, PayPal, Pearson Learning Technologies, Qualcomm, Rackspace,
Salesforce, Siemens, Sony Mobile, Symantec, The Advisory Board, The Home Depot, Trainline,
TomTom, U.S. Bank, Vanguard, Visa, VMware, Wells Fargo, and Zephyr Health.

By quantifying the practices of many different organizations, we can describe the common ground
they share as well as the variation that makes each unique. Our aim is to help the wider software
security community plan, carry out, and measure initiatives of their own. The BSIMM is not a “how
to” guide, nor is it a one-size-fits-all prescription. Instead, the BSIMM is a reflection of the software
security state of the art.

We recorded observations from these firms using our Software Security Framework (SSF, see
Figure F.1) as the basis for our interviews. The SSF comprises four domains and 12 practices.

• In the governance domain, the strategy and metrics practice encompasses planning, assigning
roles and responsibilities, identifying software security goals, determining budgets, and
identifying metrics and gates. The compliance and policy practice focuses on identifying
controls for compliance regimens such as PCI DSS and HIPAA, developing contractual
controls such as service level agreements to help control COTS and out-sourced software risk,
setting organizational software security policy, and auditing against that policy. Training has
always played a critical role in software security because software developers and architects
often start with very little security knowledge.

• The intelligence domain creates organization-wide resources. Those resources are divided into
three practices. Attack models capture information used to think like an attacker: threat
modeling, abuse case development and refinement, data classification, and technology-
specific attack patterns. The security features and design practice is charged with creating



usable security patterns for major security controls (meeting the standards defined in the next
practice), building middleware frameworks for those controls, and creating and publishing
other proactive security guidance. The standards and requirements practice involves eliciting
explicit security requirements from the organization, determining which COTS to
recommend, building standards for major security controls (such as authentication, input
validation, and so on), creating security standards for technologies in use, and creating a
standards review board.

• The SSDL Touchpoints domain is probably the most familiar of the four. This domain
includes the essential software security best practices integrated into the SDLC. Two
important software security capabilities are architecture analysis and code review.
Architecture analysis encompasses capturing software architecture in concise diagrams,
applying lists of risks and threats, adopting a process for review (such as STRIDE or
Architectural Risk Analysis), and building an assessment and remediation plan for the
organization. The code review practice includes use of code review tools, development of
tailored rules, customized profiles for tool use by different roles (for example, developers
versus auditors), manual analysis, and tracking/measuring results. The security testing
practice is concerned with pre-release testing including integrating security into standard
quality assurance processes. The practice includes use of black box security tools (including
fuzz testing) as a smoke test in QA, risk-driven white box testing, application of the attack
model, and code coverage analysis. Security testing focuses on vulnerabilities in construction.

• By contrast, in the deployment domain, the penetration testing practice involves more standard
outside—in testing of the sort carried out by security specialists. Penetration testing focuses
on vulnerabilities in final configuration, and provides direct feeds to defect management and
mitigation. The software environment practice concerns itself with OS and platform patching,
web application firewalls, installation and configuration documentation, application
monitoring, change management, and ultimately code signing. Finally, the configuration
management and vulnerability management practice concerns itself with patching and
updating applications, version control, defect tracking and remediation, and incident handling.

What is the BSIMM’s purpose? The BSIMM quantifies the activities carried out by real
software security initiatives. Because these initiatives make use of different methodologies and
different terminology, the BSIMM requires a framework that allows us to describe all of the
initiatives in a uniform way. Our Software Security Framework (SSF) and activity descriptions
provide a common vocabulary for explaining the salient elements of a software security initiative,
thereby allowing us to compare initiatives that use different terms, operate at different scales, exist in
different vertical markets, or create different work products.

We classify our work as a maturity model because improving software security almost always
means changing the way an organization works—something that doesn’t happen overnight. We
understand that not all organizations need to achieve the same security goals, but we believe all
organizations can benefit from using the same measuring stick.

We created the BSIMM in order to learn how software security initiatives work and to provide a
resource for people looking to create or improve their own software security initiative. In general,
every firm creates their software security initiative with some high-level goals in mind. The BSIMM
is appropriate if your business goals for software security include:

• Informed risk management decisions

• Clarity on what is “the right thing to do” for everyone involved in software security



• Cost reduction through standard, repeatable processes

• Improved code quality

By clearly noting objectives and by tracking practices with metrics tailored to your own initiative,
you can use the BSIMM as a measurement tool to guide your own software security initiative.

Why do you call it BSIMM6? BSIMM is an “observational” model for which we started
gathering data in 2008. That is, it is a descriptive model rather than a prescriptive model. BSIMM
does not tell you what you should do; rather, it tells you what the BSIMM community is doing. Put
another way, BSIMM is not a set of “best practices” as defined by some committee for some generic
problem. Rather, BSIMM is a set of “actual practices” being performed on a daily basis by forward-
thinking firms. We update the model approximately every year and BSIMM6 is the sixth such update.

What new terminology have you introduced? Nomenclature has always been a problem in
computer security, and software security is no exception. A number of BSIMM terms have particular
meanings for us and here are some of the most important:

• Activity—Actions carried out or facilitated by the SSG as part of a practice. We divide
activities into three levels. Each activity is directly associated with an objective.

• Domain—One of the four major groupings in the Software Security Framework. The domains
are governance, intelligence, SSDL touchpoints, and deployment.

• Practice—One of the twelve categories of BSIMM activities. Each domain in the Software
Security Framework has three practices. Activities in each practice are divided into three
levels corresponding to maturity.

• Satellite—A group of interested and engaged developers, architects, software managers, and
testers who have a natural affinity for software security and are organized and leveraged by a
software security initiative.

• Secure Software Development Lifecycle (SSDL)—Any SDLC with integrated software
security checkpoints and activities.

• Security Development Lifecycle (SDL)—A term used by Microsoft to describe their Secure
Software Development Lifecycle.

• Software Security Framework (SSF)—The basic structure underlying the BSIMM, comprising
twelve practices divided into four domains.

• Software Security Group (SSG)—The internal group charged with carrying out and
facilitating software security. We have observed that step one of a software security initiative
is forming an SSG.

• Software Security Initiative—An organization-wide program to instill, measure, manage, and
evolve software security activities in a coordinated fashion. Also known in the literature as an
Enterprise Software Security Program (see Chapter 10 of the book, Software Security).

How should I use the BSIMM? The BSIMM is a measuring stick for software security. The best
way to use the BSIMM is to compare and contrast your own initiative with the data we present. You
can then identify goals and objectives of your own and look to the BSIMM to determine which
further activities make sense for you.

The BSIMM data show that high maturity initiatives are well rounded—carrying out numerous
activities in all twelve of the practices described by the model. The model also describes how mature
software security initiatives evolve, change, and improve over time.



Instilling software security into an organization takes careful planning and always involves broad
organizational change. By using the BSIMM as a guide for your own software security initiative, you
can leverage the many years of experience captured in the model. You should tailor the
implementation of the activities the BSIMM describes to your own organization (carefully
considering your objectives). Note that no organization carries out all of the activities described in the
BSIMM.

The following are the most common uses for the BSIMM:

• As a measuring stick to facilitate apples-to-apples comparisons between firms, business units,
vertical markets, and so on

• As a way to measure an initiative’s improvement over time

• As a way to objectively gather data on current software security activity and use it to drive
budgets and change

• As a way to understand software security maturity in vendors, business partners, acquisitions,
and so on

• As a way to understand how the software security discipline is evolving worldwide

• As a way to become part of a private community that discusses issues and solutions

Who should use the BSIMM? The BSIMM is appropriate for anyone responsible for creating
and executing a software security initiative. We have observed that successful software security
initiatives are usually run by senior executives who report to the highest levels in an organization.
These executives lead an internal group that we call the Software Security Group (SSG), charged
with directly executing or facilitating the activities described in the BSIMM. We wrote the BSIMM
with the SSI and SSG leadership in mind.

How do I construct a software security initiative? Of primary interest is identifying and
empowering a senior executive to manage operations, garner resources, and provide political cover
for a software security initiative. Grassroots approaches to software security sparked and led solely
by developers and their direct managers have a poor record of accomplishment in the real world.
Likewise, initiatives spearheaded by resources from an existing network security group often run into
serious trouble when it comes time to interface with development groups. By identifying a senior
executive and putting him or her in charge of software security directly, you address two management
101 concerns—accountability and empowerment. You also create a place in the organization where
software security can take root and begin to thrive.

The second most important role in a software security initiative after the senior executive is that of
the Software Security Group. Every single one of the 78 programs we describe in the BSIMM has an
SSG. Successfully carrying out the activities in the BSIMM successfully without an SSG is very
unlikely (and we haven’t observed this in the field), so create an SSG as you start working to adopt
the BSIMM activities. The best SSG members are software security people, but software security
people are often impossible to find. If you must create software security types from scratch, start with
developers and teach them about security.

Though no two of the 78 firms we examined had exactly the same SSG structure (suggesting that
there is no one set way to structure an SSG), we did observe some commonalities that are worth
mentioning. At the highest level of organization, SSGs come in three major flavors: those organized
according to technical SDLC duties, those organized by operational duties, and those organized
according to internal business units. Some SSGs are highly distributed across a firm, and others are
very centralized and policy-oriented. If we look across all of the SSGs in our study, there are several



common “subgroups” that are often observed: people dedicated to policy, strategy, and metrics;
internal “services” groups that (often separately) cover tools, penetration testing, and middleware
development plus shepherding; incident response groups; groups responsible for training
development and delivery; externally-facing marketing and communications groups; and, vendor-
control groups.

Of course, all other stakeholders also play important roles. These include:

• Builders, including developers, architects, and their managers must practice security
engineering, ensuring that the systems that we build are defensible and not riddled with holes.
The SSG will interact directly with builders when they carry out the activities described in the
BSIMM. As an organization matures, the SSG usually attempts to empower builders so that
they can carry out most of the BSIMM activities themselves with the SSG helping in special
cases and providing oversight. In this version of the BSIMM, we often don’t explicitly point
out whether a given activity is to be carried out by the SSG or by developers or by testers,
although in some cases we do attempt to clarify responsibilities in the goals associated with
activity levels within practices. You should come up with an approach that makes sense for
your organization and takes into account workload and your software lifecycle.

• Testers concerned with routine testing and verification should do what they can to keep a
weather eye out for security problems. Some of the BSIMM activities in the Security Testing
practice can be carried out directly by QA.

• Operations people must continue to design reasonable networks, defend them, and keep them
up. As you will see in the Deployment domain of the SSF, software security does not end
when software is shipped, deployed, or otherwise made available to clients and partners.

• Administrators must understand the distributed nature of modern systems and begin to
practice the principle of least privilege, especially when it comes to applications they host or
attach to as services in the cloud.

• Executives and middle management, including Line of Business owners and Product
Managers, must understand how early investment in security design and security analysis
affects the degree to which users will trust their products. Business requirements should
explicitly address security needs. Any sizeable business today depends on software to work.
Software security is a business necessity.

• Vendors, including those who supply COTS, custom software, and software-as-a-service, are
increasingly subjected to SLAs and reviews (such as vBSIMM) that help ensure products are
the result of a secure SDLC.

Am I now part of a BSIMM group? The firms participating in the BSIMM Project make up the
BSIMM Community. A moderated private mailing list allows participating SSG leaders to discuss
solutions with those who face the same issues, discuss strategy with someone who has already
addressed an issue, seek out mentors from those are farther along a career path, and band together to
solve hard problems.

The BSIMM Community also hosts annual private conferences where representatives from each
firm gather in an off-the-record forum to discuss software security initiatives.

The BSIMM website (http://bsimm.com) includes a credentialed BSIMM Community section
where we post some information from the conferences, working groups, and mailing list-initiated
studies.

http://bsimm.com


Appendix B: BSIMM Activities

This appendix contains a summary table of activities for each of the 12 BSIMM practices.

The assigned levels are also embedded in the activity numeric identifiers (e.g., SM“2”.1 is a
Strategy & Metrics activity at level 2). For more detail on each activity, read the BSIMM document
at https://www.bsimm.com/download/ (registration not required). Level assignment for each activity
stems from its frequency of occurrence in the BSIMM data pool. The most frequently observed
activities are generally in level 1, while those activities observed infrequently are in level 3. Changes

https://www.bsimm.com/download/


in the BSIMM data pool over time may result in promoting or demoting activities to other levels,
such as promoting from level 2 to level 3 or demoting from level 2 to level 1.

When an activity moves to a new level, it receives a new numeric identifier and its previous
identifier is retired. For example, if XX2.2 is promoted to level 3, XX2.2 is not reused later.

Each BSIMM activity is unique. There are no cases where, for example, one activity requires the
SSG to do something to 80% of the portfolio and another activity requires the SSG to do the same
thing to a larger percentage of the portfolio. Therefore, regardless of the total effort expended,
focusing on only one or two activities in a practice will not improve the total BSIMM score because
we aren’t observing any additional activities.

As we observe new software security activities in the field, they become candidates for inclusion
in the model. If we observe a candidate activity not yet in the model, we determine based on
previously captured data and BSIMM mailing list queries how many firms probably carry out that
activity. If the answer is multiple firms, we take a closer look at the proposed activity and figure out
how it fits with the existing model. If the answer is only one firm, we table the candidate activity as
too specialized. Furthermore, if the candidate activity replicates an existing activity or simply refines
an existing activity, we drop it from consideration. If several firms carry out the activity today and the
activity is not simply a refinement of an existing activity, we will consider it for inclusion in the next
BSIMM release.

The list below provides all changes to the BSIMM model since inception:

From BSIMM to BSIMM2, we made the following changes:

• T2.3 Require annual refresher became T3.4

• CR1.3 was removed from the model

• CR2.1 Use automated tools along with manual review became CR1.4

• SE2.1 Use code protection became SE3.2

• SE3.1 Use code signing became SE2.4

From BSIMM2 to BSIMM3, we made the following changes:

• SM1.5 Identify metrics and drive initiative budgets with them became SM2.5

• SM2.4 Require security sign-off became SM1.6

• AM2.3 Gather attack intelligence became AM1.5

• ST2.2 Allow declarative security/security features to drive tests became ST1.3

• PT2.1 Use pen testing tools internally became PT1.3

From BSIMM3 to BSIMM4, we made the following changes:

• T2.1 Role-based curriculum became T1.5

• T2.2 Company history in training became T1.6

• T2.4 On-demand CBT became T1.7

• T1.2 Security resources in onboarding became T2.6

• T1.4 Identify satellite with training became T2.7

• T1.3 Office hours became T3.5

• AM2.4 Build internal forum to discuss attacks became AM1.6

• CR2.3 Make code review mandatory became CR1.5



• CR2.4 Use centralized reporting became CR1.6

• ST1.2 Share security results with QA became ST2.4

• SE2.3 Use application behavior monitoring and diagnostics became SE3.3

• CR3.4 Automate malicious code detection added to model

• CMVM3.3 Simulate software crisis added to model

From BSIMM4 to BSIMM-V, we made the following changes:

• SFD2.3 Find and publish mature design patterns from the organization became SFD3.3

• SR2.1 Communicate standards to vendors became SR3.2

• CR3.1 Use automated tools with tailored rules became CR2.6

• ST2.3 Begin to build and apply adversarial security tests (abuse cases) became ST3.5

• CMVM3.4 Operate a bug bounty program added to model

From BSIMM-V to BSIMM6, we made the following changes:

• SM1.6 Require security sign-off became SM2.6

• SR1.4 Create secure coding standards became SR2.6

• ST3.1 Include security tests in QA automation became ST2.5

• ST3.2 Perform fuzz testing customized to application APIs became ST2.6

On the following pages are tables showing the activities included in each BSIMM6 practice.











About Cigital

Cigital is one of the world’s largest application security firms. We go beyond traditional testing
services to help organizations find, fix, and prevent vulnerabilities in the applications that power their
business. Our holistic approach to application security offers a balance of managed services,
professional services, and products tailored to fit your specific needs. We don’t stop when the test is
over. Our experts also provide remediation guidance, program design services, and training that
empower you to build and maintain secure applications.

Our proactive methods helps clients reduce costs, speed time to market, improve agility to respond
to changing business pressures and threats, and focus resources where they are needed most. Cigital’s
managed services maximize client flexibility, while reducing operational friction and cost. Cigital
gives organizations of any size access to the scale, security expertise, and practices needed to build a
successful software security initiative.

Cigital is headquartered near Washington, D.C. with regional offices in the U.S., London, and
India.

For more information, visit us at www.Cigital.com

http://www.cigital.com


Appendix G. Measures from Lifecycle Activities, Security
Resources, and Software Assurance Principles

Measures are selected to provide justification that the steps performed to build a software system or
product sufficiently address software assurance. Sampling from each lifecycle phase is one approach
to determine that expectations are being met. Table G.1 provides examples for these measurements.
Interviews with resources responsible for addressing security can provide evidence and example
questions to solicit useful data are listed in Table G.2.

Table G.1 Examples of Lifecycle-Phase Measures





Table G.2 Prototype Set of Questions for Software Security1

1. From Integrated Measurement and Analysis Framework for Software Security [Alberts 2010].

Confirmation that the principles for software assurance are appropriately addressed through
security activities in the lifecycle can be verified using Table G.3. In addition, the principles can
indicate measures that could be collected to provide evidence that a lifecycle is appropriately
addressing software assurance (Table G.4).





Table G.3 Mapping Between Security Risk Focus Areas and Principles for Software Security2

2. From “Principles and Measurement Models for Software Assurance” [Mead 2013b].







Table G.4 The Seven Principles of Evidence3

3. From Common Weakness Enumeration: A Community-Developed Dictionary of Software Weakness Types
[MITRE 2014].
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