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Preface

This research book aims to provide the reader with a selection of high-quality papers
devoted to current progress and recent advances in the now mature field of Artificial
Neural Networks (ANN). Not only relatively novel models or modifications of current
ones are presented, but many aspects of interest related to their architecture and de-
sign are proposed, which include the data selection and preparation step, the feature
extraction phase, and the pattern recognition procedures.

This volume focuses on a number of advances topically subdivided in Chapters. In
particular, in addition to a group of Chapters devoted to the aforementioned topics spe-
cialized in the field of intelligent behaving systems using paradigms that can imitate
human brain, three Chapters of the book are devoted to the development of automatic
systems capable to detect emotional expression and support users’ psychological well-
being, the realization of neural circuitry based on “memristors”, and the development
of ANN applications to interesting real-world scenarios.

This book easily fits in the related Series, like an edited volume, containing a col-
lection of contributes from experts, and it is the result of a collective effort of authors
jointly sharing the activities of SIREN Society, the Italian Society of Neural Networks.

May 2015 Anna Esposito
Simone Bassis

Francesco Carlo Morabito
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Recent Advances of Neural Networks Models  
and Applications: An Introduction 

Anna Esposito1, Simone Bassis2, and Francesco Carlo Morabito3 
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Abstract. Recently, increasing attention has been paid to the development of 
approximate algorithms for equipping machines with an automaton level of 
intelligence. The aim is to permit the implementation of intelligent behaving 
systems able to perform tasks which are just a human prerogative. In this 
context, neural network models have been privileged, thanks to the claim that 
their intrinsic paradigm can imitate the functioning of the human brain. 
Nevertheless, there are three important issues that must be accounted for the 
implementation of a neural network based autonomous system performing an 
automaton human intelligent behavior. The first one is related to the collection 
of an appropriate database for training and evaluating the system performance. 
The second issue is the adoption of an appropriate machine representation of 
the data which implies the selection of suitable data features for the problem at 
hand. Finally, the choice of the classification scheme can impact on the 
achieved results. This introductive chapter summarizes the efforts that have 
been made in the field of neural network models along the abovementioned 
research directions through the contents of the chapters included in this book.  

Keywords: Neural network models, behaving systems, feature selection, big 
data collection. 

1 Introduction 

Human-machine based applications turn out to be increasingly involved in our 
personal, professional and social life. In this context, human expectations and 
requirements become more and more highly structured, up to the desire to exploit 
them in most environments, in order to decrease human workloads and errors, as well 
as to be able to interact with them in a natural way. Along these directions, neural 
network models have been privileged because of their computational paradigm based 
on brain functioning and learning. However, it has soon become evident that, in order 
for machines to show autonomous behaviors, it would not suffice to exploit human 
learning and functioning paradigms. There are issues related to database collection, 
feature selection and classification schema that must be accounted for in order to 
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obtain computational effectiveness and optimal performance. These issues are briefly 
discussed in Sections 2 to 4. Section 5 summarizes the contents of this book by 
grouping the received contributions into 5 different sections devoted to the use of 
neural networks for applications, new or improved models, pattern recognition, signal 
processing and special topics such as emotional expressions and daily cognitive 
functions, as well as bio-inspired networks memristor-based.  

2 The Data Issue 

In training and assessing neural networks as a paradigm for complex systems to show 
autonomous behaviors, the first issue that arises is the appropriateness of the data 
exploited for it. It has become evident that system performances strongly depend on 
the database used and the related complexity of the task. If the database is poor in 
reproducing the features of the task at hand, inaccurate inferences can be drawn, and 
the trained neural system cannot perform accurately on other similar data. Therefore, 
it is necessary to assess the database in order to ascertain if it reproduces a genuine 
setting of the real world environment it aims to describe. The questions that must then 
be raised in order to define the suitability of the data are:  

a) Have data been collected in a natural or artificial context? As an example, this 
can be necessary if the system must discriminate among genuine emotional 
speech or real world seismic signals, as opposed to acted emotional speech or 
synthetic signals [3,4,6];  

b) Are data equally balanced among the categories the system must discriminate? In 
this case, consider as an instance a speech recognition task. If gender is not an 
issue, then the data must be equally balanced between male and female subjects; 

c) Are data representative of the final application they are devoted to? This last 
question calls for the importance, in designing the database, of the actual task the 
system is designed for.  

3 Feature Selection 

This issue relates to the way the data are processed in order to extract from them 
suitable features efficiently describing the different categories among those the 
system must discriminate for the task at hand. The selection of features can be very 
hard and difficult depending on the task. An interesting example to describe this 
problem is to consider a speech emotional recognition task. In this case, the features 
selection task can be simple (as for a speaker dependent approach [17]) or very 
complex (if the task is speaker independent [3,4]) and even more in a noisy 
environment (as in the case of speech collected through phone calls [1,7]). The 
features selection procedure is strongly dependent on the data and the task, and its 
effectiveness relies on the knowledge the experimenter applies to understand data and 
identify features for them, as illustrated by Likforman-Sulem et al. in this volume and 
deeply explained in [14]. In addition, features from different sources can be combined 
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and fused, as it is tradition in the field of speech, where linguistic (such as language 
and word models [12]) and/or prosodic information (such as F0 contour [19]) and 
visual features (such as action units [13] are fused with acoustic features [8,20]. 
Automatic approach to feature selection can produce a huge amount of features [2] 
making hard the neural network training process. Of course, the relevance of this step 
is not limited to speech signal processing (see, for example, [21]). 

4 Classification Schema 

There are several classification schema proposed in literature for detection and 
classification tasks. The most exploited are Artificial Neural Networks (ANN) Gaussian 
Mixture Models (GMM), Hidden Markov Models (HMM), and Support Vector 
Machine (SVM) [9,10,18,22]. Advantage and drawbacks in their use have been 
reviewed recently in [11]. It is not the aim of this short chapter to go deep inside the 
problematics of the different classification schema. However, it is important to point out 
that they can be fused together in more complex models as reported in [15] or be 
complicated by sophisticated learning algorithms as those related to deep learning 
architectures, illustrated by Schuller in this volume and deeply explained in [5]. 

5 Contents of This Book 

For over twenty years, Neural Networks and Machine Learning (NN/ML) have been an 
area of continued growth. The need for a Computational (bioinspired) Intelligence has 
increased dramatically for various reasons in a number of research areas and application 
fields, spanning from Economic and Finance, to Health and Bioengineering, up to the 
industrial and entrepreneurial world. Besides the practical interest in these approaches, 
the progress in NN/ML derives from its interdisciplinary nature.  

This book is a follow-up of the scientific workshop on Neural Network held in 
Vietri sul Mare, Italy in May 15-16th 2014, as a continued tradition since its founder, 
Professor Eduardo Caianiello, thought to it as a way of exchanging information on 
worldwide activities on the field. The volume brings together the peer-reviewed 
contributions of the attendees: each paper is an extended version of the original 
submission (not elsewhere published) and the whole set of contributions has been 
collected as chapters of this book. It is worth emphasizing that the book provides a 
balance between the basics, evolution, and NN/ML applications.  

To this end, the content of the book is organized in six parts: four general sections 
are devoted to Neural Network Models, Signal Processing, Pattern Recognition, and 
Neural Network Applications; two sections focused on more specialized topics, 
namely, “Emotional Expression and Daily Cognitive Functions” and “Memristors and 
Complex Dynamics in Bio-inspired Networks”. 

This organization aims indeed at reflecting the wide interdisciplinarity of the field, 
which on the one hand is capable of motivating novel paradigms and relevant 
improvement on known paradigms, while, on the other hand, is largely accepted in 
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many applicative fields as an efficient and effective way to solve classification, 
detection, identification and related tasks.  

In Chapter 2 either novel ways to apply old learning paradigms or recent updates to 
new ones are proposed. To this aim the chapter includes six contributions respectively 
on Belief propagation in Normal Factor Graphs (proposed by Buonanno et al.), 
Genetic Embedding and NN regression (proposed by Panella et al.), Echo-State 
Networks and Pruning for Reservoir’s Neurons (proposed by Scardapane et al.), 
Functional Link (proposed by Comminiello et al.), Continuous-Time Spiking Neural 
Networks (proposed by Cristini et al.) and Online Spectral Clustering (proposed by 
Rovetta & Masulli). 

Chapter 3 presents interesting signal processing procedures and results obtained using 
either Neural Networks or Machine Learning techniques. In this context, section 1 
(proposed by Labate et al.) describes an Empirical Mode Decomposition (EMD) to 
diagnose brain diseases. The following section reports on the effects of artifact rejection 
and the complexity of EEG (Labate et al., 2015b). Section 3 (proposed by D’Auria et al.) 
describes the ability of Self-Organizing Maps to de-noise real world as well as synthetic 
seismic signals, explaining how a self-learning algorithm would be preferable in this 
context. The following two sections in this chapter focus respectively on the integration 
of audio and video clues for source localization (by Parisi et al.) and an integrated system 
based on Spiking Neural Networks known as NeuCube (by Capecci et al.) to model 
EEGs in Alzheimer Disease data. 

Chapter 3 main objective is to illustrate pattern recognition procedures defined 
through neural networks and machine learning algorithms. To this aim, Camastra et al. 
propose semantic graphs for document characterization, while Graph Neural Networks 
are used for web spam detection by Belahcen et al. Some complex network concepts, 
like hubs and communities, are proposed (by Mahmoud et al.) in financial applications. 
The last section of this chapter (proposed by Di Nardo et al.) presents a video-based 
access control by automatic license plate recognition. 

Chapter 4 is devoted to various applications of ML/NN. They span different research 
fields such as behavioral analysis in maritime environment (by Castaldo et al.), 
forecasting of domestic water and natural gas demand (by Fagiani et al.), referenceless 
thermometry (by Agnello et al.), risk assessment (by Cardin and Giove), fingerprint 
classification (by Vitello et al.), FEEM sustainable composite indicator (by Farnia and 
Giove); autonomous physical rehabilitation at home (by Borghese et al.) and building 
automation systems (by De March et al.). 

Chapter 5 is devoted to illustrate the contributions that were submitted to the 
workshop special session on emotional expressions and daily cognitive functions 
organized by Anna Esposito, Vincenzo Capuano and Gennaro Cordasco form the 
International Institute for Advanced Scientific Studies (IIASS) and the Second University 
of Napoli (Department of Psychology). The session intended to collect contributes on the 
current efforts of research for developing automatic systems capable to detect and 
support users’ psychological wellbeing. To this aim the proposed contributions were on 
behavioral emotional analysis and perceptual experiments aimed to the identification of 
cues for detecting healthy and/or non-healthy psychological/physical states such as stress, 
anxiety, and emotional disturbances, as well as cognitive declines from a social and 
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psychological perspective. These aspects are covered by the contributions proposed by 
Esposito et al., as well as, Maldonato and Dell’Orco, Matarazzo and Baldassarre, 
Baldassarre et al., Hristova and Grinberg, Senese et al, Gnisci et al., included in this 
volume. In addition, the special session was also devoted to show possible applications 
and algorithms, biometric and ICT technologies to design innovative and adaptive 
systems able to detect such behavioral cues as a multiple, theoretical, and technological 
investment. These aspects are covered by the sections proposed by Schuller, as well as, 
Likforman et al., and Faundez-Zanuy et al.  

Chapter 6 includes five papers on Memristive NN, a fast developing field for NN 
neurons and synapses implementation based on the original concept invented by Leon 
Chua, in 1971 [16]. They have been presented within the related session, organized by 
Fernando Corinto and Eros Pasero from the Polytechnic of Milano, Italy. Memristive 
systems are used for the synchronization of two Rossler oscillators (in Frasca et al.); 
for realizing an electrostatic loudspeaker (by Troiano et al.); for an analogic 
implementation of nonlinear networks in complex dynamic analysis (by Petrarca et 
al.); for high efficient learning with binary synapses circuitry (by Secco et al.); for 
quantum-inspired optimization techniques (by Fiaschè). 

The nature of an edited volume like this, containing a collection of contributions 
from experts that have been first presented and discussed at the WIRN 2014 
Workshop, and then developed in a full paper is quite different from a journal or a 
conference publication. Each work has been left the needed space to present the 
details of the proposed topic. The chapters of the volume have been organized in such 
a manner that the readers can easily seek for additional information from a vast 
number of cited references. It is our hope the book can contribute to the progress of 
NN/ML related methods and to their spread to many different fields, as it was in the 
original spirit of the SIREN (Italian Society of Neural Networks ‒ Società Italiana 
REti Neuroniche) Society. 
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Abstract. A Simulink Library for rapid prototyping of belief network
architectures using Forney-style Factor Graph is presented. Our approach
allows to draw complex architectures in a fairly easy way giving to the
user the high flexibility of Matlab-Simulink environment. In this frame-
work the user can perform rapid prototyping because belief propagation
is carried in a bi-directional data flow in the Simulink architecture. Re-
sults on learning a latent model for artificial characters recognition are
presented.

Keywords: Belief Propagation, Factor Graph, Pattern Recognition,
Machine Learning.

1 Introduction

Graphical models are a ”marriage between probability theory and graph the-
ory” [1] as they compactly encode complex distributions over a high-dimensional
space. When a problem can be formulated in the form of a graph, it is very ap-
pealing to study the variables involved as part of an interconnected system where
the reached equilibrium point is the solution. The similarities with the working
of the nervous system makes this paradigm even more fascinating [2]. Bayesian
inference on graphs, pioneered by Pearl [3], has become a very popular paradigm
for approaching many problems in different fields such as communication, signal
processing and artificial intelligence [4]. The Factor Graph is a particular type
of Graphical model and represents an interesting way to model the interaction
between stochastic variables. Following the formulation of Forney-style Factor
Graphs (FFG) [5] (or normal graphs), Bayesian graphs can be drawn as block
diagrams and probability distribution easily transformed and propagated. In this
paper we report the results of our work in which we have designed and imple-
mented a Simulink Library for quick prototyping of several network architectures
using the FFG paradigm.

In Section 2 we briefly review the Factor Graph paradigm introducing the
building blocks of our proposed Simulink Library. In Section 3 the two operating
modes are introduced. In Section 4 we present the application of this tool to an
artificial character recognition task.
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2 Simulink Factor Graph Library

Factor Graphs model the interaction among stochastic variables. In the FFG
approach there are blocks, variables and directed edges [5]. Even if edges have a
defined direction, probability flows in both directions (foward and backward) [4].
To associate to each stochastic variable two messages, we have used the built-in
Two-Way Connection block that in Simulink allows bidirectional signal flow. In
our Simulink implementation all the architectures can be built with just three
main functional blocks: Variable, Factor and Diverter (Figure 1) that will be
described in the folllowing. In our notation, we avoid the upper arrows [4] and
use explicit letters: b for backward and f for forward.

Fig. 1. Functional Blocks: (a) Variable, (b) Diverter, (c) Factor

2.1 Variable

For a variable X (Figure 1(a)) that takes values in the discrete alphabet
X = {x1, x2, ..., xMX}, forward and backward messages are in function form:

bX(xi), fX(xi), i = 1 : MX

and in vector form

bX = (bX(x1), bX(x2), ..., bX(xMX ))T

fX = (fX(x1), fX(x2), ..., fX(xMX ))T

All messages are proportional (∝) to discrete distributions and may be nor-
malized to sum to one. Comprehensive knowledge about X is contained in the
distribution pX obtained through the product rule (in function form):

pX(xi) ∝ fX(xi)bX(xi), i = 1 : MX

or pX ∝ fX � bX , in vector form, where � denotes the element-by-element
product.

Each message b, f or p in the data flow is an nT×M matrix with nT the num-
ber of realizations and M the variable cardinality. Two-way connection blocks
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allow the construction of a bi-directional data flow. The implementation for an
Internal Variable block is shown in Figure 2 where the forward message on the
port up (f b up) is transmitted on the port down (f b down) and conversely the
backward message on the port down is transmitted on the port up. All distribu-
tion flow can be saved to workspace.

Fig. 2. The implementation of the Internal Variable block. The icon in the library (a)
and its detailed scheme (b)

Similarly Figure 3 shows the detailed schemes of Source and Sink Variable blocks.

Fig. 3. The implementation of the Source Variable block and of the Sink Variable
block. The icon in the library (a,c) and its detailed scheme (b,d) respectively for the
Source and for the Sink

2.2 Diverter Block

The diverter block (Figure 1(b)) in the Bayesian model represents the equality
constraint with the variable X replicated D + 1 times. Messages for incom-
ing and outgoing branches carry different forward and backward information.
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Messages that leave the block are obtained as the product of the incoming ones
(in function form):

bX(0)(xi) ∝
D∏

j=1

bX(j)(xi)

fX(m) ∝ fX(0)(xi)

D∏

j=1,j �=m

bX(j)(xi), m = 1 : D, i = 1 : MX

In vector form:

bX(0) ∝ �D
j=1bX(j) ,

fX(m) ∝ fX(0) �D
j=1,j �=m bX(j) , m = 1 : D

Figure 4 shows the detailed scheme of our implementation of the Diverter Block.
Each port is connected to a variable in the network. After element-wise prod-
uct among variables each variable is returned after normalization to one (each
message is normalized to be a valid distribution).

Fig. 4. Simulink implementation of a Diverter Block with three ports. The icon in the
library (a) and its detailed scheme (b)

2.3 Factor Block

The factor block (Figure 1(c)) is the main block that represents the conditional
probability matrix of Y given X . More specifically if X takes values in the
discrete alphabet X = {x1, x2, ..., xMX} and Y in Y = {y1, y2, ..., yMY }, P (Y |X)
is the MX ×MY row-stochastic matrix:

P (Y |X) = [Pr{Y = yj|X = xi}]j=1:MY

i=1:MX
= [θij ]

j=1:MY

i=1:MX
= θ
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Outgoing messages are (in function form):

fY (y
j) ∝

MX∑

i=1

θijfX(xi), bX(xi) ∝
MY∑

j=1

θijbY (y
j)

In vector form:
fY ∝ P (Y |X)T fX , bX ∝ P (Y |X)bY

The above rules are rigorous translation of Bayes’ theorem and marginalization
(a complete review and proofs can be found in classical papers [4], [6]).

Figure 5 shows our implemention of the Factor Block with a Level2-MATLAB
S-Function that wraps the Maximum Likelihood (ML) algorithm described in
[7]. The system learns locally using nT realizations of the forward message of
variable X , the nT realizations of backward message of variable Y and an initial
value of matrix P . During learning, a new value of P is produced on each epoch
and nT realizations of backward message for variable X and forward message
for Y are sent to the adjacent blocks.

If the number of iteration is set to 0, the Block simply computes the nT
realizations of backward of variableX and the nT realizations of forward message
of variable Y (using the results in [8]).

Fig. 5. Simulink implementation of the Factor Block. The icon in the library (a) and
its detailed scheme (b) - During learning phase, given the initial value of Conditional
Probability Matrix (Hin), the bacward messages for variable Y , the forward messages
for variable X and the learning mask (L), a new value of H is computed applying Nit
iterations of ML algorithm. If the Nit is set to 0, the block works in inference mode.

Using the implemented library, simply by dragging and connecting, the user
can define a wide range of architectures that otherwise would have required the
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Fig. 6. A complex architecture designed using the proposed library

writing of a custom algorithm of belief propagation. Figure 6 shows a complex
network drawn using the building blocks previously introduced.

3 Flow Control

During the simulation, each block uses messages coming from connected blocks
and evolves producing new messages. The distributions exchanged among blocks
are bi-directional and simultaneous, but the network flow is controlled from the
top by a MATLAB script that sets parameters, triggers execution and collects
results. The network can work in Inference Mode, when the block parameters
are fixed, and in Learning Mode, when the block parameters are learned. In the
Learning Phase (Figure 7(a)), based on epochs, after the Network Initialization
(set to uniform all the variables, set the dimension of the messages), the model
simulation is started defining purposely the Simulation Time and Model Param-
eters (values of Factors). At the end of simulation the new Model Parameters
are used as initialization values for next epoch. This is done until the Maximum
Number of Epochs is reached. In the Evolution Phase (Figure 7(b)), in the Pa-
rameter Initialization, the user has to adopt the correct values of parameters
learned during Learning Phase.

The Model Simulation step is performed in the Simulink environment that has
to be purposely configured using Fixed-Step Solver Type and with a Fixed Size
Time Step. During the updating phase of simulation, Simulink determines the
order in which the block methods must be triggered. The user cannot explicitly
change this order, but he can assign priorities to non virtual blocks to indicate to
Simulink their execution order relative to other blocks. Simulink tries to honor



Simulink Implementation of Belief Propagation in Normal Factor Graphs 17

Fig. 7. Scheme for model simulation in the Inference mode (a) and in the Learning
mode (b)

block priority settings, unless there is a conflict with data dependencies [9]. We
have verified that Simulink automatically assigns the correct execution order,
evaluating the From Workspace block (in the source blocks) and then the other
blocks. To avoid wrongly assigned variables, each variable in each block is ini-
tialized with an uniform distribution. Each block automatically determines the
dimension of the variable to which it is connected. During the simulation, each
block uses the inputs coming from other blocks and evolves producing output to
connecting blocks using the rules outlined in [8].

4 Characters Recognition Example

We have used the proposed Library in several applications. In this work we
present the result obtained with a simple Latent Model applied to a recognition
task on the Artificial Characters Dataset [10]. This dataset is formed by thou-
sands of 12x8 black and white images representing the characters {’A’, ’C’, ’D’,
’E’, ’F’, ’G’, ’H’, ’L’, ’P’, ’R’}. The network we have implemented is composed
of 96 factors (a factor for each pixel) and only one hidden variable.

An image is a matrix of pixels, where each pixel can be considered as a stochas-
tic variable that can assume value in a finite alphabet (2 symbols for black and
white images). We have a set of random variables {X1, X2, ..., Xn} that belong to
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Fig. 8. The designed network for Artificial Characters recognition task using the
implemented Library

a same finite alphabet X . This set of variables is fully characterized by its joint
probability mass function p(X1, X2, ..., Xn). All the mutual interactions among
the variables is contained in the structure of p. A variable can be: 1) known
(instantiated): the backward message is the delta distribution; 2) completely
unknown (erased): the backward message is a uniform distribution; 3) known
softly: the backward message is a density. In all cases after message propaga-
tion the system responds with a forward message that is related to information
stored in the system during the learning phase [11]. We use a simple Latent
Model where each variable Xi (pixel) is connected to a Latent Variable (Figure
8) and there is also a Variable that contains the information of the presented
character (X101). In the Learning Phase the instantiated variables of training
examples are injected in the network and using the ML algorithm in [7] the
matrices P (Y |X)− i are learned.

4.1 A Simulation

Using the Artificial Characters Dataset [10] we have trained our network with
800 training images of 12x8 black and white images representing the characters:
{’A’, ’C’, ’D’, ’E’, ’F’, ’G’, ’H’, ’L’, ’P’, ’R’} (Figure 9). The dimension of the
embedding space is set to 150. The number of epochs for learning phase is set
to 20 and each epoch is formed by 10 evolution steps.

To store all configurations the embedding space should have been set to 296,
but the real configurations are much less. We limited the embedding space to
150 because computational issues. Even if we have used a small dimension of the
embedding space, the system stores relevant structures of the presented images
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Fig. 9. 25 samples from the Training Set

Fig. 10. Network answer - An image is retrieved from the Test Set (a), a big percentage
of pixels are erased (gray pixels in (b)) and this information is injected in the network
as backward messages. The network, after evolution, returns the Reconstructed image
(c) and a probability distribution on the character set (d))

and presenting 800 test images, the system recognize the characters presented
with an accuracy of 76%.

In Figure 10 the results of the recognition and completion task are presented.
An image is retrieved from Test Set (Figure 10 (a)), a big percentage of pixels
are erased (gray pixels in (Figure 10 (b))) and this information is injected in
the network as backward messages of Source variables. The information about
the presented character is set to uniform. The network, after the evolution (In-
ference Mode) returns the forward messages of Source variables that, combined
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with the provided backward messages, give us the Reconstructed image
(Figure 10 (c)). The network provides also the probability distribution on whole
vocabulary (Figure 10 (d))

5 Conclusion

We have implemented a Library of Simulink blocks that permits to rapidly design
a wide range of architectures using the Factor Graph paradigm. This approach
allows to experiment on different architectures using Simulink bi-directional con-
nections as probability pipelines. Current efforts are devoted to use this paradigm
for various applications and to find more efficient implementations when the
architectures grow in size and complexity.
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Abstract. In this paper, the time series forecasting problem is ap-
proached by using a specific procedure to select the past samples of
the sequence to be predicted, which will feed a suited function approx-
imation model represented by a neural network. When the time series
to be analysed is characterized by a chaotic behaviour, it is possible to
demonstrate that such an approach can avoid an ill-posed data driven
modelling problem. In fact, classical algorithms fail in the estimation of
embedding parameters, especially when they are applied to real-world
sequences. To this end we will adopt a genetic algorithm, by which each
individual represents a possible embedding solution. We will show that
the proposed technique is particularly suited when dealing with the pre-
diction of environmental data sequences, which are often characterized
by a chaotic behaviour.

Keywords: time series prediction, embedding technique, genetic algo-
rithm, environmental data.

1 Introduction

Environmental data sequences often exhibit a chaotic behaviour that is typical
for almost all real-world observed systems. In this regard, the performance of
a predictor depends on how accurate it models the unknown context delivering
the sequence to be predicted. Due to the actual importance of forecasting, the
technical literature is full of proposed methods for implementing a predictor,
especially in the field of neural and fuzzy neural networks [3], [8], [9], [11], [12].

The general approach to solve a prediction problem is based on the solution of
a suitable function approximation problem, that is by synthesizing the function
that links the actual sample to be predicted to a suitable set of past ones. The
embedding technique is the way to determine the input vector based on past
samples of a sequence S(n), which can be considered as the output of an un-
known autonomous system that is observable only through S(n). Consequently,
the sequence S(n) should be embedded in order to reconstruct the state-space
evolution of this system that, in actual applications, is inherently both non-linear
and non-stationary. In this regard, the relationship between the reconstructed
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state and its corresponding output must be a non-linear function [1]. It follows
that the implementation of a predictor will coincide with the estimation of a
non-linear model by using any data driven function approximation technique.

As a case study, in this paper we consider the observation of some pollution
agents in Rome (Italy), whose prediction is very important in terms of health
monitoring and risk prevention of daily activities. In this regard, we suggest to
use a neural network approach because of its efficacy and flexibility in solving
such problems. Classical neural networks (such as MultiLayer Perceptron - MLP,
Radial Basis Function - RBF, Mixture of Gaussian - MoG, etc.) are function
approximation models that can easily fail in the case of environmental data
sequences. In fact, the complexity of the function to be approximated, caused
by the chaotic behaviour, is further enhanced by the contamination of spurious
noise. This inconvenience is evidently due to a lack of an accurate and complete
description of data, which can be provided by means of a full conditional density
p(y|x) [2], [7].

In the case of the problem introduced above, the process to be estimated is
often represented by a training set of P input-output pairs xi, yi, i = 1 . . . P .
Several approaches, based on a suitable clustering procedure of the training
set, can be found for the synthesis of p(y|x). In fact, in [10] different types of
clustering approaches are proposed; one of the described approaches estimates
the joint density p(x, y) with no distinction between input and output variables.
The joint density is successively conditioned, so that the resulting p(y|x) can be
used for obtaining the mapping to be approximated, i.e.:

p(y|x) = p(x, y)

p(x)
=

p(x, y)∫
y∈� p(x, y)dy

. (1)

In this paper, we will refer to this approach since it ensures the largest robust-
ness with respect to the approximation of non-convex multi-valued mappings [4].
The most popular way for obtaining p(y|x) is therefore based on the prior deter-
mination of p(x, y); a useful approach to the modelling of p(x, y) is commonly
based on a mixture of Gaussian components [13]. The determination of the said
mixture yields directly the architecture of neural networks such as RBF or MoG,
which are involved in this paper.

In Sect. 2 the significance of a chaotic system will be introduced. Unfortu-
nately, the classical embedding approach, which will be briefly summarized in
Sect. 3, may lead to an unsatisfactory prediction accuracy even when advanced
neural network learning paradigms are used. In fact, trying to synthesize directly
the unknown mapping between the current sample to be predicted and the past
ones can be a difficult task that often corresponds to an ill-posed function ap-
proximation problem [6]. For these reasons, we will propose in Sect. 4 a different
approach, which is based on a genetic algorithm as an advanced embedding tech-
nique. In this way, each individual in a generation represents a possible solution
for the vector of past samples of S(n) to be used in the approximation task. The
use of a genetic algorithm allows the automatic determination of past samples
without using the classical techniques for estimating the embedding parameters,
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which are often characterized by a critical accuracy when applied to real-world
data sequences. Moreover, the choice of the optimal parameters depends upon
the use of a specific approximation model (i.e., a neural network), since the fit-
ness of each individual is evaluated through that model fitted on the basis of the
given individual (i.e., the embedded past samples).

We will consider in this work some environmental time series relevant to air
pollution, whose forecasting is very important in terms of pollution control and
resource management. In Sect. 5 we will discuss the chaotic nature of these
sequences and we will demonstrate the suitability of the proposed technique
for their prediction, as the performances in terms of accuracy are better than
other well-known prediction models. The performances are evaluated by using
a custom implementation of a ‘Master-Slave’ distributed genetic algorithm in a
cluster of computers connected through the intranet of our laboratories.

2 Time Series Forecasting: Embedding for State Space
Reconstruction

As previously said, a chaotic sequence S(n) can be considered as the output
of a chaotic system that is observable only through S(n), which should be em-
bedded in order to reconstruct the state-space evolution of this system. The
general embedding technique is based on the determination of the following
parameters [1]:

– embedding dimension D of the reconstructed state-space attractor, obtained
by using the False Nearest Neighbors (FNN) method [14];

– time lag T between the embedded past samples of S(n), obtained by using
the Average Mutual Information (AMI) method; i.e.:

xn =
[
S(n) S(n− T ) . . . S(n− (D − 1)T )

]
, (2)

where xn is a row vector representing the reconstructed state at time n.

The solution of the embedding problem is useful for time series prediction.
In a chaotic sequence, the prediction of S(n) can be obtained by using the re-
lationship between the (reconstructed) state and the system output. In fact,
the embedding of S(n) is intended to obtain an ‘unfolded’ version of the actual
system attractor, so that the difficulty of the prediction task can be reduced.
Therefore, the prediction of a chaotic sequence S(n) can be considered as the
determination of the function f : �D → � that approximates the link between
the reconstructed state xn and the output sample S(n + m) at the prediction
distance m, being m > 0. Another technique can be based on the determination
of the function F : �D → �D that approximates the link between the recon-
structed state xn and the reconstructed state xn+m at the prediction distance
m. Both these methods will be described in detail in the next Sect. 3.



24 M. Panella, L. Liparulo, and A. Proietti

3 Time Series Forecasting: Function Approximation
Method

A chaotic system is intrinsically characterized by non-linear and non-stationary
properties; consequently, its dynamic evolution should be modelled by non-linear
functions determined by using data driven techniques only, especially in the
case of time series prediction. In other words, the system identification and
the prediction of S(n) can be solved through the solution of the same function
approximation problem and following two possible different approaches:

– a first approach aims at determining F (·), by which x̃n+m = F (xn) and the

prediction is achieved by extracting the predicted sample S̃(n+m) from
the estimated state x̃n+m. The determination of F (·) realizes a regularized
prediction of S(n+m), since the synthesis of the model F (·) is constrained
by the simultaneous approximation of S(n + m) and of the other samples
embedded in xn+m, i.e. S(n+m− T ), S(n+m− 2T ), and so on. However,
we must determine in this case a vector function F (·) instead of a scalar one
f(·); by the way, this implies a greater computational cost of the learning
procedure;

– a second approach will determine f(·), by which S̃(n+m) = f(xn) and the

identification is achieved by embedding the predicted sample S̃(n + m) in
order to estimate the state x̃n+m. In this way, the implementation of a predic-
tor will coincide with the determination of a non-linear data driven function
approximation model. However, this approach can lead to the solution of an
ill-posed problem since, even when an optimal embedding of S(n) is ensured,
the function approximated by f(·) might violate the condition of uniqueness
and/or continuity [6]. The solution to this problem, suggested by several
authors in the technical literature, is to adopt regularized neural network
learning paradigms, as the well-known Tikhonov regularization theory [15].

To determine the sequence of reconstructed states through the approximation
F (·) will coincide with an identification task that is necessary either when a
limited number of samples of S(n) are known or when the availability of these
samples is delayed. However, in the following of the paper we will adopt the
approach based on the estimation of f(·); to this end, we suggest the use of
the MoG model trained by the Splitting Hierarchical Expectation Maximization
(SHEM) algorithm, which will be denoted in the following as ‘MoG Predictor’. In
fact, it is particularly suited to the solution of multi-valued non convex function
approximation problems [13].

4 Genetic Embedding for Prediction

Usually, in order to solve the embedding problem, we assume implicitly that all
the past samples of S(n), n > 0, are relevant to its solution. However, often we
have no a priori information about the existence of a relationship among the past
samples and the one to be predicted. In this case, a basic problem consists in
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1 0 1 0 0 0 1 0 1 1 0 1 0 1 1

1 3 12 14 15……………………………………………….

S(n-1) S(n-3) ………………………………………………. S(n-15)S(n-14)S(n-12)

S(n) = f ([S(n-1) S(n-3) … S(n-12) S(n-14) S(n-15)])~

Fig. 1. Genetic encoding for fitmode1

determining how much a subset of past samples is relevant to the prediction task.
The technique proposed in this paper is based on a genetic algorithm for selecting
the optimal subset of past samples for the assigned prediction task. Consequently,
this reduces the input space dimension and improves the prediction accuracy.

Genetic algorithms belong to the particular class of biologically inspired op-
timization techniques [5]; they are based on some concepts of natural selection,
such as inheritance, mutation and crossover. Genetic algorithms are designed in
order to manage a population of individuals, i.e. a set of potential solutions for
the optimization problem at hand. Each individual is unequivocally represented
by a genetic code, which is typically a string of binary digits.

The fitness of a particular individual coincides with the corresponding value
assumed by the objective function to be optimized. In our application, the
adopted fitness function is the prediction accuracy measured using a chosen ap-
proximation model (i.e., linear, RBF, MoG, etc.) and the subset of past samples
related to the genetic code whose fitness is evaluated. In fact, once the embed-
ding is determined, the prediction problem must be completed by the solution of
a function approximation problem, that is by the determination of the function
f(·). As aforementioned, it will be a non-linear function determined by using in
general a data driven technique and, in particular, the full conditional density
approach previously introduced.

For the prediction problem we have implemented two different alternatives
for the genetic code:

– the genetic code is a binary string representing a subset of past samples,
where the ith digit is equal to 1 if the corresponding sample is embedded in
the reconstructed state and hence it feeds the approximation model, other-
wise it is equal to 0. An illustrative example of this genetic code is illustrated
in Fig. 1. This method will be denoted in the following as ‘fitmode1’;

– the genetic code is a binary string representing three subsets of bits. Each
subset is the binary coding of the prediction stepm and of the two embedding
parameters T and D, respectively. An illustrative example of this genetic
code is illustrated in Fig. 2; this method will be denoted in the following as
‘fitmode2’.

A genetic algorithm produces a succession of sets of individuals (generations),
aiming at increase the fitness of the best individual. The evolution starts from a
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0 0 0 1 1 1 0 0 1 1

m = 0 + 1 = 1 D = 19 + 1 = 20

S(n) = f ([S(n-1) S(n-5) S(n-9) … S(n-77)])~

T = 3 + 1 = 4

Fig. 2. Genetic encoding for fitmode2

population of completely random individuals. Starting from the kth generation
Gk, the next generation Gk+1 is determined by applying selection, mutation and
crossover operators. In other words, in each generation the fitness of each indi-
vidual is evaluated, multiple individuals are randomly selected from the current
population (based on their fitness) and they are modified (mutated or recom-
bined) to form the new generation.

The particular algorithm employed for our task can be summarized as follows:

1. Initialization: a population G0 with P individuals is created and set as the
current generation.

2. The individuals of G0 are sorted by descending values of the fitness function.
3. The next generation is created by means of standard cloning, mutation and

crossover operators from the current one.
4. The next generation becomes the current one.

Steps 2, 3 and 4 are iterated for a predefined fixed number Mgen of generations.
The behaviour of the whole algorithm depends on P and Mgen values, as

well as on the mutation rate MR and on the crossover rate CR, which are two
probability thresholds that control the mutation and the crossover operators.
The next generation Gk+1 is produced from the current one Gk as follows:

1. The last two individuals of Gk are deleted.
2. The best individual of Gk is cloned and put in Gk+1 (elitism). This assures

a non-decreasing behaviour of the best fitness value from a generation to the
successive one.

3. The second individual of Gk is mutated with probability equal to MR and
put in Gk+1.

4. A pair of parents are randomly selected, with a selection probability propor-
tional to their fitness. With a probability equal to CR, the two parents are
crossed-over. Each of the two resulting individuals is mutated with proba-
bility equal to MR. The two resulting individuals are placed in Gk+1.

Step 4 is repeated until the next generation contains exactly P individuals.

5 Illustrative Tests

The forecasting performances of the proposed predictor have been carefully in-
vestigated by several simulation tests we carried out in this regard. We will
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Table 1. Prediction results for the Benzene sequence (SNR in dB)

Predictor AMI-FNN fitmode1 fitmode2

LSE training 9.681 10.337 10.408
LSE test 9.364 10.289 10.209

RBF training 11.551 12.444 12.667
RBF test 9.194 10.749 10.488

MoG training 11.870 12.142 12.088
MoG test 8.801 10.514 10.294

Table 2. Prediction results for the PM10 sequence (SNR in dB)

Predictor AMI-FNN fitmode1 fitmode2

LSE training 22.184 27.043 22.509
LSE test 27.468 27.934 27.935

RBF training 22.235 22.676 22.348
RBF test 28.482 28.599 28.504

MoG training 22.234 22.465 23.649
MoG test 28.420 28.936 28.756

Table 3. Prediction results for the NO sequence (SNR in dB)

Predictor AMI-FNN fitmode1 fitmode2

LSE training 9.770 10.054 9.770
LSE test 9.524 9.607 9.617

RBF training 11.706 12.146 11.991
RBF test 8.786 9.450 9.216

MoG training 12.279 11.745 10.416
MoG test 8.146 9.514 9.696

illustrate in the following the results concerning actual environmental data se-
quences. They consist on the observation of some pollution agents in Rome
(Italy): Benzene, Particulate (PM10) and Nitrogen Oxide (NO).

In order to validate the proposed prediction technique based on the genetic
synthesis of the embedding vector, the prediction accuracy of the two variants
fitmode1 and fitmode2 are compared with respect to a standard embedding
technique, where the embedding dimension D and the time lag T are evaluated
by FNN and AMI methods, respectively.
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Several data driven modelling techniques have been taken into consideration:
a linear predictor determined by the well-known least-squares (LSE) technique;
an RBF neural network; an MoG neural network. All the predictors are trained
on the first 2000 samples of S(n). The same set of samples is used to compute the
embedding dimension D and the time lag T by the AMI and FNN methods in
the classical embedding technique. The performance of the resulting predictors,
in terms of prediction accuracy, is tested on the successive 1000 samples of the
sequence. It is measured by the signal-to-noise ratio (SNR), which is a commonly
adopted normalised measure of the prediction accuracy where the energy of the
original sequence is normalised with respect to the mean squared prediction
error. Thus, the higher is the SNR the better is the prediction accuracy.

The genetic algorithm has been implemented in a Master-Slave configura-
tion, using a client for driving the genetic evolution and a cluster of multi-core
workstations. The parameters of the genetic process are P = 100, Mgen = 30,
MR = 0.3, CR = 1, Roulette Wheel selection algorithm and two-point crossover.

We illustrate in Tables 1-3 the results obtained using the considered prediction
models. For each row, we report the performance on both training and test sets.
Considering the results of the test set, we obtain that the proposed genetic
methods always outperform the classic embedding technique. Nevertheless, the
fitmode1 method is better than fitmode2, since it relaxes the constraints due
to Takens’ theorem for what concerning the embedding parameters T and D.
In fact, in the case of fitmode1 the choice of past samples does not consider a
fixed time lag between them; past samples are picked up according to the genetic
code associated with the best individual at the end of the genetic optimization
routine.

6 Conclusions

In this paper, we considered the forecasting of three different time series related
to the problem of pollution control. It is well-known that these sequences ex-
hibit a chaotic behaviour, which is also contaminated by noise. For this reason
neural networks are particularly suited to solve the forecasting problem, due to
the possible robustness of their learning algorithms. This is confirmed by the
performances obtained by the MoG predictor, which overcomes other prediction
systems well-known in the technical literature as, for instance, the RBF neural
network.

The proposed prediction approach relies on the selection of past samples to
be used for prediction on the basis of a genetic algorithm optimization as an
alternative approach with respect to standard embedding techniques. As evi-
denced by the results illustrated in this paper, the performances assured by the
proposed genetic selection show an increase of prediction accuracy with respect
to the commonly adopted method based on the AMI and FNN techniques.
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Abstract. Echo State Networks (ESNs) are a family of Recurrent Neural Net-
works (RNNs), that can be trained efficiently and robustly. Their main character-
istic is the partitioning of the recurrent part of the network, the reservoir, from the
non-recurrent part, the latter being the only component which is explicitly trained.
To ensure good generalization capabilities, the reservoir is generally built from
a large number of neurons, whose connectivity should be designed in a sparse
pattern. Recently, we proposed an unsupervised online criterion for performing
this sparsification process, based on the idea of significance of a synapse, i.e., an
approximate measure of its importance in the network. In this paper, we extend
our criterion to the direct pruning of neurons inside the reservoir, by defining the
significance of a neuron in terms of the significance of its neighboring synapses.
Our experimental validation shows that, by combining pruning of neurons and
synapses, we are able to obtain an optimally sparse ESN in an efficient way. In
addition, we briefly investigate the resulting reservoir’s topologies deriving from
the application of our procedure.

Keywords: Echo State Networks, Recurrent Neural Networks, Pruning, Least-
Square.

1 Introduction

In the machine learning community, Recurrent Neural Networks (RNNS) have always
attracted a large interest, due to their dynamic behavior [2]. In fact, a RNN implemented
in a digital computer can be shown to be as least as powerful as a Turing machine
[6]. Hence, in principle it can perform any computation the digital computer can be
programmed to. However, the same dynamic behavior has always made RNN training
difficult and subject to a large number of theoretical and numerical drawbacks [2].

Over the last two decades, different researchers independently proposed three sim-
ilar models that later converged in the field of Reservoir Computing (RC) [3]. An RC
model is a RNN architecture whose processing is partitioned in two components. First,
a recurrent network, called reservoir, is used to process the input and extract a large
number of dynamic features. Then, a static network, called readout, is trained on top of
these features. In this way, the overall training problem is itself partitioned in two easier
subproblems. In particular, in Echo State Networks (ESNs), the reservoir is generally

c© Springer International Publishing Switzerland 2015 31
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built with random connections starting from a set of classical analog neurons, while the
readout is trained using linear regression techniques [3]. In this way, the original non-
linear optimization problem is transformed into a simpler least-square problem, whose
solution can be computed efficiently using any linear algebra package.

According to ESN theory, a reservoir has to fulfill three main properties. First, it
must be stable, in the sense that the effect of any input should vanish after a suitable
time. More formally, the reservoir must possess the so-called echo state property, which
is generally expressed in terms of the spectral radius of its weight matrix [3]. Secondly,
the reservoir should be large enough so as to ensure sufficient generalization capabili-
ties. Finally, the connections inside the reservoir (the synapses) should be constructed
in a sparse fashion, to ensure that the resulting features are suitably heterogeneous. A
large amount of research has gone into investigating the echo state property and the
optimal sizing of the reservoir [3], while the problem of sparsification of the synapses
is less explored. Practically, the only criterion in widespread use is to randomly gener-
ate only a predefined fraction d ∈ [0,1] of connections during the initialization of the
reservoir. However, the difficulty of choosing an optimal value for d, together with the
complete stochasticity of the process, does not lead in general to a significant improve-
ment, which probably explains the large body of works considering fully-connected
reservoirs, e.g. [1].

To improve over this, in [5] we introduced an online criterion for generating sparse
reservoirs in an unsupervised fashion. The main idea, which is highly inspired to the
classical concepts of Hebbian learning, is that each synapse has a relative importance
in the learning process, which can be approximated well enough by computing an esti-
mate of the linear correlation between its input and output neuron’s states. We call this
quantity the significance of the synapse. Updating the significance at every iteration
for all the synapses requires a single outer product between two vectors, hence it does
not increase the computational complexity of updating the whole ESN. At fixed inter-
vals, this quantity is used to compute a probability that each synapse is pruned, using a
strategy reminiscent of the simulated annealing optimization algorithm [5]. The exper-
imental validation in [5] shows that this procedure is robust to a change of parameters,
hence it does not require a complex fine-tuning. Moreover, it provides a significant in-
crease in performance in some situations, which is robust to an increase in the level of
memory and non-linearity requested by the task.

One of the questions that remained unanswered in [5] was whether the procedure can
be extended directly to the pruning of neurons. This would provide similar advantages
with respect to the pruning of synapses, although with one additional benefit, namely,
that the reservoir’s size itself would adapt during the learning process. Hence, it can po-
tentially free the ESN’s designer from choosing an optimal reservoir’s size beforehand.
In this paper, we answer this question by providing an extension of the concept of sig-
nificance to the neurons themselves. In particular, we define the significance of a neuron
in terms of a weighted average of its neighboring incoming and outgoing connections.
Then, a neuron’s probability of being deleted is computed in a similar way with what
has been said before. We validate our approach by employing the extended polyno-
mial introduced in [1]. Our experiments show that, by combining pruning of neurons
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Fig. 1. General schema of an ESN, with no back-connections from the output layer. Fixed and
trainable connections are represented with dashed and solid lines respectively.

and synapses, we are able to obtain an optimally sparse reservoir, with a concomitant
increase in performance.

The rest of the paper is organized as follows. In Section 2 we briefly introduce the
basics of ESN theory. Then, we detail our significance-based pruning for synapses in
Section 3. The main novelty of this paper, its extension to the neurons of the reservoir,
is in Section 4. Finally, we validate our approach in Section 5. To further investigate our
procedure, we analyze the resulting reservoir’s topologies in Section 5.3. We conclude
with some final remarks in Section 6.

2 Echo State Networks

The ESN used in this work is represented schematically in Fig. 1. It is composed of an
input layer of size M, a reservoir of size N, and an output layer of size P. For simplicity,
in the following we consider P = 1, although everything we say extends naturally to
the multi-output case. The connections going from the input layer to the reservoir, and
the connections inside the reservoir, are randomly generated at the beginning of the
training process. In particular, they are extracted from a normal distribution with unitary
variance, in the form of an N×M matrix Wr

i , and an N×N matrix Wr
r, respectively. To

ensure stability, the latter is then rescaled so as to achieve a predefined spectral radius
ρ∗ [3]. This is obtained as follows: denoting by ρ the spectral radius of Wr

r, we rescale
the original matrix by a factor ρ∗/ρ .

We suppose the network is fed with an input sequence of length S, given by {u(1),
. . . ,u(S)}. For example, the i-th input u(i) may represent a sample of an audio signal, or
an element of a spatial sequence. Denoting as x(n) the N-dimensional vector containing
the states of the reservoir’s neurons, we update it at every time instant as:

x(n) = f (Wr
rx(n− 1)+Wr

iu(n)) (1)

where f (·) is the activation function of the neurons inside the reservoir. In this work,
we use f (·) = tanh(·). The output of the network is computed similarly:

y(n) = wo
r x(n)+wo

i u(n) (2)

where wo
r is the N-dimensional vector linking the reservoir to the output and wo

i the M-
dimensional vector connecting the input to the output layer. In this work, we consider
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the case of linear output, so there is no activation function in Eq. (2). In Fig. 1 we
represented fixed connection with solid lines, whilst the trainable connections are shown
with dashed lines. In particular, we are interested in learning the vectors wo

r and wo
i .

Denote by d = [d(1), . . . ,d(S)] the concatenation of all the desired outputs, by s(n) the

“extended” state s(n) =
[
u(n)T x(n)T

]T
and by A the concatenation of all such states

A= [s(1), . . . ,s(S)]. The optimal weights are given by solving the following regularized
least-square optimization problem:

min
w∈RP+N×1

‖d−wA‖2+λ‖w‖2 (3)

where λ ∈R
+ is a positive scalar balancing the two terms, and ‖·‖ denotes the L2-norm

of a vector. Provided we have enough samples, the solution to (3) is given by:

w =
(
AT A+λ I

)−1
AT d (4)

where I is the identity matrix. Practically, the initial values produced by the network are
discarded due to their transient state, and are denoted as dropout elements. Moreover,
multiple sequences in input (e.g., multiple audio signals) are handled by concatenating
the resulting matrices.

3 Significance-Based Pruning for the Reservoir’s Connections

In this section, we describe our pruning strategy for the reservoir’s connections that we
introduced in [5]. The strategy acts during the computation of the network states, and it
does not require the evaluation of the error gradient. Loosely speaking, it can be seen as
an hard thresholded version of the Hebbian rule, and it is inspired to some biologically
existing processes in the brain [5]. The main idea is to consider the importance of a
synapse (or the significance, as we denote it) in terms of the correlation between its
input and output neurons. Practically, we define the significance of a synapse at time
instant n as:

si j(n) =
1
T

n

∑
z=n−T

(xi(z− 1)− μ̂x)(x j(z)− μ̂x)

σ̂2
x

(5)

where T is a time-interval chosen a priori, and μ̂x and σ̂x are the empirical estimations
of the mean and standard deviation of the neuron states. For simplicity, we suppose
these are equivalent for all the neurons. The quantities si j(n) are used to define the
probability that a synapse is removed as:

pi j(n) = exp

{
−|si j(n)|

t(n)

}
(6)

where t(·) is a positive, monotonically decreasing function of n. This is used to ensure
that the probability of removing a synapse is maximal in the beginning of learning
and goes to 0 afterwards. This is inspired from the Simulated Annealing optimization
algorithm [5], and for this reason we adopt the corresponding terminology and call
t(n) the temperature of the system. Successively, every Q time instants, we prune each
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Algorithm 1. Pseudo-code for a single update step of the pruned ESN, with direct
pruning of synapses and neurons.

Data: Input signal x(n), desired output d(n).
1 x(n) = f (Wr

rx(n−1)+Wr
i u(n))

2 Update sums in Eqs. (5) and (8)
3 if mod (n,Q) = 0 then

4 pi j(n) = exp
{
−|si j(n)|

t(n)

}

5 pi(n) = exp
{
−|si(n)|

t̂(n)

}

6 Prune each synapse with probability pi j(n)
7 Prune each neuron with probability pi(n)
8 end

synapse with a probability given exactly by Eq. (6). We use an exponential profile for
the temperature t(n):

t(n) = α(n/Q)−1t0 (7)

where t0 is the initial temperature, given a priori, and α is called the scaling factor. It
can be seen from Eq. (7) that the temperature is scaled by a factor α at every “pruning
step”, given by (n/Q)− 1.

4 Extending Pruning to the Reservoir’s Neurons

The pruning strategy introduced in the last section can be used to delete unnecessary
connections inside the reservoir, hence promoting sparsity. In this section, we show how
it can be extended to the direct pruning of neurons. In particular, denote as I j(n) the
set of incoming synapses of the j-th neuron at time-instant n, and by O j(n) the set of
outgoing synapses. The significance of the neuron is defined as:

s j(n) =
1

2|I j(n)| ∑
z∈I j(n)

s jz(n)+
1

2|O j(n)| ∑
z∈O j(n)

sz j(n) (8)

where | · | denotes the cardinality of the set. Thus, the significance of the neuron is
defined as a weighted average of the significance of its neighboring synapses. In this
way, neurons belonging to less “significant” clusters, i.e. whose connections are not
significant in the sense of Eq. (5), will be denoted by a small value of Eq. (8). We can
use this quantity to prune neurons in a similar way with respect to the last section. In
particular, every Q time instants we define the probability of removing a given node as:

pi(n) = exp

{
−|si(n)|

t̂(n)

}
(9)

The new temperature t̂(n) must respect the same properties depicted in the last sec-
tion. Practically, in all our experiments we use the exponential profile defined by Eq.
(7). The overall algorithm, inclusive of pruning of the neurons and of the synapses, is
summarized in Algorithm 1.
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5 Experimental Validation

5.1 Experimental Setup

To test the efficacy of our strategy, we consider the extended polynomial detailed in
[1], which we already adopted previously in [5]. The input to the system consists in
one random number extracted from a uniform distribution over [−1,+1]. The output is
given by:

y(n) =
p

∑
i=0

p−i

∑
j=0

ci ju
i(n)u j(n− d) (10)

where the coefficients ci j are randomly distributed over the same distribution as the in-
put data, and the two parameters p and d control the requirements of the task in term of
memory and non-linearity. In particular, increasing p increases the power of the poly-
nomial, while increasing d extends its delay. We consider a reservoir with N = 250
neurons in the reservoir. The input-to-reservoir matrix is initialized with full connectiv-
ity and weights extracted uniformly from the set {−0.1,0.1}. The reservoir weights are
extracted from a normal Gaussian distribution, and then Wr

r is rescaled to have a spectral
radius of 0.9, following the results of [1]. We generate 20 sequences of 1000 elements
each according to Eq. (10), with the addition of Gaussian noise with variance 0.01. To
compute performance, we perform a 10-fold cross validation over the sequences, i.e., at
every fold we use 18 sequences for training and the 2 remaining sequences for testing.
We prune the network every 100 time instants, and we set T = Q = 100. The optimal
regularization factor λ in Eq. (4) is found to be around 0.001.

Regarding our strategy, we compare the performance (i) without pruning, (ii) with
pruning of the synapses, (iii) with pruning of the neurons, and (iv) with pruning of both
simultaneously. In all our experiments, after some trials we set the initial temperature
to 0.3. By performing an inner 3-fold cross validation for the scaling factor, we found
that the optimal values are around 0.9 for the pruning of the synapses, and 0.5 for the
pruning of the neurons.

5.2 Generalization Performance

We perform experiments when increasing simultaneously the power and the delay of
the polynomial from 1 to 9. The Mean-Squared Error (MSE) averaged over the 10
folds is shown in Fig. 2. We see that the sparse versions of the reservoir have a sig-
nificant decrease in testing error, which becomes more pronounced for high levels of
memory and non-linearity. Moreover, the same testing error is achieved when pruning
only synapses, only neurons, or both. As an example, for p = d = 9, we have that the
sparse ESNs obtain an MSE of 0.53, compared to the original MSE of 0.87, with a 30%
decrease approximately.

The original ESN is built from 250 neurons in the reservoir, and full connectivity,
for a total of 62500 connections. The ESN with synapse pruning has instead an av-
erage number of 7700 connections, i.e., slightly more than 12% of the original one.
Similarly, the ESN with pruning of the neuron has a final number of neurons around
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Fig. 2. Average MSE in the four cases under consideration, when increasing simultaneously the
delay and power of the polynomial from 1 to 9

Table 1. Resulting number of neurons and synapses when using the different pruning strategies

Case Neurons Synapses

Original 250 62500

Synapse pruning 250 7700

Neuron pruning 110 12000

Full pruning 50 1700

110, with approximately 12000 connections. This means that, together with an increase
in performance, the ESN is also faster to train, and easier to eventually implement on
an hardware platform. The largest advantage, however, is obtained when both pruning
strategies are applied simultaneously. In this case, the final ESN has an approximate
number of 50 neurons, with 1700 connections left. This is summarized in Table 1.

5.3 Analysis of the Reservoirs Topology

Before concluding, we briefly investigate an interesting aspect of our strategies, namely,
the resulting topologies of the reservoir after pruning. In Fig. 3 we plotted the his-
tograms of the average number of outgoing connections, the so-called outdegree [4],
inside the reservoirs, after applying the three criteria. We see from Fig. 3-(a) that, when
pruning only the synapses, most of the resulting neurons have a relatively small out-
degree (ranging in 10-30), and the outdegree decays linearly. The distribution when
pruning the neurons is slightly more complex, and is depicted in Fig. 3-(b). We can see
that the outdegree has a set of three peaks which are evenly distributed, then decays lin-
early in both verses. The most interesting aspect, however, is relative to the distribution
when pruning both neurons and synapses simultaneously, depicted in Fig. 3-(c). We see
that most neurons have a very small number of outgoing connections (10− 20), and a
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neurons and synapses

Fig. 3. Histogram of the average number of outgoing connections in the ESN, after applying the
three pruning strategies

smaller fraction an outdegree of 30. Hence, it seems that the overall strategy is indeed
creating compact “clusters” of neurons. This is an interesting behavior that we are eager
to investigate more deeply in a future work.

6 Conclusions

Echo State Networks allows for an efficient training of Recurrent Neural Networks
in real-world applications. Due to their nature, however, they generally require large
networks, which may be non-applicable in realistic contexts. In this paper, we have
extended an algorithm that we proposed for the pruning of the synapses, to the di-
rect pruning of neurons. Our results show that, when the two strategies are applied
simultaneously, we are able to obtain optimally sparse reservoir without increasing the
computational complexity of the training process.
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Abstract. This paper introduces a new method for improving nonlinear
modeling performance in online learning by using functional link-based
models. The proposed algorithm is capable of selecting the useful non-
linear elements resulting from the functional expansion, while setting
to zero the ones that does not bring any improvement of the modeling
performance. This allows to reduce any gradient noise due to a possible
overestimate of the solution, thus preventing any overfitting phenom-
ena. The proposed model is assessed in several nonlinear identification
problems, including different levels of nonlinearity, showing significant
improvements.

Keywords: Nonlinear Modeling, Functional Links, Nonlinear Transfor-
mation, Nonlinear System Identification, Sparse Systems.

1 Introduction

The nonlinearity degree in a signal may depend on several factors related to
the signal itself, such as its nonstationary or time-varying nature. Therefore,
in nonlinear system identification problems, it becomes very difficult to design
a priori a nonlinear model to be used without incurring in any overfitting is-
sue. All along the years, in offline learning problems, pruning methods have
been widely applied to batch and sequential models, due to the modeling perfor-
mance improvement that they produce [8,9,12,11,16]. However, in online learning
problems, these methods may not be appropriate, sometimes due to expensive
computational load, or even due to batch processing. In this case, other meth-
ods can be adopted that do not actually prune unnecessary elements, but just
perform an online selection of the useful elements.

In this paper, we propose a new method for improving nonlinear modeling per-
formance in online learning, which performs an online selection of the nonlinear
elements, thus reducing any gradient noise that may be generated by a possi-
ble overestimate of the solution. We focus on a class of linear-in-the-nonlinear
adaptive models [18], which are based on a nonlinear transformation of the in-
put signal that projects it in a higher dimensional space. Then, the transformed
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signal can be processed by a linear model. In particular, we take into account
the nonlinear functional link adaptive filters (FLAFs) [3], in which the nonlinear
expansion is carried out by the so-called functional links [14,15,19,1], and the
subsequent linear model is an adaptive filter.

One of the main advantages of the FLAF model lies in its flexibility, since the
setting of several parameters is allowed in order to fit the model to a specific
application. In this regard, an important choice in the FLAF design concerns
the amount of functional links to be employed for the modeling. This choice is
strictly related to the nonlinearity degree introduced by the unknown system.
However, when the number of functional links is too high with respect to the
nonlinearity to be modeled, it may lead to overfitting phenomena that may cause
a decrease of the modeling performance [4]. This is due to the fact that only a
portion ,i.e. a sparse representation, of functional links actively contributes to
the filtering.

In order to address this problem, we exploit a sparse representation of the func-
tional links [4] to perform an online selection and thus improve the performance.
This approach is based on the proportionate adaptive algorithms [7,10,13]. Pro-
portionate algorithms were developed to improve the convergence performance
in linear systems when the impulse response to be estimated shows a sparse na-
ture, i.e., many of its coefficients are zero or very close to zero. However, sparsity
is not only related to linear systems, but it can also occur in the estimation of
nonlinearities, as not all the elements of a nonlinear model may be useful for
a correct modeling. Unlike [4], where a split FLAF architecture was proposed
for nonlinear acoustic echo cancellation, in this paper, we focus on a μ-law rule
[6] to exploit a sparse functional link representation for nonlinear FLAF. The
resulting μ-law proportionate FLAF algorithm gives a greater importance to the
coefficients that contribute actively to the nonlinear modeling. At the same time,
any overfitting phenomenon caused by the unnecessary coefficients is avoided.
The effectiveness of the the proposed method is assessed in the nonlinear system
identification problems, which requires online processing.

The paper is organized as follows: the nonlinear FLAF model is introduced
in Section 2 and the proposed algorithm is detailed in Section 3. Results are
discussed in Section 4 and, finally, in Section 5 our conclusions are drawn.

2 A Brief Review on the Nonlinear FLAF

The FLAF model is based on the representation of the input signal in a higher-
dimensional space [14], in which an enhanced nonlinear modeling is allowed.
Such approach derives from the machine learning theory, more precisely from
the Cover’s Theorem on the separability of patterns (see for example [8]).

The purely nonlinear FLAF is composed of two main parts: a nonlinear func-
tional expansion block (FEB) and a subsequent linear adaptive filter, as depicted
in Fig. 1. The FEB consists of a series of functions, which might be a subset
of a complete set of orthonormal basis functions satisfying universal approxi-
mation constraints. The term “functional links” actually refers to the functions



Online Selection of Functional Links for Nonlinear System Identification 41

Functional
Expansion Block Adaptive Filter

input
buffer

expanded
buffer

x[n]

d[n]

yFL[n]

eFL[n]

gn

Fig. 1. The nonlinear functional link adaptive filter

contained in the chosen set Φ =
{
ϕ

0
(·) ,ϕ

1
(·) , . . . ,ϕ

Q−1
(·)}, where Q is the

number of functional links. At the n-th time instant, the FEB receives the input
sample x [n], which is stored in an input buffer xN,n ∈ R

Mi =
[
x [n] x [n− 1] . . .

x [n−Mi + 1]
]T

, where Mi is defined as the input buffer length. Each element
of xN,n is passed as argument to the chosen set of functions Φ, thus yielding a
subvector gi,n ∈ R

Q:

gi,n =
[
ϕ

0
(x [n− i]) ϕ

1
(x [n− i]) . . . ϕ

Q−1
(x [n− i])

]
. (1)

The concatenation of all the subvectors, for i = 0, . . . ,Mi − 1, engenders an
expanded buffer gn ∈ R

Me :

gn =
[
gT
0,n gT

1,n . . . gT
Mi−1,n

]T
=

[
g0 [n] g1 [n] . . . gMe−1 [n]

]T
(2)

where Me ≥ Mi represents the length of the expanded buffer. Note that Me = Mi

only when Q = 1. As functional expansion, we choose a nonlinear trigonometric
series expansion:

ϕ
j
(x [n− i]) =

{
sin (pπx [n− i]) , j = 2p− 2
cos (pπx [n− i]) , j = 2p− 1

(3)

where p = 1, . . . , P is the expansion index, being P the expansion order, and
j = 0, . . . , Q − 1 is the functional link index. The trigonometric expansion (3)
implies a functional link set Φ composed of Q = 2P functional links. Some
convergence properties of the nonlinear FLAF of Fig. 1 can be found in [5]. It is
worth noting that (3) actually refers to amemoryless expansion, since it does not
involve cross-products, but it can be easily extended to a memory expansion (see
[3] for a detailed explanation). A way of considering the memory of a nonlinearity
is that of taking into account the outer products of the i-th input sample with
the functional links of the previous input samples. The FLAF with memory is
characterized by a memory order K [3].

The expanded buffer gn is then fed into a linear adaptive filter wFL,n ∈ R
Me =[

wFL,0 [n] wFL,1 [n] . . . wFL,Me−1 [n]]
T
, thus providing the nonlinear output:

yFL [n] = gT
nwFL,n−1. (4)
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Thereby, the nonlinear error signal is:

eFL [n] = d [n]− yFL [n] (5)

which is used for the adaptation of wFL,n. In (5), d [n] represents the desired
signal for the nonlinear model. Being wFL,n a conventional linear filter, it can
be adapted by any adaptive algorithm based on the minimization of the mean
square error [20]. The use of an adaptive filter after the expansion allows to
apply the FLAF model to several online learning applications, such as active
noise reduction, acoustic echo cancellation [19,2,17,3].

3 The µ-law Proportionate FLAF

Very often, nonlinearities affecting an input signal may vary in time and fre-
quency. This behavior is further stressed when the input signals has a nonsta-
tionary nature. This is the reason why not all the nonlinear elements of an
expanded buffer may be useful in the same way to model a dynamic nonlinear
channel. A possible solution to this drawback is that of using a weighted mask
for the nonlinear filter in an attempt to give more prominence to those nonlin-
ear elements of the expanded buffer that have an active role in the modeling of
nonlinearities. To this end, we introduce a weighted adaptive algorithm for the
nonlinear FLAF, that provides a sparse representation of functional links, thus
performing an online selection of them. In order to exploit the sparsity in the
expanded buffer, proportionate adaptive algorithms may be adopted [7,10,13].
Among such algorithms, we take into account the μ-law proportionate normalized
least mean square (MPNLMS) algorithm, which is based on an approximation of
the optimal proportionate step size [6]. According to this, the update equation
of the MPNLMS-FLAF can be expressed as:

wFL,n = wFL,n−1 + η
Qngn

gT
nQngn + δP

eFL [n] (6)

where η is the step-size parameter and δrP is a regularization factor. Qn is a
diagonal weighting matrix that contains the proportionate coefficients qm [n],
with m = 0, . . . ,Me − 1, whose values are computed according to [6]:

qm [n] =
γm [n]

1
Me

∑Me−1
i=0 γi [n]

, m = 0, . . . ,Me − 1. (7)

The coefficients γm [n] can be computed by introducing a function of the estimate
of the optimal filter coefficient:

θm [n] =
ln (1 + μ |wFL,m [n− 1]|)

ln (1 + μ)
, m = 0, . . . ,Me − 1 (8)

where the step size can be represented as μ = 1/ε. The parameter ε is a very
small positive number and its value can be chosen according to the measurement
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noise. As a default choice, we set ε = 0.001 (i.e., μ = 1000) that means that the
noise below −60 dB is negligible. In (8), the constant 1 inside the logarithm
has been introduced in order to avoid a singular point when |wFL,m [n]| = 0.
Moreover, the denominator normalizes the function to be in the range [0, 1].
It is worth noting that the function θm [n] is nothing but the μ-law used in
nonuniform compression in telecommunication applications [6].

Based on (8), it is possible to define, first, a lower bound for the coefficients
γm [n]:

γmin [n] = ρmax {ξ, θ0 [n] , . . . , θMe−1 [n]} (9)

where ρ is a scaling factor and ξ is a threshold value, usually chosen respectively
as ρ = 0.01 and ξ = 0.01. Then, using (8) and (9), it is possible to define the
coefficients γm [n]:

γm [n] = max {γmin [n] , θm [n]} (10)

that can be finally used to derive the proportionate coefficients in (7) and, thus,
to achieve the update equation (6) for the MPNLMS-FLAF.

4 Experimental Results

In this section, we evaluate the nonlinear modeling performance of the proposed
MPNLMS-FLAF. We assess the effectiveness of the MPNLMS-FLAF over three
different system identification scenarios, which are distinguished according to
the nonlinearity degree introduced by an unknown system. In all the scenarios,
the plant to be identified is composed of a nonlinear system followed by a lin-
ear system, in a Hammerstein configuration as depicted in Fig. 2. The input
signal is generated by a first-order autoregressive model, whose transfer func-
tion is

√
1− θ2/

(
1− θz−1

)
, with θ = 0.8, fed with an independent identically

distributed (i.i.d.) Gaussian random process. The length of the input signal is
L = 20000 samples. In each scenario, the linear system is formed by M = 7 in-
dependent random values between −1 and 1. An additive i.i.d. noise signal v [n]
is added at the output of the whole plant, in order to provide 30 dB of signal-to-
noise ratio (SNR). Performance is evaluated in terms of the excess mean square
error (EMSE), in dB:

EMSE [n] = 10 log10

(
E
{
(e [n]− v [n])

2
})

(11)

which is averaged over 1000 runs with respect to input and noise. Moreover, in
order to facilitate the visualization, curves are smoothed by a moving-average

NONLINEAR 
SYSTEM

LINEAR 
SYSTEM

x n

v n

d nx n

Fig. 2. General scheme for nonlinear system identification scenarios
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Fig. 3. Performance behavior in terms of ERLE in the presence of: (a) mild nonlinear-
ity, and (b) strong nonlinearity

filter. In all the scenarios, the proposed MPNLMS-FLAF is compared, in terms
of the EMSE, with the standard NLMS-FLAF, in which the FLAF is simply
adapted by an NLMS algorithm [3], and with a simple NLMS algorithm, in
order to have a linear reference.

In the first scenario, we assume that the nonlinear system applies a sym-
metrical soft-clipping distortion to the input signal, described by the following
equation [4]:

x [n] =

⎧
⎨

⎩

2
3ζx [n] for 0 ≤ |x [n]| ≤ ζ

sign (x [n]) 3−(2−x[n]/ζ)2

3 for ζ ≤ |x [n]| ≤ 2ζ
sign (x [n]) for 2ζ ≤ |x [n]| ≤ 1

(12)

where ζ is a threshold chosen in the range (0 , 0.5]. For this experiment this
threshold is chosen as ζ = 0.15, thus providing a medium/mild degree of nonlin-
earity. We normalize the input signal to limit its amplitude in the range [−1, 1].
The resulting signal x [n] is convolved with the linear impulse response, as in
Fig. 2. The parameter setting of FLAF-based models for this experiment is:
μFL = 0.2, δFL = 10−3, Mi = M , P = 15. Memoryless FLAFs are considered for
this experiments (i.e., K = 0). Results are shown in Fig. 3(a), in which it can
be seen that the proposed MPNLMS-FLAF outperforms the NLMS-FLAF.

In the second scenario, as regards the nonlinear system, we consider the same
symmetrical soft-clipping distortion of (12), but we choose a threshold ζ =
0.05, which yields a high degree of nonlinearity. Differently from the previous
parameter setting, in this case we use a higher expansion order, i.e., P = 30.
Results are shown in Fig. 3(b), where it is possible to notice that the gap between
the linear model and the FLAF-based ones is larger with respect to the previous
scenario, since the nonlinearity introduced is stronger than before. Moreover, the
proposed MPNLMS-FLAF keeps its performance gain over the NLMS-FLAF.

In the last scenario, we increase the difficulty of the problem by consider-
ing a dynamic nonlinearity, whose function involves a temporal dependence.
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In particular, the nonlinear system in Fig. 2 is composed of two subsequent
blocks. The first block receives the input signal x [n] and applies the following
dynamic nonlinearity:

u [n] =
3

2
cos

(π
2
x [n]

)
− 3

10
cos

(π
2
x [n]

)2

+
9

5
cos

(π
2
x [n]

)
sin

(π
4
x [n− 1]

)

+
1

2
sin

(π
2
x [n]

)
cos

(π
8
x [n− 2]

)
− 2

5
sin

(π
2
x [n]

)
cos

( π

16
x [n− 3]

)

− 3

2
sin

(π
4
x [n− 1]

)
cos

(π
8
x [n− 2]

)

+
9

10
sin

(π
2
x [n]

)
cos

(π
4
x [n− 1]

)
sin

( π

16
x [n− 3]

)
. (13)

The resulting signal u [n] is then processed by a 3-rd order Chebyshev filter with
transfer function:

H (z) =
0.6055 + 0.7785z−1 + 0.778z−2 + 0.6055z−3

1 + 0.6416z−1 + 0.7692z−2 + 0.3574z−3
, (14)

thus yielding the nonlinear signal u [n] that is then fed into the linear system
according to the sceme in Fig. 2. For this experiment, we choose the same ex-
pansion order of the previous experiment, P = 30, but we take into account
also some memory in the functional links in order to better model the time-
dependent nonlinearity. In particular, we choose a memory order K = 5, which
represents a good compromise between performance and computational cost [3].
The other parameters are setting as in the previous experiments. Results are
shown in Fig. 4, where it can be seen that, while the linear model is not able
to provide any improvement, the FLAF-based models achieve good results, and,
in particular, the MPNLMS-FLAF takes advantage of its parameter selection
to provide a larger improvement with respect to the NLMS-FLAF. It should
be noted that, although the nonlinearity adopted in the third scenario is very
strong, it is composed of sine and cosines, thus facilitating the modeling by
trigonometric functional links.
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Fig. 4. Performance behavior in terms of the EMSE in the presence of strong dynamic
nonlinearity
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By considering the three experiments above, it is worth noting that the pro-
posed MPNLMS-FLAF achieves an improvement as large as higher the nonlin-
earity degree. This is due to the fact that a strong nonlinearity needs a larger
expansion buffer, whose effectiveness of the nonlinear elements is not uniform
but sparse. Moreover, it can be noticed that, unlike the MPNLMS-FLAF, the
NLMS-FLAF considers also the useless functional links, which generates overfit-
ting. Therefore, we can conclude that the performance gap of the NLMS-FLAF
from the proposed MPNLMS-FLAF is essentially due to the overfitting.

5 Conclusion

In this paper, a new algorithm has been proposed to perform an online selection
of functional links in a FLAF. The selection of functional links serves to pre-
vent the occurrence of overfitting phenomena when the system to be identified is
unknown. The proposed MPNLMS-FLAF is based on the μ-law proportionate
adaptive algorithm and exploits the sparse representation of functional links.
This model has been assessed in nonlinear system identification problems. In
particular, three scenarios with different nonlinearity degrees have been consid-
ered. Results have proved the effectiveness of the proposed method for all the
scenarios. In future works, the adopted algorithm may be extended also to more
sophisticated FLAF-based architectures for problems like the nonlinear acoustic
echo cancellation. Moreover, other kinds of proportionate algorithms can be in-
vestigated to online select functional links. The method can be also extended to
other classes of linear-in-the-parameters nonlinear models.
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Abstract. In this work, a novel continuous-time spiking neural network
paradigm is presented. Indeed, because of a neuron can fire at any given
time, this kind of approach is necessary. For the purpose of developing a
simulation tool having such a property, an ad-hoc event-driven method is
implemented. A simplified neuron model is introduced with characteris-
tics similar to the classic Leaky Integrate-and-Fire model, but including
the spike latency effect. The latency takes into account that the firing
of a given neuron is not instantaneous, but occurs after a continuous-
time delay. Both excitatory and inhibitory neurons are considered, and
simple synaptic plasticity rules are modeled. Nevetheless the chance to
customize the network topology, an example with Cellular Neural Net-
work (CNN)-like connections is presented, and some interesting global
effects emerging from the simulations are reported.

Keywords: Neuron Model, Spike Latency, Spiking Neural
Network, Synaptic Plasticity, Continuous-Time Paradigm, Event-Driven
Simulation.

1 Introduction

In recent decades there has been a significant increase in the development, im-
plementation and general purpose use of spiking neural networks [1,2,3]. The
attractiveness of this kind of neural networks lies in the bio-inspired neuron
models and the related peculiar characteristics, such as: subthreshold decay of
the membrane potential, spatio-temporal integration of the incoming synaptic
inputs, excitatory and inhibitory effects, threshold phenomena, spike latency,
synaptic plasticity, etc. Several neuron models have been proposed in the litera-
ture, from the simplest Integrate-and-Fire [4] to the most bio-realistic Hodgkin-
Huxley models [5]. However, these are typically described by means of ODEs
(Ordinary Differential Equations). Usually, the more ODEs are complex, the
more the neuronal membrane potential is faithfully followed. A comparative
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review of the main neuron models is listed in [6]. With the aim of making possi-
ble simulations of very large networks on a PC (Personal Computer), often the
choice fall on the simplest model. Indeed, the latter allows the investigation of
global effects arising only in the case of large networks of spiking neurons, such
as: Polychronization [7,8] or the formation of spontaneous neuronal groups that
can be affected by the Neuronal Group Selection [9,10]. Moreover, in some cases
I&F model can be analytically studied (e.g., [11,12]).

There are two main methods to simulate such networks: clock-driven (or “syn-
chronous”) and event-driven (or “asynchronous”) strategies. In the first one, all
neurons are updated simultaneously at every tick of a clock, whereas in the sec-
ond one, all neurons are updated only when they receive or emit a spike. The
latter kind of strategies is developed for exact simulations, thus allowing a high
precision computation. The obvious drawback of clock-driven methods is that
spike timings are aligned to a grid (ticks of the clock), thus the simulation is
approximated even when the differential equations are computed exactly. Other
specific errors come from the fact that threshold conditions are checked only
at the ticks of the clock, implying that some spikes might be missed. Whereas,
event-driven methods implicitly assume that we can calculate the state of a
neuron at any given time, i.e., we have an explicit solution of the differential
equations [13]. This condition cannot be always satisfied; for instance, the
Hodgkin-Huxley equations have no explicit solution.

However, in the present work we apply an event-driven method in order to im-
plement a novel continuous-time spiking neural network paradigm. The neuron
model is not described using ODEs, but it explicitly makes an algebraic sum of
any incoming inputs to a target neuron. Indeed, both excitatory and inhibitory
effects are considered. Each input is weighted by a synaptic strength, that may
be affected by the synaptic plasticity (see [14] for an overview about the biolog-
ical mechanisms), thus we have implemented simple rules (described in synaptic
plasticity rules section) to take into account this phenomenon. Note that, in this
model when a threshold is crossed, the neuron will fire with a continuous-time
delay called latency [15]. Of course, the threshold crossing is often prevented by
the subthreshold decay. Therefore, a spatio-temporal integration is implemented.
Finally, after the spike generation, the neuron will be reset to its resting poten-
tial, becoming not excitable for a time equal to the absolute refractory period.
Also, we have considered a Cellular Neural Network (CNN)-like topology [16],
in order to arrange the connections among neurons; then, each neuron fires to a
number of target neurons belonging to a fixed neighborhood. In simulation re-
sults section, we will show simulation results about global effects arising thanks
to this kind of model and neuronal paradigm.
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2 Neuron Model

We propose here a simplified neuron model in which the variables are updated
step-by-step (i.e., in correspondence to incoming events). Note that, only nor-
malized real quantities are considered. In addition, we call “firing neuron” an
emitting neuron, and “burning neuron” a receiving one (see Fig. 1). Furthermore,
we define “passive mode” the operating mode of the neuron when its inner state
is less than a threshold, “active mode” otherwise.

Fig. 1. A Firing Neuron (FN) emitting a pulse to a Burning Neuron (BN). The dashed
lines indicate other connections linking the FN to other BNs or incoming connections
from other FNs to the depicted BN. Of course, each neuron can be both FN and BN,
depending on the direction of the activity.

The state of each burning neuron is evaluated through the following equations:

S = Sp + PrPw − Tl , for S < Sth (1)

S = Sp + PrPw + Tr , for S ≥ Sth (2)

In (1)–(2), S denotes the inner state of the neuron; when S = 0 the neuron is
in its resting state. Sp is the previous state, whereas, Sth represents the spiking
threshold. The latter is conventionally chosen equal to 1+d, where d indicates a
threshold constant. The quantity Pr, “presynaptic weight”, represents the signal
emitted by a firing neuron to a number of burning neurons; this quantity is
conventionally equal to the inverse of the fan-out of the firing neuron, but other
choices can be taken into account. Of course, this is a simplification by which we
only consider inputs with the same amplitude. For the purpose of considering
the inhibitory effect, Pr is chosen negative for inhibitory neurons. The quantity
Pw, “postsynaptic weight”, represents the connection strength between a couple
of neurons. If Pw is equal to 0, the related connection is not present.

Finally, with Tl (leakage term) we take into account the subthreshold decay
for the passive mode (S < Sth). In particular, we have chosen a linear decay
behavior (this kind of decay is used in [17]), then Tl = LdΔt; in which Ld is
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the linear parameter, whereas, Δt represents the temporal distance between a
couple of consecutive input spikes.

In active mode (S ≥ Sth), the neuron is ready to fire: its firing is not instanta-
neous, but occurs after a continuous-time delay called time-to-fire. This quantity
can be affected by inputs, making the neuron sensitive to possible changes in
the network for a time window bounded by the time-to-fire itself. The inner
state and the time-to-fire are related through the following bijective relation-
ship, called firing equation.

tf =
1

(S − 1)
. (3)

Equation (3) represent an approximation of the curve that we have obtained
through the simulation of a membrane patch stimulated by brief current pulses
(0.01 ms of duration), solving the Hodgkin-Huxley equations [5] making use
of NEURON simulator [18]. Similar behaviors have been investigated by other
authors; for example, in Wang et al. [19], using DC inputs (see Fig. 1 in [19]).

In Fig. 2, a qualitatively comparison between the simulated behavior of the
latency and the firing equation is shown.

Fig. 2. The red line indicates the latency as a function of the membrane potential
Vm (red marked scale), or else of the current amplitude Iext, equivalently, obtained
by means of simulations in NEURON environment. The dashed blue line indicates the
rectangular hyperbola (i.e., the firing equation properly shifted for the comparison). In
addition, the normalized scale S is reported (blue marked scale). Note that, below the
Sth value no spike can be generated (fading blue area).

Note that, using (3) under proper considerations, it is possible to obtain Tr

(rise term) in active mode, as follows:

Tr =
(Sp − 1)2Δt

1− (Sp − 1)Δt
. (4)

in which Sp represents the previous state, whereasΔt = tc−tp is the temporal
distance between two consecutive incoming spikes; where tc and tp represent the
times related to current and previous states, respectively.
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Note that, the denominator of (4) must be positive, thus Δt < 1/(Sp − 1)
(i.e., Δt < tfp, in which tfp is the previous time-to-fire value).

Equation (4) allows us to determinate the inner state of a burning neuron at
the moment when it receives further inputs during the tf time window.

Finally, for S = Sth = 1 + d, the time-to-fire is equal to tf,max = 1/d,
representing the upper bound of the time-to-fire. The latter consideration is
crucial in order to have a finite maximum latency [15].

In order to make more clear the behavior of the model, we have depicted the
quantities introduced by means of (1)–(2)–(3) in Fig. 3. The effect of (4) is shown
in Figs. 4a-b.

Fig. 3. In this figure, an example of the qualitatively inner state behavior of a neuron
in passive and active modes is illustrated. An incoming excitatory input at t1 causes an
instantaneous increase of the state from Sp0 to Sp0 +PrPw1. At t2 a second excitatory
input is applied, then the state increase his value from Sp2 to Sp2 + PrPw2 (in this
example, we have chosen Pw2 �= Pw1). Note that, Sp2 < (Sp0 + PrPw1); indeed, under
the spiking threshold (Sth) the neuron is affected by a linear decay. Moreover, due to
the latency effect, the firing is not instantaneous but occurs after tf . Finally, after the
firing, the neuron is reset to its resting potential (i.e., S = 0) for a time equal to tarp
(i.e., absolute refractory period).

Note that, excitatory (inhibitory) inputs increase (decrease) the inner state
of a burning neuron. Therefore, when this neuron is in active mode, excitatory
(inhibitory) inputs decrease (increase) the related time-to-fire (Fig. 4a and 4b,
respectively).

Moreover, if the inhibitory effect is so strong to pull the burning neuron state
under the spiking threshold, the time-to-fire will be canceled and the state will
come back to the passive mode.

www.allitebooks.com
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(a) (b)

Fig. 4. (a) A hypothetical third excitatory input at t3 (dashed pulse) would cause a
reduction of the spike latency; then, the neuron would fire at t = t3+ tf2 (dashed line).
(b) A hypothetical inhibitory input at t3 (dashed pulse) would cause an increase of the
spike latency t = t3 + tf2 (dashed line). In general, the amplitude of the presynaptic
inhibitory input (Pr,inh) is different from the excitatory ones. In this case, a smaller
value of Pr,inh has been chosen. However, since in (a) and (b) we have assumed that
each presynaptic input came from various synapses (implying different Pw values), then
the PrPw product is different. Also, Tr effect is shown.

3 Network Topology and Plasticity Rules

3.1 CNN-like Topology

In order to show behaviors emerging from simulations conducted through the
paradigm here proposed, in this section we present a model characterized by a
CNN-like architecture topology. Therefore, a firing neuron emits its spikes to a
number of burning neurons belonging to a neighborhood, “v”. It is possible to
change the size of the neighborhood by setting the parameter “v”.

In Fig. 5 the grids for both excitatory (Fig. 5a) and inhibitory (Fig. 5b)
neurons are illustrated.

Note that, in order to maintain the balance between excitation and inhibi-
tion, the number of inhibitory neurons is less than the excitatory ones, about
15%-25% of the global neuron population [20]. Typically, this represents a con-
dition necessary but not sufficient to guarantee the network stability, as pointed
out recently [21]. Synaptic plasticity provides a further contribution in order to
maintain stable the network activity.

In the model, we have considered the following synapse classes: excitatory-to-
excitatory (see), excitatory-to-inhibitory (sei), and inhibitory-to-excitatory (sie).
Note that, self-connections are not contemplated.

Since for simplicity we assumed that also inhibitory neurons are integrators,
inhibitory-to-inhibitory synapses are not implemented. In fact, if this class were
present, this would entail a reduction of the number of inhibitory neurons dur-
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(a) (b)

Fig. 5. (a) Synapses grid for excitatory firing neurons (en); xn indicates an excitatory
or inhibitory (in) firing neuron. (b) Synapses grid for inhibitory neurons.

ing the simulation, pushing the network activity toward instability due to an
uncontrolled excitation.

In general, the spiking activity strictly depends on the synaptic circuitry [22],
but in this work we have considered a regular topological structure rather than
a biological one, which is too complex to reproduce. However, this choice does
not affect the basic paradigm.

Finally, in further works we will simulate different topologies such as modular
(e.g., [23]), hierarchical (e.g., [24]), small-world (e.g., [25,26]), etc.

3.2 Synaptic Plasticity Rules

For the purpose of taking into account the synaptic plasticity phenomenon, we
propose the following simple rules. They represent a functional simplification
of the Postsynaptic Rule: in its most general form, this rule states that it is
the positional pattern and timing of heterosynaptic inputs with respect to the
homosynaptic inputs to a given synapse that governs the change in postsynaptic
efficacy induced by a modifying substance at that synapse [27].

– Exponential decay. All postsynaptic weights grow down to the minimum
value in an exponential way with a proper time constant (τ).

Pw = Pw,min + (Pw − Pw,min)e
−Δt

τ . (5)

– Homosynaptic enhancement. When a spiking event occurs from a certain
synapse, the postsynaptic weight grows up, in function of previous spikes on
the same neuron and from the same synapse, occurred in a specified time
window (homosynaptic window).
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– Heterosynaptic enhancement. When a spiking event occurs from a certain
synapse, the postsynaptic weight grows up, in function of previous spikes on
the same neuron, in a specified time window (heterosynaptic window) from
other synapses.

The growing rates related to homo- and heterosynaptic rules are properly applied
using the following equation:

ΔPw = η(Pw,max − Pw) . (6)

with 0 < η ≤ 1, representing the learning rate. Pw,max represents a cut-
off value, but thanks to the exponential decay the saturation of the weights is
avoided.

As show in subsection 4.2, these simple rules, together with the CNN-like topol-
ogy, seem to be suitable to realize a confinement-competition-selection model [9].

In future works, we would also implement alternative strategies such as STDP
(e.g., [28]) or Synaptic Scaling (e.g., [29]).

4 Event-Driven Simulations

4.1 Event-Driven Approach for the Network Simulation

As we have already stressed in the introduction, for the purpose of emulating
a continuous-time behavior an event-driven approach is required [17], [30,31].
Therefore, a simple MATLAB code has been implemented, by means of which
the simulation proceeds searching for the active neuron with the minimum time-
to-fire, in order to determinate the next firing event to be scheduled in the spike
timing array list. Then, the evaluation of firing event effects on all the directly
burning neurons is made. A simulation procedure summary is illustrated below.

1. Pseudo-random inner state assignment for all neurons. Then, some neurons
could be active when the simulation is running.

2. If all neuron states are less than the spiking threshold Sth, no active neuron
is present. In this case, there is no activity.

3. The inputs are applied and the inner states S are computed for each burning
neuron.

4. If a subset of neurons become over threshold, the time-to-fire for all active
neurons will be evaluated, i.e. the following cyclic simulation procedure is
applied:
(a) Find the neuron N0 with the minimum time-to-fire, tf0. Apply to the

global simulation time an increase equal to tf0. According to this choice,
update the time-to-fire and the inner states for each active neuron.

(b) Firing of the neuron N0. According to this event, make N0 passive and
update the states of all directly connected burning neurons. Update the
postsynaptic weights according to the synaptic rules. Finally, the quan-
tity tf0 is subtracted to the time-to-fire of all active neurons.

(c) Update the set of the active neurons. If no active neuron is present the
simulation is terminated. Otherwise, repeat the procedure from step (a).
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4.2 Simulation Results

The whole distribution of the synapses is dynamically stored in a N × M ma-
trix, called Pw (i.e., postsynaptic weights). Each entry of this matrix represents
the weight of the particular synapse linking the firing neuron (j -th column of
the matrix) to the burning one (i.e., i-th row of the matrix). Because of some
synapses are not present (i.e., the network is not fully connected), some entries
are equal to zero.

Defining nen as the number of excitatory neurons, nin as the number of
inhibitory ones, nef as the number of external sources, and nt as the total
number of neurons (including the external sources) the Pw matrix can be divided
into submatrices:

Pw =

(
Pw11 Pw12 Pw13

Pw21 Pw22 Pw23

)

in which:

1. Pw11(pwi,j) represents the submatrix for the excitatory-to-excitatorysynapses
(see), with i = j = 1, ..., nen; since no self-connection is considered, each
entry of the main diagonal is equal to zero.

2. Pw12(pwi,j) represents the submatrix for the inhibitory-to-excitatory synapses
(sie), with i = 1, ..., nen and j = nen+ 1, ..., nen+ nin.

3. Pw13(pwi,j) represents the submatrix for the connections among external
sources and excitatory neurons (sese), with i = 1, ..., nen and j = nen +
nin+ 1, ..., nt.

4. Pw21(pwi,j) represents the submatrix for the excitatory-to-inhibitory synapses
(sei), with i = nen+ 1, ..., nen+ nin and j = 1, ..., nen.

5. Pw22(pwi,j) represents the submatrix for the inhibitory-to-inhibitory (sii),
with i = nen + 1, ..., nen+ nin and j = nen + 1, ..., nen+ nin, and it is a
zero matrix as this class of connections is not considered here.

6. Pw23(pwi,j) represents the submatrix for the connections among external
sources and inhibitory neurons (sesi), with i = nen + 1, ..., nen + nin and
j = nen+ nin+ 1, ..., nt.

Note that, since the input signal cannot back-propagate, then the submatrices
related to excitatory- and inhibitory-to-external sources, and external source
self-connections are not present. Of course, nen, nin and nef can be chosen
arbitrarily large.

Moreover, we have defined a nt×5 matrix, called S, in which are dynamically
stored all the parameters related to all neurons of the network: the state (i.e.,
S(:, 1)), the time-to-fire (i.e., S(:, 2)), the tlastfire (i.e., S(:, 3), representing the
time from the last spike emitted), the tlastburning (i.e., S(:, 4), representing the
time from the last spike received) and the presynaptic weight Pr (i.e., S(:, 5)),
for each neuron. This list includes the external sources, but they are not affected
by the same rules of the neurons (i.e., Eqs. (1)–(2)–(3)–(4)–(5)–(6)). Indeed,
external sources are thought as access nodes by which we provide spike sequences
to the network.
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In the following figures, we show in a 2D map the spiking activity before and
after stimulation. In this case, we have applied random spike sequences. Each
point of the map represents the state level in gray scale: darker points imply a
high activity. Note that, in order to avoid boundary effects, the 2D neuron map
(obtained by the combination of the two grids shown in Figs. 5a–b) has been
folded as a taurus.

(a) (b)

Fig. 6. (a) Spontaneous spiking activity. (b) Formation of neuronal groups after
stimulation.

For this preliminary study, the network was composed by 18060 excitatory
and 2021 inhibitory neurons; moreover, we have applied 25 external sources in a
pseudo-random fashion when the simulation was already run. The size of the 2D
map was 140× 129 (i.e., the size of the excitatory neuron grid). Finally, we have
chosen a neighborhood v = 4, then each firing neuron could fire to 80 burning
neurons (i.e., [(2v + 1)D − 1], with D = 2).

As regards the neuron model parameters, we have assumed a threshold con-
stant d = 0.04, implying a spiking threshold Sth = 1+d = 1.04, and a maximum
time-to-fire tf,max = 1/d = 25; a linear decay Ld = 0.001. In addition, we have
considered the postsynaptic weights Pw in the range [0.1, 3].

In Fig. 6a a spontaneous activity of the network is depicted, which imply that
some neurons were active when the simulation was run. We have also reported
the spiking activity as a consequence of a stimulation consisting of pseudo-random
spike sequences (Fig. 6b). Notice the emerging of 5 neuronal groups, in which the
activity is higher than the rest of the network.Moreover, when we removed the ex-
ternal input these groups maintained their activity stable, preserving the shapes
depicted in Fig. 6b. We believe that this confinement/selection behavior is due to
both the architecture topology and synaptic plasticity rules implemented.

Of course, by means of proper techniques, further studies on the “memory”
implications are needed (e.g., using statistical tools).
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5 Conclusions

In this paper, we have introduced a simple paradigm in order to realize a
continuous-time spiking neural network simulator. Since the simulations are con-
ducted on a digital PC, we have implemented an ad-hoc event-driven method
based on an array list. In this array, spike times of active neurons are stored
and the algorithm proceeds searching for the minimum spike time in the list.
Thus, a scheduling of the events is performed. Such a method allows us to im-
plement a “continuous-time” behavior and to reduce the computational cost as
well. Note that, event-driven simulations seem to be more suitable for the pur-
pose of emulating the realistic dynamics of biological systems; indeed, as pointed
out in the introduction, clock-driven simulations cause some relevant errors in
the computation, which can mask the real network behavior.

We have taken into account some important neuronal characteristics such as
subthreshold decay, spike latency, synaptic integration, excitatory and inhibitory
effects, and synaptic plasticity. Even though we addressed the network imple-
mentation more from a functional point of view rather than a biological one,
some interesting preliminary results have been obtained. In particular, forma-
tion and maintenance of neuronal groups after stimulation have been observed.

Further works will be focused on the statistical implications about the activity
of these neuronal groups and the chance of storing information, realizing then
analog memories.
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Abstract. Spectral clustering can provide surprising performances. As all kernel
methods, is uses a similarity matrix, whose size grows with n2, and it requires
to solve a possibly large eigenproblem. In this paper we focus on a method for
spectral embedding of stream data, modeled as an unbounded quantity of input
observation. A second purpose of this work is to analyze the proposed method and
compare it with traditional neural network implementations: current knowledge
about computations in neurons and the brain does not contrast with the comput-
ing primitives required for a local implementation of the proposed technique. A
hypothesis stemming from this work could be that concept formation and dis-
crimination in neurons and the brain could be explained by a spectral embedding
framework.

Keywords: Spectral clustering, Online learning, Concept formation, Unsuper-
vised learning, Neural networks.

1 Introduction

Spectral clustering is a family of unsupervised machine learning techniques capable of
providing surprising performances, such as the detection of clusters of more or less ar-
bitrary shape [26]. From the cognitive modeling standpoint, two weaknesses of spectral
clustering are that solutions in non-clusterable data sets tend to be less meaningful than
with other, more traditional techniques such as k means; and that, especially with data
embedded in R

d where the heat kernel

K(x,y) = e−‖x−y‖/σ 2
(1)

is commonly used, in the presence of clusters of different densities the choice of the
parameter σ is critical and it may not be possible to find a unique optimal value [28,15].
Generalization, or “out-of-sample extension”, is not directly provided by these methods,
but several techniques can be used to this purpose [4,10,8]

The present work, however, is concerned with one specific computational limitation
of the method. Spectral clustering, as all kernel methods [9], is based on the use of a
Gram (or similarity) matrix, whose size grows with n2 (where n is the data set cardi-
nality), and therefore computations usually scale as n3. The methods require solving an
eigenproblem, with related computational complexity.
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In this paper we focus on the problem of providing a spectral embedding solution to
the problem of clustering stream data, which can be modeled as an unbounded quantity
of input observation (n → ∞). This is motivated by the growth of available raw stream
data. For instance, some applications currently receiving a lot of attention are wearable
sensors for health monitoring, data from mobile devices in crowd and traffic manage-
ment in “smart city” projects, and sensors for ambient-assisted living. Clearly, solving
this problem requires some approximations to the method, which will be introduced in
Section 4. We provide a technique that, while not directly tested here on stream data, is
nevertheless optimized by online training, making it suitable in this framework.

A second purpose of this work is to analyze the proposed method and compare it with
traditional neural network implementations. We will see that current knowledge about
computations in neurons and about the structure of several brain areas, for instance
those related to early vision, does not contrast with the computing primitives required
for a local implementation of the proposed technique.

A hypothesis stemming from this work could be that, contrary to what is suggested
by many “canonical” models of computation in the brain based on simple maximum
similarity matching (e.g., the “prototype effect” [12] in perception and recognition),
concept formation and discrimination could be explained by a more flexible and pow-
erful spectral embedding framework.

2 Spectral Clustering

Spectral clustering is a clustering criterion that can be justified as arising from spectral
graph partitioning [6] or from several other principles, such as random walks, diffusion
phenomena and the heat equation, or Laplacian-of-Gaussian filters for edge detection.
In the case of data embedded in R

d , it uses a similarity matrix W to construct a neigh-
borhood graph, and then it analyzes the spectral properties of this graph by studying the
eigenvalues and eigenvectors of the graph Laplacian L =D−W or one of its normalized
versions, Lrw = I−D−1W or Lsym = I−D−1/2WD−1/2, where D is the diagonal degree
matrix whose values are the row (or column) sums of W .

The eigenvectors and eigenvalues of graph Laplacians provide information about the
number of connected components of the graph, although in different forms depend-
ing on the normalization. In particular, L and Lrw have piece-wise constant eigenvec-
tors, all corresponding to eigenvalue 0, and whose multiplicity equals the number of
connected components of the graph. These eigenvectors are indicator vectors of the
connected components, being 0/1 valued. If clusters are defined in a more general and
realistic way, i.e., as sub-graphs which are not connected components, but have stronger
within-group connectivity than between-group connectivity, then the eigenvectors are
still
approximate indicator vectors.

The algorithm by Ng, Jordan and Weiss [16] is slightly different in that it uses a
complementary but equivalent definition of Lsym, which is L′

sym = I −Lsym and has the
same eigenvectors; moreover if λi is an eigenvalue for Lsym then 1− λi is an eigen-
value for L′

sym, so that this approach studies the largest-valued (ideally 1), as opposed
to smallest-valued (ideally 0), eigenvalues of the Laplacian spectrum.
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After computing the eigendecomposition of the Laplacian, the top eigenvectors are
arranged as the columns of a matrix; then a spectral embedding is performed, where the
l-th data point is represented by the l-th row of the matrix. Finally these representations,
after having been row-normalized, are clustered with a simple method (often k means).

A very good introduction to the different flavors of spectral clustering is provided in
[26]. In ref. [9] an overall survey of the properties of spectral, as well as kernel-based
clustering is provided.

3 Online and Incremental Versions of Spectral Clustering

Due to the mentioned computational limitations, spectral clustering has been the sub-
ject of several modifications. These fall into two typical broad categories. The first one
is that of exact algorithms which exploit the sparsity of graph data, i.e., the fact that
the number of edges is less than n(n− 1)/2. The second category is approximated al-
gorithms, where the approximation may apply to the data (not all data are kept), to the
similarity matrix, or to other aspects. Many of these modifications are iterative and can
be used for online training, although not all are suitable for the clustering of stream
data.

An instance of the first category is the approach by H. Ning [17] which directly up-
dates the eigenvectors and eigenvalues by decomposing the graph and identifying only
the individual elements that need updating. It applies only to cases of graph with lim-
ited connectivity; the approach is suitable for instance for studying the Internet graph,
although it relies on some hypotheses on the extent of modifications required at each
updating step, which should be limited.

The second category is represented by the “Nyström method”, i.e., the use of the
Nyström formula to obtain a reduced-rank approximation of a Gram (similarity) matrix,
which has been proposed for use in spectral clustering in [10]. The “fast approximate”
method from [27] approximates the data rather than the eigensystem by using a pre-
clustering step, to which spectral clustering is then applied.

4 An Approximated, Online Spectral Clustering Method

Rather than approximating the data or the eigensystem, in this work we propose to ap-
proximate the matrix W and therefore the normalized Laplacian. The technique includes
two steps: approximation and eigendecomposition.

For the first step, approximation, we assume that the input data x are satisfactorily
described as realizations of a stationary, discrete-time, stochastic vector process

x = c j +ν, j ∈ {1 . . .m} , (2)

where j is a random integer between 1 and m and ν is a random (noise) term for which
we assume a reasonable probability distribution, i.e., unimodal, symmetric, and zero-
centered. Therefore we approximate the data with a set {c1, . . . ,cc} of reference or land-
mark [7] points which are optimized to minimize a mean squared distortion criterion

J =

∫
(x− c(x))2 p(x)dx , (3)

www.allitebooks.com
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where c(x) is the nearest landmark to data point x. This is a vector quantization problem.
We require that its solution approximately reflect the data distribution p(x), but it does
not necessarily have to pinpoint any structure (clusters) within it. A vector quantization
problem is usually solved by stochastic approximation methods.

The landmark points are then used for approximating the asymmetric normalized
Laplacian

Lrw = D−1W (4)

by replacing the computation of the similarity K(x,x′) of any given data point to the
remaining points x′, a set of possibly infinite cardinality in our hypotheses, with the
similarity of the same point x to each landmark c j, a set of finite cardinality m. The
chosen similarity function K(·, ·) can be for instance the heat kernel (1). The task is
therefore that of identifying the similarity matrix Wjk = K(c j,ck) from a possibly un-
bounded sequence of observed samples x generated according to model (2). Note that,
according to the asymmetric normalization chosen, if the current sample is x = c j +ν
we have

Ljk =
Wjk

∑h Wjh
≈ K(x,ck)

∑h K(x,ch)
, (5)

which depends only on x, not on other samples as it would in the case of the symmetrical
normalization D−1/2WD−1/2.

In the second step the structure of the data distribution is analyzed by means of the
eigendecomposition of the normalized Laplacian. Since in this setting the Laplacian is
noisy (random) and given by a sequence of row vectors, each of the form

[
K(x,c1)

∑h K(x,ch)
, . . . ,

K(x,cm)

∑h K(x,ch)

]
,

then we may use Oja’s subspace rule [19,18] which gives the eigendecomposition of
a matrix ST S, known through a sequence of noisy samples of S; the eigenvectors of
ST S are the same as the right eigenvectors of S (while the eigenvalues are squared w.r.t.
those of S). Note that, since this algorithm requires centered data, the mean input vector
is also learned as a set of bias terms, and then subtracted.

To complete the spectral clustering process, the embedded data should be clustered,
usually by k means. However, due to the properties of the spectral embedding, this last
step is usually almost trivial. In this work we will mainly focus on embedding.

To sum up, the following is an outline of the proposed online algorithm:

1. Input one pattern x
2. Compute similarities from landmarks: K(x,c j)

3. Compute the corresponding row of the normalized Laplacian: λ j =
K(x,c j)

∑h K(x,ch)

4. Update landmarks
5. Compute one subspace step using Laplacian row as input
6. Update subspace projection
7. Go to step 1
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Fig. 1. Graphical representation of the method. Small circles are inputs; large circles compute
similarities, each unit storing one prototype c j; triangles compute eigendecomposition of the
approximated Laplacian, each unit computing the projection on one dimension of the embedding
space. For clarity not all connections between inputs and similarity units are shown.

Fig. 2. Iris data: The spectral embedding obtained. Crosses is Setosa, circles is Virginica, and
squares is Versicolor; ”out1”, ”out2” and ”out3” indicate three output components.
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5 Experimental Results

Some experiments have been performed to check the consistency of the proposed method
with standard approaches, rather than proving its quality in absolute terms. The data
sets used are Anderson’s Iris data [2], a data set composed of two concentric circles
(“circles”, see left of Fig. 3), and a data set of random samples from the letters W I R N
(“WIRN”, see top of Fig. 4).

Anderson’s Iris data needs little presentation. It is a three-class dataset with 4 inputs
(petal width, petal length, sepal width, sepal length, all expressed in centimeters) and
50 instances per class, for a total of 150 patterns. The data set was downloaded from
the UCI Machine Learning repository [3].

The circles and WIRN data were generated by randomly sampling points from 2-
dimensional geometrical structures within the (dimensionless) square [0,1]× [0,1], as
shown in the respective figures, so they are both 2-input data sets. The circles data has
two clusters and 200 instances per cluster (total cardinality: 400), whereas the WIRN
data has four clusters and instances distributed as follows: 499 in cluster ”W”, 226 in
”I”, 469 in ”R” and 376 in ”N” (total cardinality: 1570). The different cardinalities are
due to sampling different shapes and sizes with uniform random density.

The latter two experiments can be directly compared with the results presented in
[16] on similar data. Note, however, that both in traditional approaches and in the online
version proposed here the results are strongly dependent on the choice of σ , therefore
comparisons, even those contained in [16], are not necessarily fair.

The method was implemented in C++. Vector quantization was performed with a
centroid optimization heuristic similar to online k means, with some degree of inter-
action between the best-matching vector and the remaining ones, to reduce the risk of
false minima; the interaction degree was annealed during training with an exponential

Fig. 3. The ”Circles” data set. Left, data; ”x1” and ”x2” indicate two input components. Right:
Spectral embedding (learned representation), log-log scale; ”out1” and ”out2” indicate two output
components.
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rule. Eigendecomposition and mapping was performed with Oja’s generalized Hebb
rules plus an orthogonalization step (a method roughly equivalent to Sanger’s GHA
rule [24]). Both steps are purely online, with no memory required in addition to the
already described quantities: landmarks, eigenvectors, bias terms.

The figures show the data and the results of the spectral embeddings obtained. These
are graphs with axes representing the two or three components of the embeddings them-
selves (actually the plotted values are the outputs of the network corresponding to each
input pattern presented). From the figures it is clear that the subsequent, actual cluster-
ing is trivial with circles and WIRN, while for Iris, which only contains two separable
clusters, some misattributed data remain, as it is to be expected.

Fig. 4. The ”WIRN” data set. Top, data labeled after the clustering result; ”x1” and ”x2” indicate
two input components. Bottom, spectral embedding (learned representation); ”out1”, ”out2” and
”out3” indicate three output components.
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For the WIRN data also the result of the final clustering step, using k means on the
normalized output patterns, is presented.

In general, the embeddings have a dimensionality that equals the number of clusters
sought, so for Iris all three components are shown. For WIRN we show three of the four
components.

6 A Neural Implementation

An intriguing property of the method presented is that it is completely local and, as
already noted, it requires constant memory w.r.t. data cardinality, therefore it is a good
candidate for a distributed implementation. But we will go as far as showing that the re-
quired computational primitives are indeed not incompatible with commonly accepted
input-output response models found in the nervous system, for instance in early vi-
sion stages. This suggests that the operating mechanism of some areas in the nervous
system could be actually implementing a form of spectral embedding for learning
representations.

Regarding the landmark set
{

c j
}

, a basic competitive update rule was used, as de-
scribed in the experimental section.

As the similarity function K(·, ·), up to now we have referred to the Gaussian simi-
larity or heat kernel (1). However, we note that a similar function can be obtained with a
standard linear threshold formal unit, modified to include a sum-of-squared-inputs term
as follows:

r(x) = wqx ·x+w ·x+w0 a(r) =
1

1+ e−r , (6)

where x ·x = ∑d
i=1 x2

i = ‖x‖2, r is the net stimulus and a the activation value, obtaining
what has been termed a circular perceptron [22] due to the hyper-spherical shape of its
discriminant surface. With suitable constraints on the weights wq, w = [w1, . . . ,wd ], and
wq this model can be interpreted as implementing the formal neural function

r(x) =
‖x− c‖2+θ

σ2 a(r) =
1

1+ e−r (7)

by means of the following conversions:
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

wq =
1

σ 2

w =− c
σ 2

w0 =
‖c‖2−θ

σ 2

⇔

⎧
⎪⎪⎨

⎪⎪⎩

σ = 1√
wq

c =− w
wq

θ = ‖w‖2−w0
wq

A network including these “circular neurons” has been shown [23] to be equivalent
in several respects to a vector quantization network. The presence of a quadratic term
introduces a (biologically plausible [11]) dependence of the output response on the
overall input intensity, not only on the net input. Figure 5 shows the excellent degree of
coincidence between the circular activation function and the Gaussian one, attainable
with suitable parameter values.
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Fig. 5. Comparison of circular unit (dotted) and Gaussian (continuous) activations as functions of
their net stimulus.

Competitive learning rules and orthogonalization can also be explained by means of
Heeger and Carandini’s normalization model [5], which explains experimental data that
indicate the presence of a net inhibitory effect of neurons within a group, even in the
absence of inhibitory synapses. This effect in turn can be explained in the framework
of retrograde signaling [1], neural backpropagation [25], and neuromodulation. These
considerations support and reinforce the common idea that both competitive updating
rules and the Hebbian learning rule are biologically plausible and indeed may be a
model of some mechanisms of synaptic plasticity in the central nervous system.

7 Concept Formation

During the experiments it has been observed that, after an initial phase of “ramping
up”, adaptation proceeds quite smoothly. As soon as some structure appears in the set
of landmarks, the second layer can start learning meaningful eigencomponents. These
usually do not change abruptly; it appears that the evolution stays smooth as long as
there is no change in attraction basins of landmarks in the first layer. This makes the
selection of prototypes in the first layer not critical, as also observed in [7] with ex-
periments on the landmark MDS, a method that shares some elements with the present
one.

By performing several experiments it has additionally been observed that, for a suit-
able selection of σ , or equivalent parameters in case of different formulations of the
prototype units, for well separated clusters the embedding tends to be binary, i.e., most
coordinates of the embedded point are zero and only one is significantly different from
zero. This tendency to form sparse representation is a known property of the Lapla-
cian eigensystem. Moreover, except for possible arbitrary axis permutations, the locus



70 S. Rovetta and F. Masulli

of embedding points tends to stay about the same regardless of the actual location of
landmarks, which depends on the random initialization.

The proposed model therefore shows some very interesting properties:

– Similarly to its standard counterparts (spectral clustering methods), it automatically
points out interesting structure from fairly complex data distributions, with higher
flexibility than prototype-based models.

– It intrinsically produces sparse internal representations starting from distributed
intermediate representations, that tend to move from analog to binary.

– Different exemplars produce similar internal models. This may provide them with
an ability to develop a “theory of mind”, i.e., a shared representation for concepts
and consequently the possibility to model other individual’s internal state.

It can be noted that all these properties are obtained by only using computational
primitives that are commonly accepted as biologically plausible and have been in use
for decades.

It is interesting to note how the observed behaviour is also compatible with exper-
iments and theories of concept formation as observed in the human brain, as well as
in primates and other mammals. For instance, in the case of vision, the representation
shift from distributed to localized is a well-known organizational aspect: the initial rep-
resentation is obviously completely distributed on the individual receptors of the retina,
then it gets organized into receptive fields [13]; in specific areas of the visual cortex it is
gradually made more selective, where neurons traditionally termed ”complex” and ”hy-
percomplex” cells [14] implement a hierarchy of sparse distributed representations; fi-
nally, there is substantial experimental evidence [21] of the existence of ”concept cells”
in the medial temporal lobe, that implement a completely localist representation indi-
vidually elicited by abstract cognitive tasks such as recognizing the face, or even just
reading the name, of a known person (e.g., ”Jennifer Aniston neurons” [20]).

8 Conclusions and Future Work

The work presented in this paper is just an initial proposal, and several issues should be
further investigated. Among these, the technical problems of selecting a proper value
for σ and a proper scheduling (or online modulation) for the learning steps. This latter
point can be an opportunity to develop a supervised version of the network, as well as to
incorporate some form of novelty detection to modulate the stability/plasticity dilemma.

A combined landmark-eigensystem learning method can also be investigated, to pos-
sibly reduce the number of model parameters.

Finally, the model is especially well suited for being employed in modular and multi-
layer, possibly deep structures, since it is unsupervised and for training it only uses
information local to each layer.
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Abstract. This work aims to approach web pages categorization by
means of semantic graphs and machine learning techniques. We propose
to use a semantic graph that can provide a compact and structured
representation of the concepts present in a document in order to take
into account the semantic information. The semantic graph allows de-
termining a map of the semantic areas contained in the document and
their relationships w.r.t. a particular concept or term. The semantic mea-
sure between the terms is calculated by using the lexical database (i.e.,
WordNet). The document categorization is accomplished by a machine
learning technique. We compare the performance of both supervised and
unsupervised techniques (i.e., Support Vector Machine and Self Orga-
nizing Maps, respectively). The proposed methodology has been applied
for classification and agglomeration of benchmark and real data. From
the analysis of the results it can be shown that the model trained with
semantic features obtains satisfactory results, in particular by using the
unsupervised machine learning technique.

1 Introduction

With the dramatically quick and explosive growth of information available over
the Internet, World Wide Web has become a powerful platform to store, dissem-
inate and retrieve information as well as mine useful knowledge [3]. Information
is mostly in the form of unstructured data. As the data on the web has been
growing, it has lead to several problems such as increased difficulty of finding
relevant information and extracting potentially useful knowledge. Web mining is
an emerging research area focused on the application of data mining techniques
to discover patterns from the Web. According to analysis targets, Web mining
can be divided into three different types, which are Web usage mining, Web
content mining and Web structure mining. In this work we address the problem
of Web content mining. Web content mining extracts information from different
Web sites for its access and knowledge discovery. In particular, we study a novel
methodology for Web pages categorization considering the textual content.
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In the past 20 years, the number of text documents in digital form has grown
exponentially [12]. As a consequence of this exponential growth, great impor-
tance has been put on the classification of documents into groups that describe
the content of the documents. The function of a classifier is to merge text doc-
uments into one or more predefined categories based on their content. Each
document can belong to several categories or may present its own category. In
[9] the authors review the Web-specific features and algorithms that have been
explored and found to be useful for Web page classification. Most approaches
described in literature do not consider the semantic information in the document
and therefore in some cases may not perform adequately. In [1] an approach to
incorporate concepts from background knowledge into document representations
for text document classification (by using boosting machine learning technique)
has been proposed. To extract concepts from texts, the authors have developed
a detailed process, that can be used with any ontology with lexicon. Our work
aims to approach web pages categorization by means of semantic graphs and
machine learning techniques 1. The semantic graph allows determining a map
of the semantic areas contained in the document and their relationships w.r.t.
a particular concept or term. The similarity between the terms is calculated by
using the lexical database (i.e., WordNet) and the pages are represented using a
TF-IDF (Term Frequency-Inverse Document) mechanism.
The paper is organized as follows. In Section 2, we introduce the categorization
problem of documents, and, in Section 3 the TF-IDF methodology is presented.
In Section 4 we describe the semantic graph and how to use it for the the TF-
IDF methodology. In Section 5, the experimental results on benchmark and real
data are presented. Finally, some conclusions and future remarks are outlined.

2 Document Categorization

Categorization of documents refers to the problem of automatic classification of
a set of documents in classes (or categories or topics). A common approach for
text classification is formed by five steps. The first step (tokenization) eliminates
the punctuation signs in the text. The second step (stopping), removes from the
text the so-called stopping words, i.e., common words (e.g, articles, modal verbs,
prepositions) that are widespread in every text and therefore cannot be used for
discriminating a text. The third step is the stemming, where each term is reduced
to own lexical root (or stem) by means of a stemming algorithm (e.g., Porter’s
algorithm). In the fourth step, the document is represented by means of a vector
whose generic i-th coordinate is computed by TF-IDF (Term Frequency-Inverse
Document) approach [11]. Finally, the document classification is performed by
a machine learning technique. The approach described above does not consider
the semantic information in the document and therefore in some cases may not
perform adequately.

1 The work was made when Alessio Placitelli was M. Sc. Student at University of
Naples Parthenope.
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3 Scoring

To extract information from a document we compute a score between a query
term t and a document d, based on the weight of t in d. The simplest approach
is to assign the weight to be equal to the number of occurrences of term t in doc-
ument d (tft,d, Term Frequency of the term t in document d) [6]. Raw term fre-
quency as above suffers from a critical problem: all terms are considered equally
important when it comes to assessing relevancy on a query. In fact, certain terms
have little or no discriminating power in determining relevance. A mechanism
for attenuating the effect of terms that occur too often in the collection to be
meaningful for relevance determination. An idea could be to reduce the tft,d
weight of a term by a factor that grows with its collection frequency. It is more
commonplace to use for this purpose the document frequency dft, defined to be
the number of documents in the collection that contain a term t. Denoting the
total number of documents in a collection by N , we define the inverse document
frequency (idf) of a term t as follows:

idft = log
N

dft
. (1)

Thus, the idf of a rare term is high, whereas the idf of a frequent term is likely to
be low. We now combine the definitions of term frequency and inverse document
frequency, to produce a composite weight for each term in each document. The
TF-IDF weighting scheme assigns to term t a weight TF-IDF in document d
given by

TF-IDFt,d = tft,d × idft. (2)

We may view each document as a vector with one component corresponding to
each term in the dictionary, together with a weight for each component that is
given by equation (2).

4 Semantic Graph

In order to take into account the semantic information, we propose to use a
semantic graph that can provide a compact and structured representation of the
concepts present in a document. The semantic graph allows determining a map
of the semantic areas contained in the document and their relationships w.r.t.
a particular concept or term, called target. The semantic weight indicates how
much the document is relevant w.r.t. the target. The semantic graph is a undi-
rected, fully connected graph, consisting of the terms of the document connected
by relations of similarity to a target term.
A semantic graph is computed starting from a single term. Let t be the term
whose semantic graph has to be computed and N is the number of the most sim-
ilar terms in the document, the construction of the semantic graph is performed
by means of four well-defined phases: similarity calculation, ranking, graph con-
struction and semantic weight calculation. The similarity (s) between the terms
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Fig. 1. Minimum spanning tree computed by the algorithm of Kruskal

is calculated by using the lexical database WordNet [7]. Next, the terms more
similar to t, are ranked on the basis of a properly chosen similarity metric. Now
the top N terms are used as the vertices of the undirected weighted semantic
graph. For each pair of vertices an edge is created. The weight of the edge is pro-
portional (1−s) to the semantic distance between the terms (e.g., Lin similarity
in the [0, 1] interval [5]). For instance, consider the construction of a semantic
graph related to the target term computer based on a document containing the
terms: Internet, www, cat, network, software, computer, web, and homepage. The
information contained in the semantic graph can be represented by a single syn-
thetic value called semantic weight (ws). This value is obtained calculating the
sum of the reconstructed weights (1 − ws) for the arcs belonging to the Mini-
mum Spanning Tree (MST) of the semantic graph. The weight indicates that the
semantic parsed document, represented through the semantic graph, is relevant
to the target word. The higher the value of the weight, the more the document
refers to the subject matter from the end target. On the contrary, the smaller
this value, the less the document identifies the target. In Figure 1, the minimum
spanning tree computed by the algorithm of Kruskal is presented. The final se-
mantic weight is proportional to this estimated weight. Summarizing, the steps
of the proposed categorization process are as follows. The first three steps are the
same as in usual categorization process (i.e., tokenization, stop words removal,
stemming), in the fourth step, to each term it is associated the semantic weight,
instead of the usual TF-IDF value. In Figure 2 , the use of a semantic graph in
a bag of words mechanism[6], is shown. Finally, using the TF-IDF vectors we
have performed the document categorization by means of a machine learning
technique. In this specific case, both Support Vector Machine (SVM) [2] and
Self Organizing Maps (SOMs) [4] have been applied.

5 Experimental Results

The proposed methodology has been applied for classification (SVM) and ag-
glomeration (SOM) of two different corpora. To evaluate the performance, the
results are compared with those obtained by the standard TF-IDF mechanism
considering different metrics. For the SOM, we consider the quantization error
(QE), the topographic error (TE) and the combined error (CE). Regarding the
SVM, the percentage of documents correctly classified is evaluated (for further
results as confusion matrix, measures of precision and recall see [8]).
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Fig. 2. Bag of words mechanism and semantic graph: extraction of features from
documents

In a first phase of validation, the Reuters 21578 corpus has been considered
[10]. This corpus was issued by the multinational Reuters in 2000 and made
publicly available for research purposes. We used only three categories for a total
of 390 documents divided as follows: Cocoa (55 documents), Money Supply (138
documents) and Ship (197 documents). In Tables 1 and 2, we report the results
applying SOM and SVM techniques, respectively. Using SOM, in the case of
semantic weights, a QE of 41.961, a TE of 0 and a CE of 48.414 are obtained.
Instead the SVM, as reported in Table 1, has allowed obtaining a percentage of
correct classification of 97.17% (379 documents). In the case of standard TF-
IDF, SOM has detected a QE of 43.675, a TE of 0.005 and a CE of 49.820.
The percentage of correct classification obtained through SVM is of 93.58% (365
papers).

Successively, a scraping software has been used for analyzing a web page and
extract the main content excluding tags, templates and other kind of unnecessary
code [8]. In order to build the corpus, the scraper was launched for five days
(from March 15, 2013 to March 20, 2013) by performing the scraping of 1995
journalistic news of 5 different categories: politics, sport, business, science and
entertainment. In Table 3, we describe the categories and information sources
for the corpus 2. The dictionary of the processed corpus is composed initially
of 27305 terms. The removal of low-frequency terms leads to the elimination of
15619 words, decreasing the size of the dictionary terms to 11686 terms.

The SVM training was performed using a linear kernel and a cost coefficient of
C = 1.0. The main objective of these experimental results is to compare TF-IDF
and SWA approaches. For this reason we chose to use a simple linear kernel and
to consider the same weight between the slack variability penalty and the margin
in SVM optimization mechanism [2]. A 10-fold cross-validation is performed. On

2 The corpora are available on request.
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Table 1. SVM results: Reuters and scraped corpora

SVM training set training set test set

TF-IDF 93.58% 81.35% 62%

SWA 97.71% 79.79% 70.36%

Reuters Real data Real data

Table 2. SOM results: Reuters and scraped corpora (QE = Quantization Error; TE
= Topographic Error; CE = Combined Error)

SOM QE TE CE QE TE CE Test set Test set

TF-IDF 41.96% 0.0% 48.41% 75.04% 0.01% 81.74% 83.19% 75.12%

SWA 43.67% 0.0% 49.82% 47.41% 0.04% 58.43% 86.68% 79.37%

Reuters Reuters Reuters Real data Real data Real data Real data Feature Selection

Table 3. Information sources used for the corpora (feed RSS)

Category Information sources

Politics The Guardian, The Telegraph, The Scotsman, BBC

Sports The Guardian, The Independent, The Telegraph, Daily Mail, The Express,

The Daily Star, The Scotsman, BBC

Business The Guardian, The Telegraph, Daily Mail, The Express, BBC

Science The Guardian, The Independent, The Telegraph, Daily Mail,

The Express, The Daily Star, The Scotsman (Technology), BBC

Entertainment The Guardian (Movie), The Telegraph, Daily Mail, The Express, The Scotsman, BBC

Table 4. Test corpus

Category # of documents Words (average) Characters (average)

Politics 47 718 4224

Sport 210 523 3057

Business 165 590 3479

Science 141 584 3585

Entertainment 137 595 3448

the standard TF-IDF vectors, the classification percentage is of 81.35% (on the
overall training set). In the unsupervised case, the SOM has a height of 17 and
a width of 13 neurons. The estimated QE is 75.047, the TE is of 0.015 while the
CE is 81.740. By using the semantic wights the SVM classification is of 80.760%.
Instead, SOM has produced a QE of 47.410, a TE of 0.047 and a CE of 58.433. In
Figure 3 we show the comparison between the topological mapping of the SOM
obtained with TF-IDF and by using semantic weights, respectively. The results
and the figures show that by using semantic weights is possible to obtain a more
regular topographicmap.Moreover, the generatedmodels are evaluated through a
test corpus composedby 700 terms (seeTable 4 for details).We obtain a percentage
of 62% of correct classifications using the TF-IDF features and of 70.36% using
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a) b)

Fig. 3. Topographic result of the SOM: a) with TF-IDF features; b) with semantic
features

semantic features. The performance obtained on the trained SOM are of 83.19%
of correct classification for TF-IDF and of 86.68% for the semantic case.

Finally, from the previous corpus we generate a reduced corpus obtained by
using a semantic feature selection. The semantic feature selection is obtained by
using an aggregation approach based on the similarity measures andWordNet. In
particular, the words are chosen by using an agglomerating rate and considering
the most dissimilar ones for building the bag of words [8]. In this case we note
that the best performance are obtained using the SOM with semantic weights
(79, 37% of perfect classification).

6 Conclusions

In this paper, we presented a methodology for web pages categorization by means
of semantic graphs and machine learning techniques. The semantic graph allows
determining a map of the semantic areas contained in the document and their
relationships (i.e., semantic metric) w.r.t. a particular concept or term. The doc-
ument categorization is accomplished by means of a supervised or unsupervised
machine learning technique, Support Vector Machine (SVM) and Self Organizing
Maps (SOM), respectively. The model that uses semantic features and trained
on the Reuters corpus obtains better results for both SVM and SOM. For the
other corpora, the best results are obtained by SOM and semantic weights. We
can consider that a category may present concepts strongly correlated with the
other categories and this behavior can be better managed by an unsupervised
mechanism. We, however, wish to highlight that by using semantic weights a Web
Page can also not contain a specific term but it contains correlated concepts.
In the next future the authors will focus their attention on the use of different
parameters for the machine learning techniques, different semantic metrics and
on the categorization of documents also using images, audio and video.
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Abstract. The Web spam detection problem has received a growing interest in 
the last few years, since it has a considerable impact on search engine 
reputations, being fundamental for the increase or the deterioration of the 
quality of their results. As a matter of fact, the World Wide Web is naturally 
represented as a graph, where nodes correspond to Web pages and edges stand 
for hyperlinks. In this paper, we address the Web spam detection problem by 
using the GNN architecture, a supervised neural network model capable of 
solving classification and regression problems on graphical domains. 
Interestingly, a GNN can act as a mixed transductive−inductive model that, 
during the test phase, is able to classify pages by using both the explicit 
memory of the classes assigned to the training examples, and the information 
stored in the network parameters. In this paper, this property of GNNs is 
evaluated on a well−known benchmark for Web spam detection, the 
WEBSPAM−UK2006 dataset. The obtained results are comparable to the 
state−of−the−art on this dataset. Moreover, the experiments show that 
performances of both the standard and the transductive−inductive GNNs are 
very similar, whereas the computation time required by the latter is significantly 
shorter. 

1 Introduction 

In several application areas, data are naturally represented as graphs or trees, e.g., in 
computer vision, molecular biology, software engineering and natural language 
processing. As a matter of fact, nodes in these structures are used to represent objects, 
while edges determine the relationships between them. For example, the World Wide 
Web is commonly described by a graph, where nodes represent Web pages and edges 
stand for hyperlinks. In the Web graph, nodes and edges may have vector labels, 
collecting the information available about the page contents and the hyperlinks, 
respectively. 

Traditional machine learning approaches try to reduce graphical data into simple 
representations, as, e.g., a set of vectors. In this way, the topological information may 
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be lost during the preprocessing step, which can deeply affect the achieved 
performance. On the other hand, the Graph Neural Network (GNN) model [1] is 
capable of processing graphs directly, without any preprocessing step. GNNs are  
supervised neural network models that extend the recursive paradigm, and can be 
applied on most of the practically useful kinds of graphs, including directed, 
undirected, labeled and cyclic graphs. GNNs have been successfully employed in 
several application domains, such as molecule classification, object localization in 
images, and Web page ranking.  

In this paper, we apply GNNs to Web spam detection, i.e., the problem of 
classifying a Web page as a document containing spam or not. Such a problem has 
received a growing interest in the last few years, due to its importance for search 
engines [2−4]. In Web spam detection, the Web graph can be used both for learning 
and testing. During training, we use a small set of pages, for which the target is 
known, to learn the GNN parameters. Then, the trained GNN is applied on the whole 
Web graph, to classify the remaining Web pages. GNNs are well suited for Web spam 
detection, since they can learn to automatically classify pages, exploiting both the 
information available on the page contents and on the Web connectivity.  

Interestingly, a GNN can operate using two modalities: it can act as a pure 
inductive model or as a mixed transductive−inductive model. In the former case, 
during the test phase, the GNN completely relies on its parameters to classify Web 
pages. The actual classification of a training page is not explicitly memorized, so that 
such page can be even misclassified by the GNN. With the transductive−inductive 
modality, the classification of the training pages is explicitly added to the Web graph. 
In this way, the GNN operates also as a transductive model, that classifies test pages 
by using the information already available for the training pages, and by diffusing 
such an information through the Web graph.  

In order to evaluate our approach, we tested GNNs on a well−known benchmark 
for Web spam detection, the WEBSPAM−UK2006 dataset [5], finding promising 
preliminary results. 

2 The Graph Neural Network Model 

Graph Neural Networks (GNNs) are a supervised connectionist model capable of 
solving classification and regression problems on graphical domains. One of the 
major advantages of GNNs is their capacity of processing graphs directly (without 
preprocessing), which preserves the information collected into the graph topology. 

In fact, graph nodes are used to represent concepts, while edges determine the 
relationships between them. Each concept or node in the graph is defined by its 
features, and also by the information contained in its neighborhood. Based on these 
two information sources, the GNN calculates a state , for each node , which 
contains the node representation (see Fig. 1). Then, using this state, the GNN 
produces an output that denotes the classification decision on that node. Formally, the 
output of a GNN is defined by the following equations: 
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Fig. 2. The graph (on the left) and the corresponding encoding network (on the right). Graph 
nodes (circles) are replaced by ad hoc units computing  and  (squares). When  and  
are implemented by feedforward neural networks, the encoding network is a recurrent network. 

 

More details on the GNN training algorithm and output computation can be found 
in [1]. Here, it suffices to say that both training and test sets consist of a labelled 
graph which, in our application, is a portion of the Web graph. For the training set, 
also targets for some nodes are provided, which define the actual class of these nodes, 
i.e. whether corresponding pages are spam or not. The training procedure adapts the 
network parameters in order to produce the correct outputs on the supervised pages, 
while the test procedure uses the trained GNN to classify the remaining pages. 

As mentioned in Section 1, GNNs can be exploited either as a common 
parameterized inductive model or as a mixed transductive−inductive model. In the 
inductive setting, the network is fed with the Web graph, using supervised pages to 
adapt the GNN parameters. Hence, in this way, the information contained in the 
training set is used to approximate a classification function that can be used to directly 
classify the nodes of the Web graph. On the other hand, in the transductive−inductive 
model, during training, a subset of the supervised pages is assigned a label enriched 
with their class membership, whereas the remaining (the class membership label is 
unset) are used for training − i.e. they contribute to the calculus/optimization of the 
error function. Instead, during testing, a component of the label of each training page 
explicitly specifies whether such a page is spam or not (the class membership label is 
unset for unsupervised pages), so that the information available on the training pages 
is directly diffused through the Web graph.  

 

3 The WEBSPAM−UK2006 Dataset 

In order to assess our approach, we evaluate the GNN model on the WEBSPAM− 
UK2006 dataset. Actually, the dataset was adopted in 2007 by the Web Spam 
Challenge, a competition held annually during the International Workshop on 
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Adversarial Information Retrieval on the Web. The Web graph is a crawl of the .uk 
domain that includes 77.9 million pages and over 3 billion links in 11,402 hosts. The 
labeling was at the host level, i.e., the assessors labeled the hosts as normal or spam. 
Such a benchmark is particularly suited for our purpose both because it has been used 
by several research groups and because it is sufficiently large to produce significant 
results and, at the same time, not too huge to prevent a wide experimentation. 

3.1 Features 

Data are represented by the following features: (1) link−based features, which 
include, f.i., the indegree and the outdegree of hosts and their neighbors, PageRank 
and TrustRank; (2) content−based features, which include, f.i., the fraction of anchor 
and visible text, the compression rate, the corpus precision (the fraction of words in a 
page that belong to the set of popular terms), and the corpus recall (the fraction of 
popular terms that appear in the page).  

3.2 Feature Preprocessing 

The WEBSPAM−UK2006 dataset includes 41 link−based and 96 content−based 
features, which are used as node labels. Due to the high number of features, we use a 
feedforward neural network in order to summarize and compress them into a single 
one. More precisely, different configurations were used for GNNs, as it follows. 
 

• Link and content−based features directly: The most significant link and 
content−based features are selected, using a correlation−based feature 
selector [6], and integrated as the node label. 

• Link−based feature: A feedforward neural network is employed in order to 
compress all the link−based features into a single output. This output is then 
used as the node label.  

• Content−based feature: A feedforward neural network is employed in order 
to compress all the content−based features into a single output. This output is 
then used as the node label. 

• Compressed and uncompressed features: Link and content−based 
features, already compressed by feedforward networks, in addition to some 
features directly selected (in particular, the PageRank and the TrustRank of 
the host and of its maximum scored page) are collected together and then 
used as the node label. 

3.3 Teams Participating to the 2007 Web Spam Challenge 

We compare our results with those gained by the six teams participating to the 2007 
Web Spam Challenge. The competition attracted three teams from academic 
institutions (Hungarian Academy of Sciences, University of Waterloo, and Chinese 
Academy of Sciences) and three teams from industry research laboratories (Genie 
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Knows, Microsoft, and France Télécom). Results obtained by competing teams are 
shown in Table 3. Notice that, after the competition, other groups have worked on 
these benchmarks, but their results are difficult to be comparatively evaluated, due to 
the fact that, in most cases, the original splitting between training and test sets has not 
been used. 

4 Experimental Results 

In this section, we present the experimental results obtained by GNNs. The 
experiments are divided into two parts. The first one uses the original training/test 
splitting, already fixed in the challenge, whereas in the second one the splitting is 
randomly constructed from all the dataset pages. The choice of testing the approach 
on a random splitting is a common procedure and it is motivated by the presence of 
different the data distributions in the original training and test sets. Besides, for each 
splitting, an inductive learning model and a mixed transductive−inductive learning 
approach were used. As mentioned before, in the transductive−inductive setting, the 
training pages were divided into two groups, in order to define the error function and 
to simulate the transductive inference, respectively. In our experiments, two 
equal−size groups were randomly defined. Finally, the performance was measured by 
the area under the ROC curve, the F−measure, and the accuracy. 

4.1 The Random Splitting 

The WEBSPAM−UK2006 dataset was randomly split into training (2228 hosts), 
validation (1000 hosts), and test (2518 hosts) sets. The results are divided according 
to whether GNNs are used as an inductive or a mixed transductive−inductive learning 
model. Table 1 shows the performance obtained by different GNN configurations. 

Each row represents a different simulation, as described below: 
- In the first experiment, the most significant link and content−based features were 

chosen, using a correlation−based feature selector [6]. In fact, according to a 
preliminary experiment, ten link−based and two content−based features were 
selected. The performance was the lowest compared to the other configurations. 

- In the second and in the third experiment, a feedforward neural network was used, 
in order to compress all the features into a single output (each type of features has 
its own output). Exploiting this idea, the performance of the model increases. 

- In the last configuration, we combine link and content−based features, already 
compressed by feedforward networks, with directly selected features (i.e., 
PageRank and TrustRank of the host and of its maximum PageRank page). With 
this experiment, we obtain the highest performance. 

For most of the experiments, the results obtained in the transductive−inductive 
learning framework are slightly better. In Table 3, we compare the results of our best 
GNN configuration with those produced by the other teams, proving that it gains very 
similar performance to the winner. 
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Table 1. Performances of different GNN configurations with random splitting 

 Accuracy F-Measure ROC 

Configurations Transd.-Ind. Induc. Transd.-Ind. Induc. Transd.-Ind.. Induc. 

Link and content directly  89,48% 89,27% 0.7550 0.7528 0.9467 0.9446 

Link based (FFNN)  90,30% 90,27% 0.7680 0.7763 0.9506 0.9516 

Content based (FFNN) 90,50% 90,11% 0.7532 0.7531 0.9417 0.9387 

Link and content (FFNN) 

and directly selected 

94,08% 93,96% 0.8534 0.8499 0.9681  0.9717 

       

4.2 The Original Splitting 

The splitting adopted in the Challenge was also used for the experiments. In this case, 
the training set includes 8415 hosts (7472 normal, 767 spam, and 175 undecided), 
while the test set contains 2247 hosts (651 normal, 1346 spam, and 250 undecided). 
The architecture used to address this classification problem is shown in Fig. 3. 

 

Fig. 3. The configuration adopted in the original splitting. 

In this case, content−based and link−based features compressed into single features 
(by feedforward networks) are used, in addition to features directly selected, to 
construct the whole labels for the GNN processing. The produced output will be used 
in a second GNN. The output of the second GNN will be the decision on the hosts, 
classified as spam or normal. As in the random splitting experiments, this GNN 
configuration can be used as an inductive or a mixed transductive−inductive model. 
The obtained results are shown in Table 2. 

Table 2. Performance comparison with the original splitting 

 Accuracy F-Measure ROC 

Configurations Transd. Induc. Transd. Induc. Transd. Induc. 

Link and content (FFNN) 

and directly selected 

89,53% 89,23% 0.9219 0.9215 0.9496  0.9502 
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Based on the experiments, we observe that the standard inductive and the  
transductive−inductive models are comparable in terms of performance.  

Nevertheless, some more experiments are worth carrying out in order to clearly 
establish the GNN ability in addressing the proposed problem. In the following,  
we compare the performance obtained in our experiments with respect to those  
of the other competing teams, and also evaluate training times of both the 
transductive−inductive and the inductive models, with respect to the random and the 
original splitting. 

4.3 Performance Comparison 

The experiments, based on both original and random splitting, show that our results 
are comparable to the best results obtained so far on the WEBSPAM−UK2006.  

Table 3. Comparative results 

Participants F1 ROC 

Abou et al. (Genie Knows) 0.81 0.80 

Benczur et al. (Hungarian Academy of 
Sciences) 

0.91 0.93 

Cormack (University of Waterloo) 0.67 0.96 

Fetterly et al. (Microsoft) 0.79 - 

Filoche et al. (France Télécom) 0.88 0.93 

Geng et al. (Chinese Academy of Sciences) 0.87 0.93 
Random splitting 
Original splitting 

0.85 
0.92 

0.97 
0.95 

4.4 Training Time Comparison 

Even if the two learning frameworks show comparable performances, they 
significantly differ in terms of training time (see Fig. 4). 
 

  

Fig. 4. Comparison between the transductive−inductive and the inductive configurations with 
respect to the training time 
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Actually, the training time for the inductive model is greater than that for the 
transductive−inductive approach, with the random splitting, of about 20%, while,  
with the original splitting, it increases of 76%, which means that the 
transductive−inductive model is as efficient as the inductive model, but it is certainly 
very less expensive from the computational point of view. 

 

5 Conclusions 

According to experiments conducted on the WEBSPAM−UK2006 dataset, the results 
obtained using the random and the original splitting can be compared, in terms of 
performance, to the state−of−the−art results. Besides, the experiments were realized 
based on both transductive−inductive and inductive frameworks, which show 
different training times, clearly assessing the advantages of the transductive−inductive 
approach from the computational point of view.  
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Abstract. In this study we aim at identifying companies influencing
the performance of the stock market sector. We propose an approach
for constructing the similarity between stock company profiles based on
the estimates of the log return similarity of stock prices and on Fuzzy
Spectral Modularity community detection method to infer the network
hubs and significant communities and we applied it to the Italian stock
market store. Experimental results show that companies in the same
sector highly affect the price change of each other. Moreover, We notice
a robust temporal stability of detected communities, and the short time
correlation computed with the fuzzy rand index is strong.

Keywords: Communities, Dynamical Financial networks, Correlation
networks, Spectral clustering, Fuzzy clustering, Stability.

1 Introduction

Community discovery is difficult task since communities are hidden behind com-
plicated relationships. Moreover, it is unclear how to extract coverage in real
world networks. Several attempts were devoted to characterize overlapping com-
munities [14], however none of them is able to efficiently infer the hidden struc-
ture of the network.

In financial stocks, in order to identify groups of assets highly affecting the
price of each other compared to the rest of the network (i.e., communities) several
approaches have been proposed able to identify the structure of the empirical
correlation matrix of asset profiles, and model their hierarchies in terms of hier-
archical trees and networks [13,15,19]. The process of communities identification
needs to make use of statistically reliable information, often the correlation ma-
trix is sensitive to several factors, such as the heterogeneity of sampling, the
interaction with environment, and the non-stationariety of data sources.

The Italian stock market network we will analyze in this work showed a
structure evolving through time progression in which there is a possibility for
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some assets observations to be missed or for others to appear and affect the
stock market. Finding a suitable community detection technique in complex real
world networks is an open problem due to various challenges given by clustering
approaches. Among them, there are the following: initialization criteria (e.g.,
choosing an initial number of clusters is required in partitional clustering like
K-Means [8], while it is not needed in hierarchical clustering), accuracy (e.g.,
a main drawback of hierarchical clustering is the possible misclassification of
some nodes [11], while removing edges may result in singleton clusters in graph
bisection approach), stability (e.g., results may differ depending on the specific
similarity measure used and on the random initialization of cluster centers in
partitional clustering).

This paper is organized as follows: Sec. 2 illustrates the proposed method
to identify financial communities and hubs using the Fuzzy c-means Spectral
Modularity community detection method we proposed in [9]; Sec. 3 applies the
fuzzy Rand index for measuring the stability of the overlapping evolutionary
communities obtained in each time window (30 days); Sec. 4 shows the experi-
mental results obtained on the Italian Stock Market data; Finally Sec. 5 shows
the conclusions.

2 Financial Communities Identification

In this paper we consider correlation estimators based on the Euclidean dis-
tance between the log returns daily closure prices of assets pairs. After obtaining
the asset similarities, we apply the Fuzzy c-means Spectral Modularity (FSM)
community detection method we proposed in [9] to infer the overlapping asset
communities, and identify hub assets. Finally, we measured the strength of our
proposed FSM in quantifying the Italian stock market network using fuzzy Rand
index [18].

The approach we propose for analyzing how assets interact in financial net-
works includes the following steps (also summarised in Fig.1):

1. Normalize the data.
2. Define the initial time t0 and the length l of the temporal window.
3. Within each temporal window measure the Log–Return Similarity (LRS) of

stock prices at closure between each pair of following days defined as:

rh(t) = ln
ph(t)

ph(t− 1)
= ln ph(t)− ln ph(t− 1), (1)

where ph(t) refers to closure price of asset h at time t.
4. Calculate the pairwise Euclidean distance dhi between the profiles of assets

h and i (temporal windows) for each pair of assets (excluding the cases with
missing observations, and replacing undefined values with zero in each asset,
hence the cardinality is always the same):

dhi =

√√√√
l−1∑

p=0

(rh(tp)− ri(tp))2. (2)
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5. Estimate the similarity between asset profiles [16] as:

simhk = exp

(−dhk
s

)
, (3)

where s is the dispersion, it depends on the data distribution. We estimated
s experimentally using histogram analysis instead of choosing it randomly.

6. Apply the FSM-community detection method to the asset profile similarities
matrix Σ = [simhk] to infer overlapping financial communities.

The art of identifying nodes having more influence over the network structure
than others is referred to as node centrality study. A vertex with high centrality
(hub) implies that it lies on considerable fractions of shortest paths connecting
vertexes. As a consequence, various centrality measures have been developed in
network analysis: among them the most known (and used) are: centrality degree,
closeness, betweenness, and modularity [2,7].

Network modularity is used for measuring the strength of community struc-
ture in networks. High network modularity implies the existence of dense
connections within communities, and of sparse links between them. Although
modularity shows a resolution limit specially in case of detecting small commu-
nities, it has the advantages of not requiring prior knowledge about the number
or sizes of communities, and it is capable of discovering network partitions com-
posed of communities having different sizes. Moreover, degree, and closeness are
local measures which limit their efficiency in case of evolving networks [10,11].

The Fuzzy c-means Spectral Modularity (FSM) - community detec-
tion method [9], derived by the Ng et al. [12] spectral clustering algorithm
[20,5,3]. The main improvement introduced in the FSM is the application of
the Fuzzy c-means (FCM) algorithm [1,4] for clustering in the affine subspace
spanned by the first k∗ eigenvectors. The FCM allows an instance to belong
to two or more clusters at the same time, with possibly different membership
degrees. This feature supports the detection of overlapping communities and can
allow to understand the role that each node may play in different communities.

3 Measuring Evolving Communities Stability
Using Fuzzy Rand Index

To measure the stability in our experiments, we used the fuzzy Rand index
as defined in [6], in that paper the Rand index is viewed as distance function
DRI = 1−RI.

a = (1− |u− v|)× u× v; (4)

b = (1− |u− v|)× (1− u× v); (5)

c = max((u− v), 0); (6)

d = max((v − u), 0). (7)
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Fig. 1. The Log-Return Similarity approach

where u = EP1 (x, x
′
), v = EP2 (x, x

′
) are a fuzzy equivalence relation on X in

terms of a similarity measure on the associated membership vectors P (X) =
P1(X), P2(X), ...Pk(X) ∈ [0, 1]k given by:

EP1(x, x
′
) = 1− ‖ P (x)− P (x

′
) ‖, (8)

where ‖ . ‖ is a proper distance on [0, 1]k

The distance measure on fuzzy partitions is then defined as the normalized
sum of degrees of discordance:

D(P1, P2) =

∑
(x,x′)∈C |EP1(x, x

′
)− EP2(x, x

′
)|

n(n− 1)/2
) (9)

Hence, the fuzzy Rand index is given by:

RIf = 1−D(P1, P2) (10)

4 Experimental Study

The approach described in previous section was applied to the closure prices
of the Italian Stock Exchange observed in the period from 15 March 2004 to
15 March 2014. Our dataset contains 171 assets actively traded on Milan Stock
Exchange (MSE), in addition to 13 evolving assets depicted in Fig. 2, classified
into 37 categories.

In order to discuss the result we have obtained, we now focus on the first
time window we analyzed, consisting of a 30 days window (as done in [13]) from
15 March 2004 to 15 June 2004. The software in use was developed in Matlab
R2009b(C) under Windows 7(C) 32 bits. The experiments were performed on a
laptop with 2.00 GHz dual-core processor and 3.25 GB of RAM. We used a time
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Table 1. Network characteristics of Italian Stock market between 15/3/2004 and
15/3/2005

Mar. Apr. May Jun. Jul. Aug. Sept. Oct. Nov. Dec. Jan. Feb.

Assets 171 171 174 174 174 176 178 179 179 179 180 182
Edge 29241 29241 30276 30276 30276 30976 31684 32041 32041 32041 32400 33124
Avg. path 0.043 0.012 0.013 0.003 0.088 0.067 0.023 0.027 0.128 0.142 0.178 0.054
Modularity 0.384 0.384 0.469 0.479 0.434 0.425 0.404 0.389 0.384 0.411 0.407 0.416

Fig. 2. Monthly stock market evolution through one year, light cell indicates that this
asset observations are missed during this month, while dark cells refers to new assets
involved in market.

window of 30 days, a fuzziness parameter m = 2, and a dispersion parameter
s = .5 experimentally evaluated.

We used modularity maximization to obtain the number of clusters. We report
the modularity values of the communities identified in Tab. 1, with together the
number of assets, the number of edges, and the average path length (APL) in
each time timestamp (30 days). The network (APL) is the average number of
steps along the shortest paths for all possible pairs of network nodes. and for
assets x, and x

′
having distance d(x, x

′
) in a financial network with n assets is

given by 2
n(n−1)

∑
d(x, x

′
), s.t., x �= x

′
. Moreover, we notice that the (APL) is

considered as a measure of the efficiency of information transport on the network.
Fig. 3 lists the composition of the five communities obtained by running the

LRS approach, and shows the obtained hubs (in bold) and bridge (denoted as
”fuzzy”) assets belonging to more than one community. Note that assets belong-
ing to the same category show higher tendency to be grouped together. Moreover,
we found some sectors affecting others, such as electricity (EL), industrial en-
gineering (IE), and Industrial transportation (IT) sectors, as depicted in Fig. 4
that shows a detailed three-dimensional representation of the number of assets
for each category to the five communities.

To study the stability of obtained communities, we constructed the contin-
gency matrix containing the fuzzy Rand index RIf between each pair of times-
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Fig. 3. Communities identified using FSM over a sample 30 days long time win-
dow. Hubs are labeled by bold, while for fuzzy assets the indices of their overlapping
communities are listed.
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Fig. 4. Distribution of Italian stock 37 sectors in 5 clusters, as resulting from the LRS
method over a sample 30 days long time window.

tamps (30 days) (see Fig. 5). The RIf shows small variance all over the network
timestamps. Moreover, the variance is proportional to the network temporal evo-
lution. In facts, generally the closer the time stamps are, the higher the fuzzy
Rand index between the communities we identified. This is due to having smaller
change in the operating assets during adjacent months compared to far months,
hence the communities detected are similar.

The visualization procedure works as follows:

1. Perform repeated FSM for detecting communities in each time stamp (t)
(e.g., month).

2. Evaluate the similarity measure (or its average, in the case of multiple starts)
of each pair of detected communities.

3. Arrange the similarity values in a Nsteps ×Nsteps similarity matrix.

4. Convert the similarity matrix to a heat map image and visually analyze it
(see Fig. 5).

5. Rank the columns or rows index corresponding to maximum stability.

6. Retrieve the values corresponding to these indices, corresponding to most
correlated market behaviors at these time stamps to that t.

We highlight that our approach is general and other indices may be used (e.g.,
the fuzzy Jaccard index, as we used in [17]).

It is worth to note that our experimental results confirm as those observed
in [19] and [13], but are more robust to network evolution and missing obser-
vations because they are not sensitive to noise artifacts, and moreover, support
overlapping communities.
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Fig. 5. Heat map of fuzzy Rand contingency matrix between FSM dynamic assets
monthly memberships during one year.

5 Conclusions

This paper proposes a novel approach to financial stocks analysis, and to infer
significant communities on them based on graph theory and on fuzzy spectral
clustering, that we applied to the Italian stock market data.

To obtain the asset similarities we used a window of 30 daily measures of
similarities based on the temporal profile distances of the log return of stock
prices (LRS approach). We then applied the Fuzzy c-means Spectral Modularity
community detection method FSM proposed in [9] to infer the overlapping asset
graph, hence identifying hub assets.

Our approach could infer robust communities regardless of the temporal
variant structure of the analyzed financial market interaction changes due to
possibility that some assets disappear and new assets appear during temporal
progression. We noticed high correlation between adjacent months having few
changes in network structure than those with larger time gap due to the analyzed
network dynamics.

The experimental results on the Italian stock market that led us to report five
significant communities, and to notice that assets from the same category mostly
affect each other and hence have high tendency to be grouped together. More-
over, we notice that some sectors deeply affect each others (namely, electricity,
industrial engineering, and industrial transportation sectors).

Next step of this work includes the study of our procedure by replacing the
correlation estimators proposed in this paper, with other correlation estima-
tors, such as Fourier estimator, maximum likelihood correlation estimator, and
dynamical estimator.
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Abstract. We report an access control system based on automatic li-
cense plate recognition, consisting of three main modules for acquisition,
extraction, and recognition. The basic idea is to couple the online learn-
ing of a neural background model with a stopped foreground subtraction
mechanism to efficiently provide a subset of relevant video frames where
to look for. Another key point is the use of matching the entire license
plate ROI with those stored in a database of authorized license plates,
based on suitable features and validation tests. Experimental results con-
firm that the proposed system attains overall performance comparable
with that of the state-of-the-art ALPR methods.

Keywords: Automatic License Plate Recognition, Access Control
System, Neural-based Vehicle Detection.

1 Introduction

Automatic license plate recognition (ALPR) consists in extracting vehicle license
plate information from images or image sequences taken by fixed or mobile cam-
eras, identifying their unique associated identities [11]. Examples of applications
include access control, where the plate number captured by a fixed camera is
used to automatically allow the entrance in restricted areas to registered users,
low-enforcement, where roadside cameras are adopted to detect vehicles violat-
ing traffic laws, and road patrolling, where vehicles equipped with installed or
handheld cameras are adopted to monitor vehicular traffic [14].

ALPR is widely regarded to be a solved problem, even though the proposed
systems often are only applicable under restricted illumination, view-point, and
plate specification conditions, or require specialized hardware [27]. In this work,
we propose an access control system (ACS) based on ALPR, designed in order
to provide as much as possible recognition accuracy, at the same time relying
as much as possible on off-the-shelf non-specialized hardware. Therefore, the
reference setting includes a fixed, standard-resolution video camera, positioned
at the entrance of a restricted access area.
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The paper is organized as follows. In Section 2, we present a fairly compact
overview of the approaches to ALPR, providing links to appropriate references
for extensive surveys. Section 3 describes the basic building blocks of the pro-
posed system. In Section 4, we present results achieved with the proposed system,
also providing performance comparisons with other existing systems. Section 5
includes conclusions and further research directions.

2 Related Work

Most of the modern ALPR systems described in the literature can be reconducted
to a three-step scheme that includes acquisition, extraction, and recognition.

The acquisition step is aimed at acquiring vehicle images using a camera
and determining when the subsequent steps must be activated. Indeed, the
continuous monitoring of the scene under surveillance is a computationally de-
manding task, that could also lead to incoherent results. Therefore, most of
the modern ALPR systems [19], [4], [1] implement an acquisition step that de-
tects the presence of vehicles in the monitored area. Acquisition can be achieved
through specialized sensors (usually infrared or ultrasound sensors) or through
methodologies that detect new objects in the scene, usually based on background
subtraction.

The extraction step (often referred to as “localization” or “detection”) per-
forms an automatic selection of the license plate region of interest (ROI), in
order to limit the image area for applying the subsequent step. This not only
reduces precessing times, but also avoids in the recognition step the presence of
disturbing objects, that could generate confusion. Generally, extraction exploits
license plate features in order to distinguish it by other scene objects. These
features can include image edges, texture, color, spatial measurements, presence
of characters, or a combination of them. For extensive and up-to-date reviews
of license plate extraction approaches, the interested reader is referred to [2],
[11]. The task is hindered by several issues, since license plates may be differ-
ent from state to state (in terms of dimensions, color, number and distribution
of characters), the presence of other text areas in the scene can generate con-
fusion, illumination conditions as well as plate dirtiness can strongly influence
extraction accuracy.

The recognition step allows the system to identify the license plate included in
the detected ROI. Recognition is very often achieved by segmenting each single
character and applying optical character recognition algorithms in each of the
segmented regions, as witnessed by the abundant literature reported in [2], [11].
Very rarely, recognition is achieved by extracting features by the entire license
plate, which are then matched between the current frame and images included
into a license plate dataset [7], [10]. Among the main issues of the recognition step
are the invariance to license plate rotation and scaling, as well as to illumination
conditions, which can be better handled by the second approach.
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3 The Proposed System

The proposed ALPR system follows the three-step scheme described in the pre-
vious section in order to automatically recognize a license plate in a dataset of
license plates allowed to enter a restricted access area. Our choices for the three
steps are detailed in the following.

3.1 Acquisition

The acquisition module is based on foreground detection, achieved by neural-
based background subtraction, and stopped foreground detection, in order to
detect cars that stop in the monitored area, causing a trigger alarm to be issued
for opening the barrier in case the license plate of the car is recognized.

For moving object detection we adopt the 3dSOBS+ algorithm [23], based on
the neural background model Bt automatically generated and updated at each
time t by a self-organizing method. The algorithm is shown to accurately handle
most of the well known issues related to background maintenance for moving
object detection (moving backgrounds, gradual illumination variations, shadows
cast by moving objects) and to be robust against false detections for different
types of videos taken with stationary cameras.

For the detection of stopped objects, we adopt the SFS algorithm proposed in
[22]. The basic idea consists of keeping a model Ft of moving foreground pixels,
that is similar to the neural model adopted for background pixels. At each time
t, foreground pixels are classified as stopped pixels if their moving foreground
model holds the same features for at least τ consecutive frames, with τ stationary
threshold whose choice is application dependent. The model for stopped pixels
is moved to a stopped foreground model St, while remaining foreground pixels
are classified as moving pixels.

3.2 Extraction

In order to extract the license plate ROI, we rely on Radon projections of the
image edges, also exploiting a priori information on license plates, including their
usual aspect ratio, the color contrast between characters and background, as well
as the presence of characters in the searched area.

For each sequence image I, after median filtering pre-processing, image edges
are extracted through the Sobel operator. Image projections Px(x) and Py(y)
are computed in the horizontal and vertical directions, respectively:

Px(x) =

h−1∑

j=0

I(x, j), Py(y) =

w−1∑

i=0

I(i, y), (1)

where w × h is the size of I. Then, projection peaks and extremes of the peaks
region that identify the license plate ROI are detected. Specifically, in the case
of horizontal projections, peaks xp are computed as

xp = arg max
0≤x<w

Px(x) (2)
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and extremes xl and xr are computed as:

xl = max
0≤x≤xp

{x|Px(x) ≤ c ∗ Px(xp)}, xr = max
xp≤x<w

{x|Px(x) ≤ c ∗ Px(xp)},
(3)

with c ∈ [0, 1] constant value. Analogous formulas hold for vertical projections.

Fig. 1. License plate extraction by horizontal and vertical projections of image edges

In order to make sure that all possible rectangular ROIs are taken into ac-
count, we select np highest local maxima in each projection direction, for a total
of n2

p ROIs. A further euristic postprocessing of the extracted ROIs is carried
out, aimed at ensuring that each of them really includes a license plate and
pruning the others:

1. Refinement according to the shape: If the size of a ROI is too much higher
or lower than the expected license plate area A, the detected region is likely
linked to one of the excess local maxima taken into account. Moreover, a
license plate should have a higher number of holes as compared to other
scene object; therefore, a region is pruned if its Euler number is less than a
fixed number nE .

2. Aspect Ratio: a ROI is discarded if its aspect ratio r is too different from
the expected aspect ratio. In order to take into account the acquisition noise
and possible adverse illumination conditions, a ROI is pruned only if its
aspect ratio is outside the range [r − δ, r + δ], with δ experimentally chosen
threshold.

3. Brightness analysis : a further test is based on the total brightness reflected
by the plate surface. Usually, license plates have dark characters on a light
background, thus showing overall high brightness. Therefore, after converting
the ROI into the HSV color space, we compute the histogram H of the
brightness component B and choose the smallest (bmin) and largest (bmax)
non-empty classes of H , and their average bmed:

bmin = argmin
b∈B

(H(b)|H(b) �= 0), bmax = argmax
b∈B

(H(b)|H(b) �= 0), (4)
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bmed =
bmin + bmax

2
. (5)

The value β given by the difference of the sums of the two identified areas
of the histogram:

β =

(
bmax∑

b1=bmed

H(b1)

)
−
⎛

⎝
bmed−1∑

b2=bmin

H(b2)

⎞

⎠ (6)

provides an indication wether the ROI has a sufficient brightness (β > 0)
to be considered as including a license plate or should be pruned. Analo-
gous reasoning can be applied to the case of light characters over a dark
background.

4. Characters presence: The presence of characters in a selected ROI is checked
in order to discard ROIs including less than nc characters. After contrast
enhancement, the detection of characters is performed through horizontal
projections of license plate ROI’s edges, in a way similar to what has been
done for extracting the possible ROIs in the entire image, leading to a seg-
mentation of characters into ROI’s blocks (see Fig. 2).

Fig. 2. Projection-based character segmentation into ROI’s blocks

3.3 Recognition

In our ACS application context, the proposed recognition module relies on
matching the extracted license plate ROI (testing dataset) with those stored
in a database of authorized license plates (training dataset), based on suitable
features and validation tests. As it will be shown also through experimental re-
sults (Section 4), this approach makes the recognition step robust to illumination
and position variations, to plate surface irregularities, and to partial occlusions.
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Features representing the extracted license plate ROIs are based on Affine-
SIFT (ASIFT) [29], a fully affine invariant image comparison method that is
robust not only to translation, rotation, and scaling, but also to image distortions
arising by the camera orientation. Similarly to the well known SIFT [21], it
produces a 128-dimensional feature vector characterizing each keypoint, but it
tends to use a higher number of keypoints.

Feature matching to analyze the similarity of each feature vector Tk in the
test image with feature vectors Di in the training dataset is based on nearest
neighbor search using the Euclidean distance [20], that identifies the training
image having the nearest feature vector D1. The adopted space partitioning
technique is the Randomized KD-Tree [8], [26], that iteratively subdivides the
search space into sub-regions that contain half the points of the original region,
using more than one search tree.

Three validation tests follow, in order to exclude from the matching results
those keypoints whose feature vectors have no good match in the training set:

1. The first validation test considers the Nearest Neighbor Distance Ratio
(NNDR) [20], [25], that compares the closest feature vector D1 with the
second closest feature vector D2 belonging to a different class:

||D1 − Tk||2
||D2 − Tk||2

< ρ1, (7)

with ρ1 ∈ [0, 1]. NNDR discards a match if the L2 distance from the nearest
matched feature vector is not significantly different from that of a different
license plate.

2. The shape validation test relies on Hu moments [15], adopted to describe
the shape of objects related to the matched keypoints in a way that is in-
variant to scaling, rotation, and translation. If the objects are not enough
similar according to these moments, the match is discarded. Specifically,
for each couple (T,D) of testing and training keypoints, the seven Hu in-
variant moments hT

j , h
D
j , j = 1, . . . , 7 are computed on the contours of the

corresponding objects in the testing and training images. The match will be
discarded if these contours are too different, i.e., if

Diss(T,D) = max
j=1,...,7

∣∣mT
j −mD

j

∣∣
∣∣mT

j

∣∣ > ρ2, (8)

with
mT

j = sign(hT
j ) ∗ log hT

j , mD
j = sign(hD

j ) ∗ log hD
j (9)

and ρ2 ∈ [0, 1].
3. As a last validation step, the homography between training and testing

matched images is computed by RANSAC [12] to further prune outliers,
i.e., those keypoints whose re-projection error is greater than ρ3 pixels.

At the end, a testing license plate k is recognized as license plate j of the training
dataset if:

j = argmax
i

FM(Tk, Di) AND max
i

FM(Tk, Di) ≥ 3,
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where FM(Tk, Di) indicates the number of matching testing/training features
that have passed the three validation steps.

4 Experimental Results

4.1 Data

For testing the proposed ACS, we produced the ACS Video Dataset1, including
eight home-made color videos of size 1280 × 720, for a total of 5900 frames.
These are typical ACS videos, taken from three different view-points and under
different illumination conditions. Example frames of each video, identified by the
license plate number, are reported in Fig. 3.

BL021TA CS008PX EH246ZK ER984ZN

BD691JJ CM640GG DP756YZ DW072YY

Fig. 3. Example frames from the ACS Video Dataset

In order to focus the attention on the only image area where to look for license
plates, for each of the three different view-points we defined a search area (see
white pixels in the masks of Fig. 4) where the proposed ACS is applied.

(a) (b) (c)

Fig. 4. Search areas for: (a) BL021TA and CS008PX; (b) EH246ZK and ER984ZN;
(c) BD691JJ, CM640GG, DP756YZ, and DW072YY

For the recognition phase, we further produced the ACS Recognition Dataset1,
an image database of fifty different license plates used for recognition. Example

1 The ACS Video Dataset and the ACS Recognition Dataset are available for download
at http://cvprlab.uniparthenope.it.

http://cvprlab.uniparthenope.it.
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(a) (b) (c) (d)

Fig. 5. Example images from the ACS Recognition Dataset. Similar license plates can
be observed in (c) CS008PX (original) and (d) CS000PX (digitally modified).

images are reported in Fig. 5. To better test the recognition performance, this
database includes also cases of very similar license plates, such as the one in
Fig. 5-(d) that has been obtained by digitally modifying the digit 8 in the original
license plate of Fig. 5-(c).

4.2 Acquisition Results

Fig. 6 shows the results of the acquisition step described in Section 3.1 on video
BL021TA of the ACS Video Dataset. As soon as single pixels are detected as
moving and similar to the foreground for τ consecutive frames, they are classi-
fied as stopped (red pixels in Figs. 6-(a) and (e)), and moved from the moving
foreground model Ft (Fig. 6-(d) and (h)) to the stopped foreground model St

(Fig. 6-(c) and (g)). Further foreground pixels previously covered by the barrier
have not yet reached the stationary threshold in frame t = 420, and are still
stored in the moving foreground model Ft (Fig. 6-(d)).

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 6. Acquisition step on video BL021TA of the ACS Video Dataset, frame t = 350
(first row) and t = 420 (second row): stopped foreground pixels (first column); repre-
sentations of the background model Bt (second column), stopped foreground model St

(third column), and moving foreground model Ft (fourth column)

In Table 1, we report results of the acquisition module on each sequence of
the ACS Video Dataset, obtained choosing a stationary threshold τ = 80 (values
for all remaining parameters have been chosen as in [22,23] for all the video
sequences). The second column reports the number iS of the frame in which the
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Table 1. Results of stopped foreground detection on the ACS Video Dataset

Video Start iS of GT Stopped event
stopped event (iS + τ) trigger issued

CS008PX 172 252 228
DW072YY 164 244 145
BL021TA 288 368 344
BD691JJ 249 329 222
DP756YZ 533 613 433
CM640GG 306 386 245
EH246ZK 210 290 262
ER984ZN 246 326 296

car begins stopping, the third column reports the number of the frame where the
stopped object event should be detected (the “Ground Truth” - GT), while the
fourth column reports the number of the frame where the stopped object event
has been detected. It can be observed that the acquisition module triggers the
stopped alert about one second earlier than expected. Indeed, the pixel-based
approach starts signaling stopped foreground pixels of the uniformly colored
auto body before the full auto front side stops. Even though this anticipation
has proved to be beneficial to the system, providing further initial frames where
to look for possible license plates, region-level post-processing of the stopped
foreground masks could easily help in detecting only the complete object as
stopped, based on the pixel-wise information.

Further experimental results concerning moving and stopped object detection
accuracy on publicly available sequences can be found in [22,23].

4.3 Extraction Results

The extraction step for the ACS Video Dataset has been performed on all se-
quence frames where stopped foreground objects have been signaled by the ac-
quisition step. Examples of extracted license plate ROIs are reported in Fig. 7,
where we can observe high accuracy in the identification of ROI borders. Only
few extracted ROIs have been partially detected (e.g., Fig. 7-(e) includes only
some of the license plate digits) or are completely wrong (e.g., Fig. 7-(f) does
not include any license plate). These partial/complete failures are due to the
camouflage of the car with the background, to the license plate orientation, or
to the illumination conditions, that can negatively influence the segmentation,
the projections, or the extraction of the license plate.

In Table 2, for each sequence of the ACS Video dataset we report results
of the extraction module in terms of number of correct (third column), partial
(fourth column), and wrong (fifth column) extracted ROIs as compared to the
total number of extracted ROIs (second column). In all the experiments, values
for the extraction parameters (see Section 3.2) have been chosen based on a
priori information on Italian license plates and on experiments as follows: c=0.15
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(a) (b) (c) (d) (e) (f)

Fig. 7. Extraction step on ACS Video Dataset: examples of correct ((a)–(d)), partial
(e), and wrong (f) extracted ROIs

in Eq. (3); np=3 for the number of highest local maxima in each projection
direction; expected license plate area A in the range of [20,150] × [20,150] pixels
and threshold nE = 3 for the Euler number (postprocessing step 1); expected
license aspect ratio r = 3.27 (Italian license plates standard dimensions are width
360mm and height 110mm), with δ=1 (postprocessing step 2); minimum number
of character ROIs nC=3 (postprocessing step 4).

It should be pointed out that, although few incomplete or wrong ROIs were
extracted, the extraction step succeeded in extracting a more than sufficient
number of correct license plate ROIs for the subsequent recognition module.

Table 2. Results of ROI extraction on the ACS Video Dataset

Video Extracted Correct Partial Wrong
ROIs ROIs ROIs ROIs

CS008PX 204 194 10 0
DW072YY 92 24 66 2
BL021TA 86 86 0 0
BD691JJ 85 75 9 1
DP756YZ 350 329 21 0
CM640GG 339 311 28 0
EH246ZK 336 336 0 0
ER984ZN 125 124 0 1

Avg. 91.5% 8.3 % 0.2 %

In order to provide comparisons of the extraction results with those of other
existing approaches, we considered the software JavaANPR [24], a system for
ALPR in still images. In Table 3, for each license plate we report its results on
sixty selected sequence frames of each video of the ACS Video Dataset. Here,
we can observe that JavaANPR accuracy, in terms of correct/wrong extracted
ROIs, is quite low for this dataset, achieving on average 42.5% of correctly
extracted ROIs (as compared to the average 91.5% of the proposed ACS reported
in Table 2).

4.4 Recognition Results

Examples of recognition results of testing license plates in the ACS Recognition
Dataset are reported in Fig. 8. Here, we can observe that matched keypoints
(green circles) perfectly match (green lines connecting them).
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Table 3. Extraction results of the software JavaANPR [24] on sixty selected sequence
frames of each video of the ACS Video Dataset

Video Correct Partial/Wrong
ROIs ROIs

CS008PX 10 50
DW072YY 3 57
BL021TA 36 24
BD691JJ 21 39
DP756YZ 17 43
CM640GG 35 25
EH246ZK 32 28
ER984ZN 0 60

Avg. 42.5% 57.5%

Fig. 8. Recognition step: license plates extracted by the ACS Video Dataset (top of
each figure) and correctly matched with license plates of the ACS Recognition Dataset
(bottom of each figure). Green circles indicate keypoints common to the matched
images and green lines connect matched keypoints.

Table 4 provides results of the proposed recognition step, also comparing them
with those obtained by an analogous recognition module, but based on SIFT,
rather than ASIFT, features. For all the experiments, values for recognition
parameters ρ1, ρ2, and ρ3 (see Section 3.3) have been experimentally fixed as 0.8,
0.2, and 5, respectively. We can observe that the recognition module perfectly
recognizes all the correctly extracted license plates, notwithstanding the very
similar license plates included into the ACS Recognition Dataset (Fig. 5). Such
good results are strictly linked to the choice of the ASIFT feature descriptors,
as verified by comparison with the well known SIFT descriptors.

4.5 Further Comparisons

In order to further compare the accuracy of the proposed ACS with that of other
existing systems, Table 5 reports the performance of recently proposed ALPR
systems, each achieved on a different dataset. Here, the Extraction Rate refers
to the percentage of correctly extracted licence plate ROIs and the Recogni-
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Table 4. Results of license plate recognition using SIFT and ASIFT features

SIFT ASIFT
Plate Total Correct Wrong Non Correct Wrong Non

ROIs recogn. recogn. recogn. recogn. recogn. recogn.

CS008PX 194 85 10 99 194 0 0
DW072YY 24 24 0 0 24 0 0
BL021TA 86 86 0 0 86 0 0
BD691JJ 75 74 1 0 75 0 0
DP756YZ 329 321 0 8 329 0 0
CM640GG 311 309 0 2 311 0 0
EH246ZK 336 336 0 0 336 0 0
ER984ZN 124 124 0 0 124 0 0

Avg. 91.9% 0.7 % 7.4 % 100% 0 % 0 %

tion Rate refers to the percentage of correct plate recognitions (resulting by the
product of character segmentation and character recognition rates for methods
performing these two sub-steps), as reported by the respective authors. The Sys-
tem Performance indicates the percentage of licence plates correctly recognized
by the system, obtained as:

SystemPerformance = ExtractionRate× RecognitionRate.

Table 5 helps us to conclude that the proposed ACS achieves the highest Recog-
nition Rate but almost the lowest Extraction Rate, even though the System
Performance is comparable with that of recently proposed approaches. Further
work will be devoted to enhance the ROI extraction module.

Table 5. Performance comparison of different systems

Method Extraction Recognition System Plate
Rate Rate Performance Format

[5] (2008) 91.70% 79.25% 72.67% Turkish
[6] (2009) 97.30% 95.70% 93.10% Chinese
[16] (2009) 98.40% 97.30% 95.70% Motorcycle
[17] (2009) 95.90% 92.30% 88.52% Multinational
[13] (2010) 88.10% 98.25% 86.56% Greek
[18] (2010) 97.30% 86.48% 84.14% Iranian
[28] (2010) 96.80% 90.00% 87.50% Taiwanese
[27] (2011) 98.30% 95.20% 93.50% Multinational
[9] (2011) 91.00% 95.50% 86.90% Iranian
[3] (2014) 96.80% 97.52% 94.40% Iranian
Proposed 91.50% 100.00% 91.50% Italian
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5 Conclusions

In this paper we propose an access control system based on automatic license
plate recognition, consisting of three main modules for acquisition, extraction,
and recognition. We show how the online learning of a neural background model,
coupled with a stopped foreground subtraction mechanism, can be exploited for
acquisition, in order to activate the subsequent modules and provide a subset of
relevant video frames where to look for. To extract the license plate ROI, we rely
on Radon projections of the image edges, also exploiting a priori information on
license plates. The recognition module, instead of segmenting characters and then
recognizing each of them, relies on matching the entire license plate ROI with
those stored in a database of authorized license plates, based on suitable features
and validation tests. Experimental results show that, although the extraction
module could be improved, the 100% success rate of the recognition module,
that does not require online training, makes the proposed system attain overall
performance comparable with that of the state-of-the-art ALPR methods.
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Abstract. Alzheimer’s Disease (AD) is considered one of the most common form 
of dementia; it involves a progressive decline in cognitive function because of pa-
thological modifications or damage of the brain. One of the major challenges is to 
develop tools for early diagnosis and disease progression. Electroencephalogram 
represents potentially a noninvasive and relatively non-expensive approach for 
screening of dementia and AD. It provides a method to objectively quantify the 
cortical activation patterns but it is usually considered insensitive in the early AD. 
This study introduces a novel method where electroencephalographic recordings 
(EEG) are subjected to Empirical Mode Decomposition (EMD), which decom-
poses a signal into components known as Intrinsic Mode Functions (IMFs). The 
results, suggest that, the IMFs may be used to determine the particular frequency 
bandwidths in which specific phenomena occur. 

Keywords: EEG, Alzheimer’s Disease, Classification, EMD. 

1 Introduction 

The brain is a highly complex and non linear system. Alzheimer Disease (AD) is the 
most common neurodegenerative disorder. It that involves a progressive decline in 
cognitive function due to atrophy of the brain as well as alteration of connectivity 
profiles. AD manifests itself through a slowly progressive impairment of mental func-
tions whose course lasts several years [1-3]. Clinically, the evaluation of memory 
decline is evaluated by neuropsychiatric tests (Mini Mental State Examination, 
MMSE) but age and education can compromise results. Some images techniques like  
Positron Emission Tomography (PET), Single Photon Emission Computed Tomogra-
phy (SPECT), Magnetic Resonance Imaging (MRI), are useful to observe structural or 
functional changes in neurodegenerative disorders. Unfortunately these methods are 
restricted due the high cost and the related dangers to the exposure to contrast agent. 
On the other hands the electroencephalogram (EEG) is a non invasive and simple 
technique and represents a powerful and relatively cheaper approach for screening of 
dementia and AD. In recent years, many authors have studied the characteristic of 
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EEG to improve diagnostic power by making use of many different signal processing 
techniques [4-9]. In particular, the EEG traces of AD patients typically shows three 
kinds of abnormalities [10-14]:  

i) slowing, i.e., the increase of the relative power of the low frequency bands and 
a reduction of the individual mean and peak alpha frequency; 

ii) a reduction of complexity;  
iii) an altered synchrony of the EEG channels recordings.  

The use of wavelet transform has been demonstrated useful for processing of EEG 
signals, also because of the ability of developing a time-frequency tiling of the origi-
nal time-series. As a by-product, these kinds of decompositions are suitable to  
highlight and thus cancel some kinds of artifacts, invariably present in EEG traces. 
Unfortunately, there is no general consensus on the basic wavelet function to be used 
and this approach requires detailed tailoring and expertise [15]. Furthermore, the suit-
able wavelet basis can be different for various patients or disease’s stage. In this pa-
per, a relatively novel technique, namely, the Empirical Mode Decomposition (EMD), 
is applied in order to exploit a natural decomposition of the EEG recordings in fre-
quency bands.  EMD is an adaptive and fully data-driven technique which obtains the 
oscillatory modes present in the data, thus producing a variable number of compo-
nents. This technique is able to cope with possible non linearity and non-stationarity 
of this physiological signal.  

The paper is organized as follows: in Section 2 the theoretical basis of the applied 
technique are provided; then, in Section 3, the experimental data are described and the 
obtained results are discussed. Conclusive remarks are provided in Section 4. 

2 Methodology 

EMD allows to decompose any time series, by means of a process called the sifting 
algorithm [16], into a finite set of oscillatory components by exploiting both local 
temporal and structural characteristics of the data. [15-19]These components, called 
“intrinsic mode functions” (IMFs), represent the oscillation modes embedded in the 
data. The IMFs act as a naturally derived set of basis functions for the signal. 

This decomposition does not require any conditions about the stationarity and the 
linearity of the time-series. The principle of EMD is to locally estimate a signal x(t) as 
a sum of a local trend, that represents the low frequency part named residual, and a 
local detail component, that represents the high frequency named Intrinsic Mode 
Function (IMF). ∑                                               (1) 

where hi(t) denote the set of IMFs and rn(t) is the trend within the data, also referred 
to as the last IMF or residual. 

By design, an IMF satisfies two basic properties:  

─ in the complete data set, the number of extrema and zero crossing are exactly equal 
or they differ at most by one;  

─  at any point, the mean value of the envelope defined by the local maxima and the 
envelope defined by the local minima is zero.  
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The first condition is similar to the narrow-band requirement and the second one is 
necessary to ensure that the instantaneous frequency will not have redundant fluctua-
tion as induced by asymmetric waveform [12].  
The IMFs extraction, from real world signals, is based on the sifting algorithm [16] as 
shown in Fig. 1. The algorithm steps are : 

1. Detect the extrema (both local maxima and minima) of x(t);  
2. Connect local maxima and minima with a spline and let emin(t) and emax(t) the spline 

that forms the upper and  lower envelope of the signal; 
3. Compute the local mean envelope : r(t)= (emin(t) + emax(t))/2; 
4. IMF should have zero local mean so subtract the mean envelope from the original 

series d(t)= x(t)-r(t) to obtain a proto-IMF; 
5. Decide if the proto-IMF d(t) is an IMF by checking the two basic condition de-

scribed above; 
6. If d(t) is an IMF has to be subtracted from the original data and the residual is a 

new data to fed back to step 1 of algorithm; 
7. The sifting procedure ends when the residual of step 5 is a constant, monotonic 

function. The last residual is considered the trend. 

In EMD procedure it is important to focus both on the choice of extrema, in order 
to avoid over-sampling issue, and on boundary conditions for the analysis of discrete 
time sequences. IMFs form a complete and “nearly” orthogonal basis for the original 
signal, in fact, different components can have parts with similar frequencies, at differ-
ent time duration, but locally any two IMFs tend to be orthogonal.  
 

 

Fig. 1. Block diagram of Intrinsic Mode Function extraction 
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3 Experimental Results 

3.1 Data Description and Acquisition 

The analysis was conducted on an experimental EEG database which refers to three 
different groups of subjects (male and aged between 60–75 years): Healthy Control 
(HC), Mild Cognitive Impairment (MCI) and Alzheimer’s Disease (AD).  

The inclusion criteria for enrollment of patients for statistical analysis are mainly 
standard and at the first level are based on Mini Mental State Examination. All pa-
tients are enrolled from “IRCCS - Centro Neurolesi” of Messina, Italy, within an on-
going cooperation agreement. The EEG recordings have been collected according to 
the sites defined by the standard 10–20 international system, channels (Fp1, Fp2, F3, 
F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, T6, Fz, Cz, and Pz), at a sampling 
rate of 256 Hz. The data are band-pass filtered between 0.5 and 32 Hz, so including 
the relevant bands for AD diagnosis. In the course of the experimental activity, EEG 
was recorded in rest condition with closed eyes (under vigilance control). 

3.2 Simulation Results 

The analysis here presented has been carried out by using codes written by some of 
the authors in MATLAB environment with specific instructions without using any 
available tool-boxes. Different IMFs capture the properties of the original signal at 
different time scale and are presumably generated from different physiological me-
chanisms. As shown in Figure 2, with reference to the three different classes of sub-
jects, the EEG signal is decomposed by IMFs components. Five components have 
been shown in the Fig. 2. The finest time scale is shown in the 1st IMF, and the largest 
is in the fifth one. The frequency gradually decreases moving to lower IMFs. In Fig. 3 
are shown the Power Spectral Density (PSD) of the extracted IMFs. This is useful to 
highlight the well-known “slowing” effect related to the disease. This behavior can be 
clearly reflected on IMF2. Thus, IMFs power density displays evident variations 
across the three different classes of subjects. This behavior is, also, well shown in 
Figure 4 by using a logarithmic scale. 

To better highlight different behaviors of the extracted IMFs, four bands are used 
to categorize the relative PSD: δ (0-4 Hz); θ (4-8 Hz); α (8-13 Hz) and β (13-30 Hz). 
As shown in Figure 5 the PSDs are distributed differently for the three class of sub-
jects.  In δ-band the PSDs of IMF2 and IMF3 are higher in AD-subjects then both HC 
and MCI; in θ-band the PSD of IMF1 and IMF2 shows the same behavior unlike the 
PSD of IMF3 is lower than both HC and MCI. Increasing frequency (α-band and β-
band) the IMF’s PSD of HC manifests higher values, and this behavior is coherent 
with slowing phenomena.  
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4 Conclusion 

The results here presented suggest that an adaptive data-driven method, such as EMD, 
can show the dynamics of EEG for the three different classes of subject corresponding 
to HC, MCI, and AD patients. EMD can be considered a suitable tool for diagnosis 
and progression of Alzheimer’s disease. A detailed analysis of IMFs may yield the 
possibility of analyzing the basic dynamics characteristic of the three different classes 
of subjects. This may offer a novel quantitative element to clinicians for evaluating 
the conversion of MCI patients to AD. In the future, a comparison with other time-
frequency techniques will be carried out to understand the relative merits and limita-
tions of different approaches. 
 

 

Fig. 2. Empirical Mode Decomposition of EEG recording related to three class of subject (HC, 
MCI and AD) for F3 electrode. EEG epochs of 10 seconds duration were processed by EMD. 

 

 

Fig. 3. Power Spectral Density of IMFs related to three class of subjects (HC, MCI and AD) 
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Fig. 4. Power Spectral Density of IMFs for the three classes of subjects (HC, MCI and AD) in 
logarithmic scale 

 

Fig. 5. Normalized Power Spectral Density of IMFs for the three classes of subjects (HC, MCI 
and AD) categorized into four bands: δ (0-4 Hz); θ (4-8 Hz); α (8-13 Hz) and β (13-30 Hz) 
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Abstract. EEG complexity analysis has recently been shown to help to diag-
nose Alzheimer’s Disease (AD) in the early stages. The complexity study is 
based on the processing of continuous artifact-free Electroencephalography 
(EEG). Therefore, artifact rejection is normally required because artifacts might 
mimic cognitive or pathologic activity and therefore bias the neurologist visual 
interpretation of the EEG. Furthermore, the EEG complexity analysis is strong-
ly altered by artifacts. In this paper, we evaluate the effects of artifacts rejection 
by a promising technique, Automatic Wavelet-Independent Component Analy-
sis (AWICA), on the EEG Complexity in AD patients. We also investigate the 
EEG complexity before and after artifact rejection through some measures 
based on Shannon’s Entropy, Renyi’s Entropy and Tsallis’s Entropy. 

Keywords: Alzheimer’s Disease, EEG Complexity, Artifact Rejection. 

1 Introduction 

Electroencephalography (EEG) is a de facto standard methodology for recording the 
electrical activity generated by populations of neurons of the cerebral cortex. The 
major advantage of EEG is being a noninvasive way of recording the neurophysiolog-
ical activity of patients: for this reason, since its discovery, it has been widely used to 
investigate the neurological diseases. EEG relies essentially on a multichannel cap 
that records the bioelectric signals generated by the brain through a set of scalp elec-
trodes, according to the international 10-20 system (Fig. 1). From an information 
processing perspective, it represents a multivariate, non-stationary, nonlinear time 
series. Many authors agree that entropy has achieved a large consensus as an indicator 
of complexity of nonlinear signals. 

This assumption is the basis of the complexity study of EEG that aims to differen-
tiate among different brain states through the estimation of entropic measures. In par-
ticular, there are dynamical changes of EEG related to normal aging and some others 
that might reveal aging pathologies. Recent works have shown that the EEG complex-
ity analysis could detect markers of Alzheimer’s Disease (AD) in the EEG even in the 
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early stages [1]-[9]. In fact, the change in the complexity of EEG fluctuations seem to 
be linked to the evolution of AD disease: this link is not clear yet but there is a in-
creasing evidence that the evolution of AD affects the shape of EEG. This would have a 
strong impact on the health system since EEG is a cheap and reproducible way to plan 
and carry out a screening and a follow-up of population at risk. The EEG complexity 
study is based on the processing of continuous artifacts-free recordings. Unfortunately, 
the EEG traces are often contaminated by artifacts, signals with non-cerebral origin that 
overlap to the brain waves. They are generated by different bioelectrical sources such as 
scalp muscles, eye movements and blinks, sweating, breathing, heart beat, or electrical 
line noise. The presence of artifacts in the EEG is troublesome and misleading because 
they can overlap to EEG and heavily obscure the brain waves that the physician needs to 
examine in order to come up with a reliable diagnosis. Furthermore, if visual inspection 
is not the final purpose of our analysis but EEG is meant to be processed by any algo-
rithm, artifacts may distort EEG so that the output of the algorithm is not correct. More-
over, even though the physician decided to discard the EEG artifact-laden segments, this 
would introduce unacceptable discontinuities in the EEG. 

In recent years, many authors [10]-[14] dealt with the problem of automatic EEG 
artifact rejection in order to skip the visual inspection and the subsequent manual arti-
fact rejection from the EEG traces. Recently, Mammone et al. [11], introduced a 
promising automatic method for artifact rejection (AWICA) based on the joint use of 
Discrete Wavelet Transform (DWT) and Independent Component Analysis (ICA). 
AWICA is based on the projection of of the single EEG signal into the four frequency 
bands (delta, theta, alpha and beta) that are then passed through ICA. 

In this paper we evaluate the effects of artifact rejection by AWICA on the EEG 
Complexity in AD patients. In particular, we show that most of artifacts can be re-
moved by AWICA. We also investigate the EEG complexity before and after artifacts 
rejection through entropic measures based on Shannon’s Entropy (SE), Renyi’s  
Entropy (RE) and Tsallis’s Entropy (TE). 

 

Fig. 1. The international 10-20 system seen from (A) left and (B) above the head. A = Ear lobe, 
C = central, Pg = nasopharyngeal, P = parietal, F = frontal, Fp = frontal polar, O = occipital 
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The paper is organized as follows: in Section 2 and 3 we provide a basic descrip-
tion respectively of the Alzheimer's Disease and the AWICA methodology to perform 
artifacts rejection. In Section 4 we show the results about the effects of artifacts  
rejection on EEG complexity. Conclusive remarks are provided in Section 5. 

2 Effects of Alzheimer's Disease on EEG 

Neurodegenerative diseases such as Alzheimer's Disease (AD) have long been the 
focus of bioengineering researches. Recently, the number of people suffering from 
AD is estimated in 35 million and the number is expected to raise to 110 million by 
the year 2050. As the number of elderly population affected by AD rises, the need for 
making available to the community innovative, accurate, inexpensive and non-
invasive diagnostic techniques for early screening of population at risk is becoming a 
relevantly urgent public health concern [15], [16]. 

Many researches have shown that the EEG of patients suffering from AD start to 
modify well in advance of the clinical diagnosis. Furthermore, there are even condi-
tions and diseases that can mimic AD symptoms which are instead reversible.  Early 
diagnosis would be of great importance. As of today, a definitive diagnosis of Alz-
heimer's is possible only by postmortem necropsy. It is usually diagnosed clinically 
from the patient history, collateral history from relatives, and clinical observations, 
based on the presence of characteristic neurological and neuropsychological features 
and the absence of alternative conditions [17]. Advanced medical imaging with com-
puted tomography (CT) or magnetic resonance imaging (MRI), as well as with single 
photon emission computed tomography (SPECT) or positron emission tomography 
(PET) can be used to help exclude other cerebral pathology or subtypes of dementia.  
However, this kinds of diagnostics are not suitable for screening of large populations. 
A non-invasive alternative clinical diagnosis is represented by EEG. AD is known to 
have three main effects on EEG [4], [18]: 

1. slowing, i.e. the increase of the relative power of the low frequency bands 
(delta, 0.5-4 Hz, and theta, 4-8 Hz), coupled with a reduction of the mean 
frequency (this can be measured by standard Fourier analysis); 

2. complexity  reduction, by implicitly hypothesizing that regularity of the AD 
patients’ EEG is higher than age-matched controls; 

3. loss of synchrony of the electrodes’ time series reading: this  effect on syn-
chrony can be measured by both nonlinear and  linear indices. 

Recent studies also give a dynamical description of AD development, data from 
AD patients showed a loss of complexity over the wide range of time scales, indicat-
ing a destruction of nonlinear structures in brain dynamics [1], [9]. These studies was 
conducted only on artifacts-free EEG segments by cutting the entire artifactual EEG 
segments. In the next sections, we try to perform the EEG complexity analysis after 
artifacts rejection procedure and we evaluate the effects through entropic measures. 
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3 AWICA Methodology for Artifacts Rejection 

The AWICA methodology is based on the exploitation of the different information 
content in the four frequency bands (rhythms) obtained by the DWT step that pre-
cedes ICA [11]. The method consists in a two-step artifact identification procedure 
based on the estimation of kurtosis and Renyi’s entropy [19]. The DWT allows to 
completely recover the neural components of the EEG channels corrupted by the arti-
facts outside of the contaminated frequency range. AWICA also mostly preserves the 
cerebral activity because of the increased redundancy of the input to the ICA-step. 

The block diagram of AWICA is depicted in Fig. 2: (1) the first level is a decom-
position through the Discrete Wavelet Transform (DWT) that partitions each channel 
of the original dataset into the four major bands of brain activity; each rhythm of each 
channel is represented by a Wavelet Component (WC). (2) Once the raw data record-
ings have been so projected into the dimensional space, the Wavelet Components 
(WCs) linked to artifactual events are automatically identified by means of a quantita-
tive measure and (3) passed through ICA in order to concentrate the artifactual con-
tent in a few independent components. (4) Then, the artifactual Wavelet Independent 
Components (WICs) are automatically selected and rejected. (5) Two reconstruction 
steps are then performed: the inverse ICA and the inverse DWT, so that the artifact-
free EEG dataset is eventually reconstructed (for more details see [11]). 

As shown in the next section, AWICA methodology was successfully applied on 
the artifact-corrupted EEG segments. In addition, the possible alteration of EEG 
Complexity was evaluated. 

 

Fig. 2. Block diagram of WICA processing system for EEG artifacts rejection 
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4 Results 

The analysis was conducted on an experimental EEG database which refers to three 
different groups of subjects (male and aged between 60–75 years): Mild Cognitive 
Impaired (MCI) patients, AD patients and age-matched healthy elderly control (HC). 
The inclusion criteria for enrollment of patients for statistical analysis are mainly 
standard and at the first level are based on Mini Mental State Examination. The EEG 
database has been made available by the IRCCS “Centro Neurolesi” of Messina, Italy, 
within an ongoing cooperation agreement. The EEG recordings have been col-lected 
according to the sites defined by the standard 10–20 international system, 19-channels 
(Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, T6, Fz, Cz, and Pz), at 
a sampling rate of 256 Hz. The data are band-pass filtered between 0.5 and 32 Hz, so 
including the relevant bands for AD diagnosis. In the course of the experimental ac-
tivity, EEG was recorded in rest condition with closed eyes (under vigilance control). 
The continuous EEG, whose length is 210 seconds, was partitioned into 21 windows 
of 10 seconds each. Fig. 3 shows the 12nd window, that was the only time window 
corrupted by artifacts (on the 7th channel). The artifact was successfully removed by 
AWICA methodology and the artifact-free continuous EEG was reconstructed. 
Mammone et al. [11] have shown that the artifact rejection performed by AWICA did 
not introduce significant alterations in the spectrum and the temporal correlation of 
the EEG. But the AWICA methodology effects on the EEG complexity have not been 
evaluated. Morabito et al. [4] have shown that entropy can be successfully employed 
to estimate the EEG complexity. Thus, the entropic indexes based on Shannon’s  
Entropy (SE), Renyi’s Entropy (RE) and Tsallis’s Entropy (TE) were estimated  
to evaluate the effects on the EEG complexity (for more details about entropic  
indexes see [1]). 

In Fig. 4 we compare the normalized RE, SE and TE of each channels of the 12th 
window before (red line) and after (green line) artifact rejection with the mean values 
of normalized RE, SE and TE of each channels computed on the artifact-free win-
dows (blue line). All entropic indexes of P3 (7th channel) are corrupted by the artifact. 
The AWICA artifact rejection is able to remove the alteration of all entropic indexes 
restoring the measures into mean-value range. 

5 Conclusions 

The recently introduced entropic complexity measures has been shown to be capable 
of processing EEG data as an enabling tool for distinguish among different brain 
states. These indexes are also able to capture the typical “slowing effect” related to 
Alzheimer’s disease. It has been shown that entropic indexes are particularly suitable 
for monitoring the changes in the elderly brain by distinguish between physiological 
ageing and pathological dementias. In this paper we have also evaluated the effects of 
the artifacts rejection by AWICA methodology on the entropic indexes that are em-
ployed in the EEG complexity analysis. The results confirm that AWICA is able to 
rectify the entropy value alteration. 
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Fig. 3. Multichannel real EEG recorded from an AD patient. According to the international 10-
20 system, the montage is Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, T6, 
Fz, Cz, and Pz. In particular, the 12nd window is shown, that was the only one corrupted by 
artifacts. (Top) The EEG showing an artifact on the 7th electrode (P3). (Bottom) The same 
EEG segment after artifact rejection through AWICA. 
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Fig. 4. Evaluation of EEG complexity by normalized Entropic Measures. Comparison of nor-
malized RE, SE and TE of each channels of the 12nd window before (red line) and after (green 
line) artifact rejection with the mean values of normalized RE, SE and TE of each channels 
computed on the artifact-free windows (blue line). 
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Abstract. A novel approach for processing magnetotelluric data in urban areas 
is presented. The magnetotelluric (MT) method is a valid technique for 
geophysical exploration of the Earth’s interiors. It provides information about 
the rocks’ resistivity and in particular, in volcanology, it allows to delineate the 
complex structure of volcanoes possibly detecting magmatic chambers and 
hydrothermal systems. Indeed, geological fluids (e.g. magma) are characterized 
by resistivity of many orders of magnitude lower than the surrounding rocks. 
However, the MT method requires the presence of natural electromagnetic 
fields. So in urban areas, the noise strongly influences the MT recordings, 
especially that produced by trains. Various denoising techniques have been 
proposed, but it is not always easy to identify the noise-free intervals. Thus, in 
this work a neural method, the Self-Organizing Map (SOM), is proposed to 
perform the clustering of impedance tensors, computed on a Discrete Wavelet 
(DW) expansion of MT recordings. The use of the DW transform is motivated 
by the need of analyzing MT recordings both in time and frequency domain. 
The SOM is principally tested on synthetic dataset. Then, as a further validation 
of the method, it is applied on real data recorded at volcano Etna, Sicily. In both 
cases, the obtained results have shown the SOM capability of greatly reducing 
the effect of the noise on the retrieved apparent resistivity curves. 

Keywords: magnetotelluric method (MT), denoising, SOM networks. 

1 The Magnetotelluric (MT) Method 

The Magnetotelluric (MT) method [22] is based on the study of the interaction 
between natural low frequency electromagnetic waves and the rocks in the Earth’s 
interiors. The simultaneous recording at the Earth surface of the electric and the 
magnetic fields allows the determination of the resistivity of rocks inside the Earth. 

MT signals span a wide range of frequencies: the sources of the high frequency 
(1÷10^5 Hz) are lightning while the low frequency source (10^{-5}÷1 Hz) is the 
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interaction of the solar wind with the magnetosphere and the ionosphere. Both sources 
realize on the Earth surface a quasi-plane wave orthogonally incident. 

Figure 1 illustrates a schematic representation of the physics of magnetotelluric 
exploration while figure 2 shows how the MT instrumentation operates.  

 

 
Fig. 1. A scheme of physics of magnetotelluric exploration 

 

 
Fig. 2. The MT instrumentation 

The physical basis of the method relies on the relationship between the electric and 
the magnetic fields measured on the Earth surface: 

 
,ZHE =  

 
where E is the electric field vector, H is the magnetic field vector and Z is the 

impedance tensor.  
Due to the high atmosphere resistivity, the vertical component of the electric field 

is close to zero. Hence only the horizontal components of the vectors E and H are 
usually considered. This implies that a 2x2 complex matrix represents the impedance 
tensor Z. 

Natural oscillations of the magnetic field, triggered by various sources (e.g. solar 
wind transients, thunders, etc) provide a broad spectrum of natural signals useful for 
MT studies. They excite currents within the Earth (called telluric currents, from 
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which the name magnetotelluric method comes), which are the source of an electric 
field, whose intensity depends upon the resistivity of the rocks. The longer the period 
of the oscillation, the deeper is the resistivity investigated. Signals with a period of 
105s allow the determination of the Earth resistivity up to tens of kilometers beneath 
the surface. The other end of the spectrum signals with a period of 10-2s determines 
accurately the resistivity of the rocks up to depth of few hundreds meters. The full 
determination of the resistivity as a function of the depth requires studying the whole 
range of MT signal frequencies. 

The basic assumption of the MT method is that the electromagnetic field, used for 
the analysis, consists in downgoing plane waves with nearly vertical incidence. This 
assumption is usually valid when dealing with natural sources. However, in urbanized 
areas, artificial noise could affect MT analysis dramatically, especially when dealing 
with periods longer than 102s (i.e. with depth higher than few kilometers). The main 
noise sources are trains, whose electromagnetic field is so powerful to disturb MT 
recording many kilometers away from their path. 

Different techniques for MT recording denoising have been proposed. They are 
usually based on searching for specific signatures in the MT recordings indicating the 
presence of noise. For instance, recently Escalas et al. (2013) proposed a technique 
based on the analysis of the polarization of the electric field to detect and remove 
linearly polarized portions of MT signals, which are likely to be affected by noise due 
to human settlements and infrastructures therein. 

In this work a novel technique based on the clustering of impedance tensors, 
computed on a Discrete Wavelet (DW) expansion of MT recordings, is proposed. The 
DW transform allows analyzing MT recordings both in time and frequency domains 
[11]. 

In the following, the data processing performed on synthetic and real data is 
described and the applied clustering technique is illustrated. Finally the SOM results 
are discussed. 

2 Data Processing 

The MT method has been applied on synthetic data generated by an automatic 
procedure, assuming the use of a single recording station. The signals are corrupted 
by adding different noise levels in order to provide different noise conditions. As an 
example, figure 3 shows a MT synthetic noisy signal and its components in the 
magnetic and electric filed. Figure 4 visualizes instead a real MT signal recorded at 
the volcano Etna, Sicily. 

To exploit the information about the phase difference of the signals we use their 
analytic representation: 

)]([)( tsiHtsA +=  

 
where s(t) is the time domain signal, H is the Hilbert transform and i is the 

imaginary unit. Once DW transformed, the electric and magnetic components of the 
MT signal are processed separately for each wavelet scale. Given a set of coefficients 
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the impedance tensor is determined through the least squares solution of the linear 
system of equations in (1): 

 
 

                                                          (1) 
 
 

where the index i runs over the DW coefficients of the analytic representation of the 
fields for a given wavelet scale. However, the application of the previous procedure to 
a noisy dataset is likely to lead to unreliable results. 

 

Fig. 3. An example of a synthetic MT signal where noise (N/S 50%) has been added to almost 
30% of it. Hx and Hy are the components of the magnetic field while Ex and Ey the components 
of the electric field. 

Being the most relevant noise sources transient, the basic idea of the method is to 
apply a clustering procedure of the retrieved impedance tensors over subsets of the 
DW coefficients for each wavelet scale. A set of 2s DW coefficients for a wavelet 
scale s can be partitioned in different ways. We have applied a Monte Carlo technique 
selecting N random subsets of k coefficients from the whole set. For each set we 
applied the least square approach of eq. (1) to determine a set of impedance tensors.  

Finally, the obtained impedance vectors have been normalized using a logistic 
transformation which scales all possible values between [0,1] before being processed 
by the SOM. 
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Fig. 4. A real MT signal recorded at volcano Etna (Sicily). As for the synthetic one, Hx and Hy 
and Ex and Ey are the components of the magnetic and electric field respectively. 

3 SOM-Based Clustering 

The clustering process is primarily carried out for the purpose of grouping data with 
similar features. In this works, among the existing methods of cluster analysis [8], the 
Self-Organizing Map (SOM) [10,15,16] technique was selected, and motivations are 
reported in the following. Compared to a standard iterative partitioning method such 
as K-means, the SOM is similar in many respects. However, as suggested in [8] its 
use is preferable to the K-means algorithm, since it does not require to fix the number 
K of clusters in advance, which would not be possible in our case since no prior 
signal’s knowledge is available [21]. In addition, the K-means algorithm is sensitive 
to noisy data and outliers and it does not provide an immediate interpretation of the 
obtained results.  

In contrast, with appropriate training parameters, the SOM algorithm produces a 
low-dimensional plot as a visual representation of the clustering and can handle very 
large and complex data sets. For these reasons it has been proposed (see Bação et al., 
2005) as the most convenient clustering method and as reliable substitute for the 
classic K-means. Furthermore, in [23] is reported a comparison between the neural 
approach and a number of more conventional clustering methods where it has been 
shown that the SOM network performance was similar to or better than that obtained 
through the other methods. Finally, several comparisons between SOM and K-means 
performance have been reported [2,19,23]. Conclusions seem to be ambivalent as 
different authors point to different conclusions, and no definitive results have 
emerged. Some authors [2,9,23] suggest that SOM performs equal or worst than 
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statistical approaches, while other authors conclude the opposite [19, 20]. As pointed 
out by Everitt et al. (2001) it should be evident that there is not a clustering method 
suitable for all cases, but particular methods will be best for particular types of data 
and application areas. 

The SOM technique has already been applied in Geophysics, for the analysis and 
clustering of seismic data [3,5,6,7,13,18,12,14,17].  

In our tests, the SOM Toolbox package for Matlab [15] has been considered. The 
batch training algorithm was chosen between the two available iterative versions, 
being much faster [15,16]. In the batch mode, the whole data set is presented to the 
SOM. In each training step, the data set is partitioned according to the Voronoi 
regions of the map weight vectors. Then, the new weight vectors are calculated as: 
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where c is the index of the BMU of sample vector xj. The new weight vector is a 
weighted average of the data samples, where the weight of each data samples is the 
neighbourhood function value hci(t) at its BMU c. 

The net parameters have been set according to Kohonen et al. (1996). Before the 
training, a random initialization at small values of the prototypes has been adopted in 
order to exhibit the self-organizing capability of the SOM. The selected map topology 
presents a local hexagonal structure and a global toroid shape shown as a sheet paper 
to have a direct visual interpretation of the cluster configuration. Then, the Gaussian 
neighborhood function has been chosen, which reveals how strongly neurons are 
connected to each other. Such function  is expressed as: 

 

),3()2/exp(* 22
,, tictic dh ση −=  

 

where dc,i is the distance between the positions of the units c and i on the map grid, 
while ηt and σt are the learning rate and the neighborhood radius at step t 
respectively. The first one controls the attraction strength of the input vector, while 
the second regulates the number of the attracted vectors other than the winning node. 
Both parameters are time-decreasing functions and change their values during 
training. Thus, as suggested in [10, 16], ηt starts with a value close to 1 then decreases 
until a value close to zero. In the same way, initially σt begins with a large value in 
order to include all neurons for any winning node and successively it decreases until 
to 1. Both of these values for ηt and σt remain constant during the convergence phase. 
In this way, initially a rough representation of the input data distribution is provided 
by the map, while at the end the prototypes are settled to their final values and the 
final map is shown.  

The SOM has been applied on the impedance tensors computed on a Discrete 
Wavelet (DW) expansion of MT recordings. For this purpose, each tensor (a 2x2 
complex matrix) has been parameterized as a vector of 8 real elements. For each 
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wavelet scale (i.e. each frequency band) the SOM clustering has been performed. 
Consistent clusters are formed only by the noise-free portions of the signals. 

4 Results 

For the impedance tensors clustering, a SOM map with 16 (4x4) nodes has been used, 
with an hexagonal structure and a toroid shape, plotted as a sheet in order to represent 
immediately the clusters’ structure. Figure 5 shows, as an example, one of the 12 
resulting SOM maps obtained from synthetic data under examination.  

 

 

Fig. 5. An example of 4x4 SOM map for the wavelet scale with a characteristic period of 
5x104s. The yellow hexagons are the individual nodes (clusters) while the gray ones indicate 
the Euclidean distances between the nodes according to the gray level scale on the right. The 
node size specifies the number of signals in it included.  

The yellow hexagons indicate the individual nodes and their size represents the 
data density i.e. how many signals each node contains. The gray hexagons describe 
the Euclidean distances between the nodes using a gray level scale as reported in 
[15,16].  

Figures 6 and 7 illustrate the results obtained by denoising the same synthetic noisy 
MT signal with a conventional processing algorithm and the proposed SOM method 
respectively. Blue curves are the pseudo-resistivity curves used to compute the 
synthetic data. For this particular synthetic MT signal, noise (N/S 50%) has been 
added to almost 30% of it. In Figure 6 it can be seen that the conventional method 
undergoes to significant errors when periods are greater than 104s. Figure 7 shows the 
pseudo-resistivity curve after the application of the SOM clustering procedure to the 
same MT signal of figure 6. It is possible to observe how the SOM results are more 
consistent even for higher periods. 

Finally, figure 8 illustrates the results obtained on a real MT signal, recorded at the 
volcano Etna, both with classical preprocessing (cyan and magenta dots) and with the 
SOM (red and blue circles). It is possible to observe from the figure how the Ryx 
component related to the first method is more noisy and presents unrealistic 
oscillations, while the SOM graphic shows a much more plausible trend. 

 



144 L. D’Auria et al. 

 

 
 

 

Fig. 6. The results obtained with the conventional processing for a synthetic signal with a noise 
(N/S 50%), applied over about 30% of the signal. The blue curve is the pseudo-resistivity 
model. Rxy (red circles) and Ryx (green circles) indicate the resistivity computed using the two 
antidiagonal component of the impedance tensor. 

 
 

 

Fig. 7. The results obtained after applying the SOM clustering procedure to the same data 
reported in figure 6. 
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Fig. 8. The results obtained on a real MT signal, recorded at volcano Etna, both with the 
conventional processing (cyan and magenta dots) and with the SOM (red and blue circles). The 
Ryx component associated to the first method is clearly more noisy than that relating to the 
SOM that exhibits a more consistent behavior. 

5 Conclusions 

A new method to process the magnetotelluric recordings affected by noise due to 
human settlements and infrastructures therein has been presented. It is based on the 
use of a neural network, the SOM [15,16], able to cluster the data identifying noise-
free intervals in the recordings. The method has been tested on synthetic data and, as a 
further validation, on a real data, recorded at volcano Etna (Sicily). A Discrete 
Wavelet transform was applied to the data in order to analyze MT recordings both in 
time and frequency domain. The MT signal is generally very complex and it is not 
easy to indentify the noise-free intervals when no a priori information on it is 
available.  

Observing the SOM results and comparing them with those obtained through a 
conventional processing, it is possible to conclude that the proposed method shows a 
greater capability of reducing the noise’s effect on the retrieved pseudo-resistivity 
curves, especially for longer periods (i.e. greater investigation depths). Thus, the 
SOM-based clustering analysis is able to identify tensors related to noise-free 
intervals.  

Finally, the proposed method can be considered as novel and pioneering since it is 
the first in literature to use neural networks for denoising MT signals offering 
performance comparable or even better than other available denoising techniques [4]. 
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Abstract. In this work the first step of an integration process between
audio and video information for the localization of speakers in closed
environments is presented. The proposed metod is based on binaural
source localization followed by face recognition and tracking and was re-
alized and implemented in a real environment. Some preliminary results
demonstrated the effectiveness of this approach.
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1 Introduction

Binaural localization consists in estimating the position of a sound source in
a generic environment by use of a single pair of microphones. This approach
gets inspiration from biological organisms, where the auditive system works by
integrating information acquired by the body, the outer ear and the inner ear [1].

Different models of binaural localization are available [2]. A popular approach
is based on combined use of Interaural Level Difference (ILD) and Interaural
Time Difference (ITD) [3]. These cues can separately give information about the
source position in different range of frequencies and can be fruitfully combined
so as to generate an effective binaural localization algorithm [3].

The exploitation of audio signals is just one side of a localization system based
on proper integration of audio and video clues. As a matter of fact, in biology the
two senses of hearing and vision cooperate in order to augment the information
acquired on the surrounding environment. Of course this is a fundamental task,
both for hunting and for escaping from hunters.

Some works exist that deal with the fusion of audio and video signals at
different levels and for different applications [4] [5] [6] [7] [8]. As far as we know,
there are not works explicitely dealing with the topic of integration of binaural
audio signals and video signals.

In this paper some preliminary results toward effective integration of audio
and video signals in a robotic head are described. Fig. 1 shows the robotic
head that was realized in the ISPAMM Laboratory of the DIET Dept. at the
University of Rome “La Sapienza”. The device is equipped with two omnidirec-
tional microphones and two cameras. Two stepper motors can rotate the head
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and move the eyes. These stepper motors are controlled using the Arduino Uno
board. The Arduino Uno is a very common microcontroller board: it has 14 dig-
ital input/output pins that can be used to control some external devices, and a
USB connection, used to load the control software from a personal computer.

In this preliminary setup, two main tasks were implemented:

1. a binaural source localization procedure. The joint ILD/ITD estimation was
employed to localize the speaker in terms of angular distance from the center.
The main issue of this approach is the presence of reverberation, that actually
reduces the accuracy of the estimation.

2. A face detector/tracking procedure. It is possible to find and to track a
human face in images captured by the cameras. In this way it is possible
to track the movement of the speaker and to correct the sound localization
errors due to reverberation.

Experimental results in a real environment demonstrated the effectiveness of
this preliminary idea, as a first step toward a full integration of audio and video
information. In the following the main steps of the developed procedure are
described.

Fig. 1. The artificial head described in this paper

2 Description of the Audio System

In this section we briefly recall the main concepts of localization of audio sources
by binaural processing. Binaural perception was studied by Lord Rayleigh at the
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beginning of the 20th century [1]. From that time on several models of the human
binaural system have been proposed. An estensive description was presented
in [9].

Binaural localization can be realized by using the Interaural Level Difference
(ILD) and the Interaural Time Difference (ITD) in a joint way. ILD is propor-
tional to the difference in the sound levels reaching the left and right ear, while
ITD is the measure of the time difference of arrival of a signal to each ear. These
cues can be used to obtain information about the source position in different
ranges of frequencies. In fact, independent use of ILD and ITD does not yield
robust source position estimators [3], since ITD is affected by ambiguity due to
an a priori unknown phase unwrapping factor, while ILD estimates display a
significant standard deviation. Localization of sources can be realized by prop-
erly combining ILD and ITD. In the following we briefly describe a possibile
approach [3].

The binaural model of received signals is

xl[n] = hl[n] ∗ s[n] + ηl[n], (1)

xr[n] = hr[n] ∗ s[n] + ηr[n], (2)

where l and r refer to the left and right ear respectively. In this equation hi[n]
(i = l, r) is the impulse response, s[n] is the source signal while ηi[n] represent
an additive uncorrelated noise term. In the following description noise will be
considered negligible, a simplifying assumption which is true in many practical
situations.

As in [3], ILD and ITD for the generic n-th time-frame are

ILDn(ω, θ, φ) = 20log10
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)
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In these equations ω is frequency, θ and φ are the elevation and azimuth angles
respectively, Xn

r (ω, θ, φ) and Xn
l (ω, θ, φ) are the Short Time Fourier Transforms

(STFTs) of the right and left ear signals and p is the phase unwrapping factor,
which is unknown a priori and needs to be estimated.

The new joint ILD and ITD localization method [3] is based on comparison
between the particular estimated pair (ILD, ITD) and a reference set of pairs
contained in a data lookup matrix. This matrix is constructed by exploiting the
fact that Head Related Transfer Functions (HRTFs) are stationary and can be
used in calculating two different ITD and ILD reference sets that depend on
azimuth and frequency alone. Equations (3) and (4) in this case can be written
as

ILD(ω, φ) = 20log10
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In these equationsHRTFr and HRTFl are the HRTF functions on the right and
left ears respectively. By assumption the value of the unwrapping factor p does
not change dramatically across azimuth [3]. Smoothing across azimuth with a
constantQ filter was performed on the ILD lookup set in order to better represent
the limits of human interaural level difference perception. More specifically, a
Gaussian filter was employed, as indicated in the CIPIC database [10].

Comparison between the ILD and ITD lookup sets and the estimated ILD
and ITD allows to estimate the azimuth of the sound source. In particular ILD
is exploited to find the correct value of the unwrapping factor p and to select
the azimuth value minimizing the difference between the ITD-only and ILD-
only estimates. This p-estimation procedure was repeated for each available time
frame. A time average across frames was performed and the results graphed.
The final azimuth estimations selected were those displaying a minimum in the
difference function that was consistent across frequencies.

As an example, fig. 2 shows the results obtained in simulations with the source
placed at different azimuth angles. Joint exploitation of ILD and ITD allows to
obtain an azimuth estimate which is correct over the whole frequency band and
for different positions of the source.

Fig. 2. Source azimuth estimate in an anechoic room and Gaussian noise: ILD, ITD
and joint ILD-ITD methods. Columns from left to right refer to source azimuth angles
of 0◦, 20◦, 45◦, 60◦ and 80◦ respectively. Darkest pixels are lowest in value.



Integration of Audio and Video Clues for Source Localization 153

Fig. 3. Source azimuth estimate in a real room and a female speaker placed at the
azimuth angle of 15◦: ILD and ITD estimates in different ranges of frequencies.

Fig. 3 shows the results obtained in a real environment with a female speaker,
speaking from an azimuth angle of 15◦, in terms of the ILD and ITD estimates in
different ranges of frequencies. Slight reverberation is present. It is clear that in
the presence of reverberation [11], commonly assumed in closed environments,
proper prefiltering techniques should be adopted [12] [13] [14]. An example is
cepstral prefiltering [15].

3 Description of the Video System

In this preliminary study, the video information was used for localizing and
tracking the head of a speaker, after she/he has been localized by using the
audio information. The main task in this process is the localization of the face
of the speaker in the image acquired.

3.1 Face Detection

The face recognition task was realized by using the Viola-Jones method [16]. This
technique was one of the first methods introduced for detecting the presence of
objects in images and it is currently used for the detection of faces. It is based
on classification of specific features rather than on the intensity values of the
image pixels. Namely the steps of the classification process are:

1. extraction of Haar features. Haar features are basically determined by com-
puting the sum and/or the differences of the pixels within two rectangular
regions of the image.
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2. Construction of the integral image. The integral image is an intermediate
representation of the original image. Namely, the generic point (x, y) of the
integral image is defined as the sum of the pixels above and to the left of
(x, y).

3. AdaBoost. The AdaBoost (short for Adaptive Boosting) is a machine learning
meta-algorithm used to improve the performance of learning algorithms [17].
It is based on the combination of various weak classifiers in order to obtain
a final robust classifier and it is employed in the Viola-Jones method

4. Chain classifier. The Viola-Jones method is based on a cascade of AdaBoost
classifiers in order to classify portions of images. As a consequence of this
processing phase, the performance of the detection task is increased, while
reducing the computation time required.

3.2 Face Tracking

Once the region containing the face has been detected, the next step is to move
the image of the face to the central position of the video image. This task can
be realized by a feedback loop where a pair of proportional controls is employed
to progressively reduce the difference between the position of the detected face
and the center of the video image. To this goal, the tilt and pan angles of the
head are used. Figure 4 shows the scheme of the head control unit.

Head 

actuators
Kp

Output 

coordinates

Input 

coordinates

e t u t

Proportional controller

Fig. 4. The head control loop

4 Experiments

The head was equipped with two omnidirectional microphones AKG C562M.
Signals were acquired through an Edirol UA-1000 acquisition board. Figure 5
shows the configuration of the testbed, with five possible positions of the source.

The control of the servomotors was realized by an Arduino board1. The face-
tracking algorithm was written in C++ by using the functions available at the
OpenCV website2. Figure 6 shows in detail the Arduino board used for process-
ing of the video part.

The face recognition and tracking algorithm was used to localize the face of
the speaker after the audio localization task and to move it to the center of the

1 www.arduino.cc
2 www.opencv.org

www.arduino.cc
www.opencv.org
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Fig. 5. Testbed configuration

Fig. 6. The Arduino board and its connections
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Fig. 7. A single frame of the localization process

image. As an example of the experimental results, fig. 7 shows a single frame
of the output video. The artificial head can be seen in the upper part of the
image, together with the speaker. In the lower part, it is shown the image as
acquired by the camera mounted on the head, after the face of the speaker has
been moved to the center.

5 Conclusion

In this paper a possible cooperation between binaural audio and video signals
was described. The objective was the localization and tracking of an audio source
moving in a closed environment. Some preliminary experiments demonstrated
the quality of the proposed solution, also in a real environment. Further research
will be devoted to pursue full integration of both audio and visual information.
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Abstract. The paper presents a feasibility analysis of a novel Spiking
Neural Network (SNN) architecture called NeuCube [10] for classifica-
tion and analysis of functional changes in brain activity of Electroen-
cephalography (EEG) data collected amongst two groups: control and
Alzheimer’s Disease (AD). Excellent classification results of 100% test
accuracy have been achieved and these have also been compared with tra-
ditional machine learning techniques. Outputs confirmed that the Neu-
Cube is better suited to model, classify, interpret and understand EEG
data and the brain processes involved. Future applications of a NeuCube
model are discussed including its use as an indicator of the early onset of
Mild Cognitive Impairment(MCI) to study degeneration of the pathology
toward AD.

Keywords: Spiking Neural Networks, NeuCube, EEG data classifica-
tion, Alzheimer’s Disease.

1 Introdution and Problem Specification

During the past few decades, researchers from all-over the world have been con-
centrating their efforts towards understanding of the human brain. As a conse-
quence of the efforts made, a relevant progress has been achieved and a huge
amount of brain data is becoming available. Neuroinformatics researchers have
been playing a pivotal role in the advancement of these studies and especially
with the use of machine learning techniques. Some of the major contributions
are the improvements in the understanding of the Spatio-Temporal Brain Data
(STBD) available and the development of predictive systems. These are of high
importance for society, as the increase in human lifespan has been followed by
the dramatic rise in the appearance of neurological disorders such as AD [18].

� Corresponding author.
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We have used spatio-temporal EEG as a type of brain data to study this pathol-
ogy and its degeneration, as it is one of the most commonly collected data for
studying the neural processes and it has been for long used to analyse and stage
the decline from MCI to AD (e.g. [11,14,15]). Moreover, it is an affordable tech-
nique, easy to manage and it is not considered aggressive for the subjects being
studied [19].

In this paper, we analyse and classify the spatio-temporal information avail-
able (described in section 2) by use of the brain inspired SNN model called
NeuCube [10]. In section 3, we introduce the NeuCube model and the experi-
mental design of the study. Section 4 presents the classification results, which are
then compared with traditional approaches. Particularly, in section 4.2, through
visualization and analysis of the SNN cube (SNNc) after training, new knowl-
edge is also extracted from the data. Finally, conclusions and future directions
based on the proposed methodology are presented in section 5.

2 Data Collection and Description

The EEG data has been collected and made available by the IRCCS Centro
Neurolesi of Messina, Italy. For this preliminary analysis, we decided to use just
the data recorded from one healthy subjects and one subject diagnosed as having
AD. The control was a male subject of 58 years of age and the AD patient was
a female subject of 80 years of age. They were both at random selected. Each
recording session was carried out using 19 electrodes: Fp1, Fp2, F7, F3, Fz,
F4, F8, T3, C3, Cz, C4, T4, T5, P3, Pz, P4, T6, O1, O2 and the G2 electrode
was used as reference. Electrodes were placed according to the sites defined by
the standard 10−20 international system. Data was recorded for 65 seconds at
256Hz, resulting in 16640 data points collected per session. A brain computer
interface device was used to collect the EEG data, which was recorded under
resting condition. During the experiment, the subjects were sitting with the eyes
closed and always under vigilant control.

The data was band-pass filtered between 0.5 and 32Hz, which includes so
the relevant bands for AD diagnosis. No further pre-processing of the data was
applied, as the NeuCube model is able to accommodate raw data directly; how-
ever, screening and selection of the signals that were visually artefact-free was
performed prior to data analysis to avoid misleading results. Then, the orig-
inal EEG signal concatenated was treated to avoid sub-effects related to the
inevitable information loss implied by excluding some components.

For this preliminary study, he EEG data was resized into 3 seconds epochs.
Thus, for each of the two classes we had 21 samples of 768 data points recorded
for every of the 19 EEG channels. In total, we used 42 samples to run the
NeuCube experiments.

3 The NeuCube Spiking Neural Network Architecture

This paper evaluates the ability of the NeuCube SNN framework [10] (Fig. 1)
to classify and analyse the functional brain activity produced by the EEG data
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recorded from a subject affected by AD and a healthy control. This methodology
allows for the creation of different models for STBD based on the following
information processing principles as listed in [10]:

– The model has a spatial structure that maps approximately the spatially
located areas of the brain where STBD is collected.

– The same information paradigm - spiking information processing, that ulti-
mately generates STBD at a low level of brain information processing. This
is used in the model to represent and to process this STBD.

– Brain-like learning rules are used in the model to learn STBD, mapped into
designated spatial areas of the model.

– A model is evolving in terms of new STBD patterns being learnt, recog-
nised and added incrementally, which is also a principle of brain cognitive
development.

– A model always retains a spatio-temporal memory that can be mined and
interpreted for a better understanding of the cognitive processes.

– A visualization of the model evolution during learning can be used as a
bio-feedback.

Such models can be used to learn and reveal complex spatio-temporal patterns
“hidden” in the STBD, which would not be possible to achieve using other infor-
mation processing methods. As a result a significantly improved understanding
of complex brain processes that generates the data can be gained, along with
improved classification and/or prediction accuracy.

Fig. 1. The NeuCube architecture with its three main modules: input data encoding
module; a 3D SNN cube module; an output classification module. Also, an optional
Gene Regulatory Network (GRN) module can be incorporated if gene information is
available. The spiking neurons can be simple leaky integrate and fire model or proba-
bilistic models (shown in the lower left section).
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3.1 Experimental Design and Implementation

The NeuCube-based model used for this study was implemented with a software
simulator written in MATLAB [27]. This particular NeuCube consists of three
modules:

1. An input information encoding module.
2. The NeuCube 3D SNNc module.
3. An output module for data classification and knowledge extraction.

The process scheme in Fig. 2 summarises the experimental design applied to the
study.

I. The raw time series data, obtained from the EEG device, is directly fed
into the model as ordered sequence of real-valued data vectors. One of the
great advantages of the NeuCube framework is that in many cases there
is no need of pre-processing (such as normalization of the data, scaling,
smoothing, etc.).

II. Each real value input stream of data is transformed into a spike train using
Address Event Representation (AER) method [2]. AER is more convenient
when using continuous input data, such as EEG STBD, as this algorithm
identify just differences in consecutive values.

III. The spike sequences are then presented to the SNNc, which was imple-
mented using Leaky Integrate and Fire (LIF) neurons [13], as that mimics
the information processing of the human brain and it is less computational
expensive [20,5]. The SNNc can also evolve according to the number of in-
put variables (i.e. the EEG channels) and the data available.
Due to the size of the data set used for this study, we generated a 3D cube
of 13×15×11 spiking neurons. 1471 of these spiking neurons were mapped
according to a brain atlas, the Talairach Atlas [12,24]. Each of these neu-
rons were representing the centre coordinates of a one cubic centimetre
area from the 3D Talairach Atlas, including the 19 EEG channels, which
also identified the input neurons of the network.

IV. The SNNc is then trained on the input spike trains via unsupervised learn-
ing method, using Spike Timing Dependant Plasticity (STDP) [23] learning
rule. Unsupervised learning is performed to modify the initially set con-
nection weights. The SNNc will learn to activate same groups of spiking
neurons when similar input stimuli are presented [6]. This makes the Neu-
Cube architecture useful for learning consecutive spatio-temporal patterns
and therefore representing a more biologically plausible associative type of
memory [10].

V. The output classifier is then trained via supervised method. The same
STBD used for the unsupervised training is now propagated again through
the trained SNNc and output neurons are generated (evolved) and trained
to classify the spatio-temporal spiking pattern of the SNNc into pre-defined
classes (or output spike sequences). Different SNN methods can be used
to learn and classify spiking patterns from the SNNc. For this experi-
mental study, Dynamic Evolving SNN (deSNN) algorithm [9] was used.
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Fig. 2. Process scheme of the NeuCube framework with its three principal modules:
the input module, where input data are transformed into trains of spikes that are then
presented to the main module, the SNNc; the NeuCube module, where time and space
characteristics of the STBD are captured and learned to extract new knowledge from
them through the SNNc visualization; and the output module for data classification
and understanding. In the scheme are also indicated the VIII processes involved in the
NeuCube experiment.
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This classification method combines the rank-order learning rule [26] with
the STDP [23] temporal learning, for each output neuron to learn a how
spatio-temporal pattern using only one pass of data propagation.

VI. The classification results are evaluated using repeated random sub-sampling
validation or Leave-One-Out Cross-Validation (LOOCV) respectively.

VII. In order to achieve a desirable classification accuracy, the numerous pa-
rameters of the NeuCube needs to be optimized. Therefore, steps (III) to
(VI) are repeated changing parameter values. That can be done using a
grid search method, a genetic algorithm or the Quantum-Inspired Evolu-
tionary Algorithm [17]. In this study, we have used a grid search, as we
will explain in the next section.

VIII. The trained SNNc is visualized and its connectivity and spiking activity
analysed for a better understanding of the data and the brain processes
that generates it. In fact, it can be observed that new connections are
formed between the neurons and this can be further interpreted in the
context of different neural activity. Therefore, this represents another key
advantage that NeuCube offers: the possibility of knowledge extraction.

4 Results and Discussion

The NeuCube framework has been used and promising results on the analysis
of cognitive mental activity [8] and the classification of complex muscular move-
ments for neuro-rehabilitation [25] has been reported. In this paper, we evaluated
the feasibility of a NeuCube-based model to correctly classify data with known
pattern and extract knowledge from the spatio-temporal EEG signals of a sub-
ject affected by AD versus a healthy control. Our aim is to develop an analysis
and prediction tool to be used by clinician for identifying the appearance of MCI
and predict the onset of AD.

To achieve satisfying classification results, the numerous parameters of the
NeuCube need to be accurately selected. Based on previous studies that we
have conducted (e.g. [8]), we have identified some critical variables requiring
careful optimization and we have selected the values that correspond to some
of them, making them default. Taking into account that every parameter tuned
also involves a considerable amount of processing time, we need to select the
proper number of variables to be optimised. The AER threshold was chosen for
this study, as it is applied to the entire signal gradient according to the time
and therefore the rate of the generated spike trains depend on this threshold.
Moreover, since the NeuCube is a stochastic model, altering this value means
also altering the initial model configuration each time. Thus, using a grid search,
we evaluated the classification accuracy of 10 model configurations adjusting the
AER threshold at every new configuration. For that, we have used 50% of the
entire time series for training and the other 50% for testing. The parameter’s
settings which were obtained after optimization are summarised in Tab.1.
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Table 1. NeuCube Parameters

NeuCube Parameters

AER threshold Conn. Distance STDP rate Firing threshold

0,94 0,15 0,01 0,5

Refractory Time Training Time deSNN mod deSNN drift

6 1 0,4 0,25

Table 2. NeuCube’s classification results expressed by accuracy percent. Results are
obtained using both 50/50%-Trainin/Testing and LOOCV.

NeuCube RESULTS

CLASS (50/50%-Tra/Test.) (LOOCV)

Control 100% 100%

AD 100% 100%

Average Acuracy 100% 100%

As common practice in machine learning, classification accuracy was calcu-
lated by statistical processing of the information obtained from the confusion
table. Classifier outputs were evaluated using both random sub-sampling vali-
dation and LOOCV, as reported in Tab.2.

4.1 Comparative Analysis

NeuCube results have been also compared with other approaches, such as Multi
Layer Perceptron (MLP), Support Vector Machine(SVM), Inductive Evolving
Classification Function (IECF)[7] and Evolving Clustering Method for Classifi-
cation (ECMC)[22].

To process these experiments, the NeuCom platform was used [7], which is
a self-programmable, learning and reasoning computer environment freely avail-
able on-line (www.theneucom.com).

The LOOCV method was used to evaluate the outputs and datasets were
normalised prior to the experiments to ensure the highest classification accuracy
result. (i.e. the normalisation protocol applied to each method consisted in a
linear standardization of the data’s vectors using values between 0 and 1 as a
scale).

Classification accuracy was analysed via supervised learning method, which
is based on classification of data with a known pattern. The results obtained
are expressed in the confusion table as number of True Positives (TP) and True
Negatives (TN) against False Positive (FP) and False Negative (FN). An analysis
of the classification outputs obtained by all different methods was performed
based on this information, which was further processed to calculate the following
metrics:

– Accuracy percent (A %):

A % = (TP + TN)/(TP + FN + FP + TN) ∗ 100 (1)
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– Sensitivity (S):
S = TP/(TP + FN) (2)

– Specificity (SP):
SP = TN/(FP + TN) (3)

Results obtained are summarised in Tab. 3 and they were used to plot a Receiver
Operating Characteristics (ROC) graph (Fig.3) [3]. The parameter’s settings
used for each method are reported in Tab. 4.

Table 3. Comparison of the results obtained via NeuCube versus traditional machine
learning methods (MLP, SVM, IECF and ECMC), confusion table and resulted metrics.

Confusion Table

Control AD MLP SVM

TP FN 11 14 11 14

FP TN 10 7 10 7

IECF ECMC NeuCube

21 13 21 1 21 0

0 8 0 20 0 21

METRICS

NeuCube MLP SVM IECF ECMC

A% (1) 100 43 43 69 98

S (2) 1 0.52 0.52 1 1

SP (3) 1 0.33 0.33 0.38 0.95

1-SP 0 0.67 0.67 0.62 0.05

Table 4. Traditional machine learning methods (MLP, SVM, IECF and ECM) param-
eter’s settings

MLP parameters SVM parameters

Normalization yes Normalization yes
Number of Hidden Units 3 kernel Polynomial

Number of Training Cycles 300 Degree,γ 1
Output Value Precision 0.0001

Output Function Precision 0.0001
Output Activation Function linear

Optimization scg

IECF parameters ECMC parameters

Normalization yes Normalization yes
Max. Influence Field 1 Max. Influence Field 1
Min. Influence Field 0.01 Min. Influence Field 0.01

M of N 3 M of N 3
Membership Function 2

Epochs 4
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Fig. 3. ROC graph. 1-Specificity is plotted on the X axis and Sensitivity is plotted on
the Y axis

As far as the ROC graph is concerned, each classifier produce a sensitivity
and a specificity value, which results in a single point on the graph’s space. Clas-
sifiers falling on the top-left area of the graph are considered achieving desirable
results [3]. The NeuCube appears on the top-left hand side of the graph (point
0,1) performing as a perfect classifier. Interesting performance is also reported
by ECMC method, while IECF method, even classifying nearly all positives cor-
rectly, it reports high false positive, which bring it too far on the right hand side
of the graph.

Optimization of the results obtained via these techniques is not a trivial pro-
cess and it requires more sophisticate optimization methods. In fact, the few
parameters that influence these methods cannot be tuned independently, one of
the reasons is that some of them are discrete values and others are continuous.
Thus, the work involved to improve the output results is not viable.

We can conclude that, in terms of the comparison with the other classification
methods, NeuCube performed significantly better with the highest accuracy,
sensitivity and specificity over all. By means of these metrics, the closest to
NeuCube’s results was ECMC, whilst the poorest performing were MLP and
SVM.
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In addition to the above, the NeuCube-based model has other important
benefits, such as:

– It requires only one iteration data propagation for learning, while traditional
methods as SVM requires numerous iterations.

– The NeuCube-based model is adaptable to new data and new classes, while
the other models are fixed and difficult to adapt on new data.

– There is no need of pre-processing of the data (such as normalization, scaling,
smoothing, etc.) with the NeuCube model. The raw data can be fed directly
into the model as time series transformed into spike trains.

– The NeuCube model demonstrated to be able to achieve a better classifica-
tion accuracy per class than the other methods.

– The NeuCube model also offers a better understanding of the data and
therefore the brain processes that generates it through visualization and
analysis of the output SNNc state, as discussed in the following section.

4.2 Model Interpretation and Data Understanding

The NeuCube model constitutes a SNN environment based on some of the most
important principles governing the neural activity in the human brain.
Thus, it constitutes a valuable model for on-line learning and recognition of
STBD. It also takes into account data features, offering a better understanding of
the information and the phenomena of study. In fact, one of the main advantages
of the NeuCube model is that after training the SNNc can be visualized and its
connectivity and spiking activity observed. This ability of the NeuCube models
allows us to trace the development/decline of neurological processes over time
and to extract new information and knowledge about them.

Illustrated in Fig. 4 is the SNNc state obtained after it was trained with data
from a control subject (top picture) and then after it was trained with data from
the subject affected by AD (bottom picture).

We can observe that new connections are formed between the neurons of the
network and especially around the input neurons, which were mapped according
to the Talairach coordinates of the 19 EEG electrodes. We can depict from Fig. 4
that the neural activity of both the healthy subject and the subject suffering from
AD is quiet different. In fact, in the case of the healthy control, the connections
evolved are equally distributed in every brain region. On the other hand, in the
case of the patient affected by AD, we can observe that this activity decreased
in the left hemisphere and so there is a higher activity evolved in the right
hemisphere, maybe to compensate the lack of its counterpart and therefore as a
consequence of the degeneration of the pathology.
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Fig. 4. The SNNc connectivity after training (top control, bottom AD). The figure
shows both the 3D cube and the (x,y) plane only of the SNNc. The SNNc can be anal-
ysed and interpreted for a better understanding of the EEG data to identify differences
between brain states. Blue lines are positive connections, while red lines are negative
connections. The brighter the color of a neuron the stronger its activity with a neigh-
bour neuron. Thickness of the lines also identify the neurons enhanced connectivity. In
yellow are the input neurons with their labels corresponding to the 19 EEG channels.
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5 Conclusions and Future Directions

The goal of the proposed study has been to analyse how the NeuCube model
can be used for classifying and analyse AD EEG data. This is important for
the creation of new types of BCI and also for early detection of cognitive de-
cline to be used by clinicians in everyday diagnosis. Further improvement of the
understanding and use of the model proposed here are believed to significantly
contribute to the advancement in machine learning for the prediction and under-
standing of brain data and more specifically for data related to neurodegenerative
pathologies, such as AD.

There are different scenarios and avenue to be taken in the future, some of
those includes:

– Extending the proposed methodology using a higher number of data sets
from subjects affected by AD and also by MCI, in order to observe the
SNNc state and possibly extract degeneration markers.

– Extending the model adding genetic information in terms of gene regulatory
networks [1] as an optimization module to help study the impact of genes
on cognitive abilities, e.g. how much gene expression levels of neuroreceptors
effect certain cognitive tasks.

– STBD modelling and understanding also through visualization and/or vir-
tual reality of the SNNc, which can be used by clinicians to study how
patients effectively improve their neurological activity before and after treat-
ments when compared to healthy control.

– Comparison of the model developed with other techniques used for AD clas-
sification, such as Random Forest (e.g. [4]), kernel Support Vector Machine
Decision Tree (kSVM-DT) (e.g. [28]), Learning Vector Quantization using
Support Vector Machine (LVQ-SVM) (e.g. [16]), Hidden Markov Random
Field (e.g. [21]).

– Testing the proposed method in a clinical environment for prediction and
early diagnosis of cognitive decline.

– Implementation of the proposed method on neuromorphic hardware to ex-
plore its potential for a highly parallel computation [5].
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Abstract. The analysis of vessel behaviors and ship-to-ship interactions
in port areas is addressed in this paper by means of the probabilistic
tool of Dynamic Bayesian Networks (DBNs). The dimensional reduc-
tion of the state space is pursued with Topology Representing Networks
(TRNs), yielding the partitioning of the port area in zones of different
size and shape. In the training phase, the zone changes of interacting
moving vessels trigger different events, the occurrence of which is stored
in Event-based DBNs. The interactions are modeled as deviation from
the common behavior prescribed by a single-ship normality model, in
order to reduce the number of conditional probabilities to calculate and
store in the DBNs. Inference on the networks is then carried on to ana-
lyze the behavior of various ships and vessels maneuvering in the harbor.
The results of the algorithm are showed by using simulated data relative
to a real port.

Keywords: Interaction Analysis, Ship-to-Ship Interactions, Dynamic
Bayesian Networks, Topology Representing Network.

1 Introduction

The sadly famous Costa Concordia accident [1], as other dramatic crashes hap-
pened in recent years in port areas or near the coastlines [2], confirm that the
design of monitoring systems able to supervise complex and crowded areas as
harbors, coastlines, airports, etc., is very far from being considered a closed is-
sue. Nowadays, these areas are monitored by a great number of high-quality
sensors, but the lack of robust methodologies able to combine these volumes of
data hinders to analyze and comprehend what is really happening in the area
under surveillance.

In this paper, we analyze vessels of different kind during the time they reside
in generic port areas. The security of maritime environments may be jeopardized
by a great number of different threats: ships moving too rapidly or too slowly,
pairs of ships sailing too close to each other, small vessels obstructing the passage
for larger ships, and so forth. By understanding and labeling the movements in
the area we could build an intelligent system, capable of providing alerts or
warnings to the human operators (whose presence is obligatory in ports) when
the detected situations are not acknowledged as normal. The issue is that in
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crowded harbors it is likely to find many types of ships (motorboats, tugboats,
container ships, etc.) interacting in many different ways with the other moving
objects in the scene. In general terms, an interaction in maritime environments
[3] occurs when a ship comes too close to another ship, or too close to a river, or
to a canal bank. We focus on ship-to-ship interactions [3] [4] in ports, i.e. when
the presence and the movements of one ship affect the behavior of another, and
vice-versa. The ships type, the navigation rules [5] of the country in which the
port resides, the wind conditions, are all parameters that concur to define a
normal interaction between vessels. We assume the interaction to be over when
the two ships reach their destinations (for entering ships) or leave the port area
(for exiting ships).

In literature the ship-to-ship interaction problem has been mostly approached
by analyzing the hydrodynamic phenomena arising when two or more watercraft
are slightly spaced from each another [6] [4]. Bayesian reasoning [7] [8] [9] has
been extensively used to study the interaction of objects for different applications
and in different scenarios, but little has been done for the behavioral analysis
of pairs of ships. The reduction of the state space, necessary to carry out the
event-based approach described in the paper, is achieved by means of Topol-
ogy Representing Networks (TRNs), among which we choose the Instantaneous
Topological Map [10].

The paper is structured as follows. In Section 2 we analyze the techniques to
reduce the state space and partition the area in zones. Section 3 describes the
probabilistic approach based on the event detection and identification. In Section
4 we drawn some results by using data generated in a simulated environment
that replicates the port of Salerno, Italy. Section 5 is for conclusions and future
developments.

2 Reduction of State Space with Topology Representing
Networks

In this paper the actors in play, namely ships and vessels of different kinds and
shape, are treated as points moving in the 2D space described by the portion
of sea included in the port. For the i-th ship we can define the state vector
sit = (xi

t, y
i
t)

T , representing the position of the moving object at time t. The
analysis of behaviors and interactions between ships (and in general between
moving objects) by evaluating the low-level state space trajectories as they are
(without any modification) turns out to be quite a challenge, given the great
variability of the state space vectors relative to multiple ships in port areas
(even in small ones). However, we can exploit the fact that the “features” of a
port (i.e. the position and the shape of the docks, the common routes of the
ships, etc.) can be easily known a priori and do not change very often. If we
are able to construct a topological map of the harbor, it is possible to design
a higher-level algorithm where behaviors and interactions are emphasized and
emerge with more clarity.

The simplest way to build a map is to partition the area in zones of equal
size with a rectangular grid. However, this approach ignores that ships and
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vessels take only certain routes to enter or exit the port. The latter information
is precious because we expect an “intelligent” map to be more precise in the
zones where many ships pass through, and coarser in places rarely touched by
ships. The Topology Representing Networks (TRNs) are an important class of
algorithms that exploits at best the positional information of the actors in play,
by building a map from a dataset of moving objects exploring the scene. The
most famous TRN algorithms are the Self Organizing Maps (SOM) [11], but
in recent times other approaches have been proposed, as the Growing Neural
Gas (GNGs) [12] or the Instantaneous Topological Maps (ITMs) [10]. In this
paper the topological maps are built by means of ITMs, and this is motivated
by the fact that ITMs are quite good in handling strongly-correlated data, as
the one provided by ships and vessels sailing in the port. We do not report the
explanation of the algorithm, as it is a straightforward implementation of the
procedure detailed in [10]. In order to build the map, we need to set only two
parameters, namely the resolution emax and the smoothing parameter εitm.

Therefore we assume to have the map of the environment, i.e. to have a set
of Nn nodes, each of which corresponds to a zone. A zone can be defined as the
portion of the space whose points are closer (respect to a fixed distance definition,
as for example the Euclidean distance) to the generator node (the “center” of
the zone). The Bayesian models defined in Section 3 are based on zones changes
triggered by the moving vessels in the area. More in detail, when the i-th vessel

moves from zone a to zone b, an event εi
(a,b)

t = la → lb is triggered, where la and
lb are the labels identifying two neighboring zones and t ∈ N is the time at which

the event occurs. The events εi
(a,b)

t can be seen as the outcomes of the discrete
random variable E i

t , that will be the state of the Bayesian networks. If the vessel

remains in the same zone a for a Tmax time, a still event εi
(a,a)

t = la → la is
detected.

3 Bayesian Models

By means of an Event-based Dynamic Bayesian Network (E-DBN) [9] [7], we
define a normality model Θ1, relative to a target i-th ship sailing in the port. In
the E-DBN we encode the probability of the event εit, given the previous event
εi
t−Δi

t
through the following conditional probability (CPD),

Θ1 = p(εit|εit−Δi
t
). (1)

If the target ship is alone in the port (or very far from other ships) and does not
behave accordingly to the normality model (zig-zag trajectories, vessels stopping
in the middle of the port, etc.), we can infer that the behavior is abnormal and
a warning can be send to the operator.

Things are different when other vessels are nearby the target ship, because a
deviation from the normality could be due to interactions between the vessels (as
for instance a tugboat towing a cargo ship, a motorboat overtaking a sailboat,
etc.). For this reason it is useful to define the following parameters: (a) the
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Euclidean distances dij (called influence distances) between the target i-th ship
and the other j-th ships which reside or maneuver in the port area; (b) an
influence threshold τi, that, compared with the dij distances, permits to verify
if the target i-th ship and the other j-th ships are close enough to interact
(dij < τi) or not. Actually, in the experimental part of this paper (Section 4)
we will use pairs of ships that, for simplicity, interact with each other during all
the time they maneuver in the harbor, but in general the influence distances are
very important in a multi-target scenario, where we do not know a priori who
interacts with whom.

Given these distances, it is possible to see the interactions between ships as
deviation from the normality described by the model defined in Equation (1).
More specifically, if the j-th ship is very close to the target ship (i.e. dij < τi),
the following interaction model can be defined

Θm = p(εit|εit−Δi
t
, εj

t−Δj
t

), (2)

where m = 2, ..,M denotes the type of interaction and εj
t−Δj

t

is the event relative

to the j-th ship, with t < Δj
t ≤ Δi

t. Equation (2) can be written as

p(εit|εit−Δi
t
, εj

t−Δj
t

) =
p(εit, ε

i
t−Δi

t
, εj

t−Δj
t

)

p(εi
t−Δi

t
, εj

t−Δj
t

)
=

p(εj
t−Δj

t

|εit, εit−Δi
t
)p(εit|εit−Δi

t
)

p(εj
t−Δj

t

|εi
t−Δi

t
)

, (3)

where p(εit|εit−Δi
t
) is the conditional probability defining the normality model

of Equation (1). In other words, we can define the interaction as deviation
from the normal model Θ1, by adding two CPDs, namely p(εj

t−Δj
t

|εit, εit−Δi
t
)

and p(εj
t−Δj

t

|εi
t−Δi

t
), and in this way we can reduce the number of CPDs to store

and use. In this paper we focus on a very common type of ship-to-ship inter-
action between two vessels, but the proposed approach can be extended to the
(unlikely) case of three and more interacting ships by adding the correspondent
events in the model defined in (2). For instance, in the case of three ships we
may define the CPD p(εit|εit−Δi

t
, εj

t−Δj
t

, εnt−Δn
t
), where n denotes the third ship

and t < Δn
t ≤ Δi

t.
The Bayesian networks just introduced can be used to infer the behavior

of ships maneuvering in the port, but only after an initial training process, in
which the conditional probabilities within the models are estimated and stored.
The latter CPDs describe the probability of a cause-effect relation between the
events of nearby vessels, and are calculated with a maximum likelihood training
algorithm [7], equivalent to counting the number of occurrences of the outcomes
of the CPDs in the dataset, normalized to the total number of occurrences.

The training of the network is performed with different datasets, related to
behavior and interaction models. We point out that in large port areas different
normality models (e.g. relative to different docks of the port) could exist, and
the same for the interaction models. In such cases the number of models could
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significantly grow, and this is the main reason we decided to model the interac-
tions as deviation from the normal path prescribed by the normality model.

If we assume to have M models Θm, m = 1, ..,M , in order to calculate the
probability that a new target ship behaves accordingly with the Θm model, the
following cumulative normalized measure is proposed

αm
k =

(
k − 1

k

)
αm
k−1 +

1

k
Θm, (4)

where k ∈ N denotes the number of detected events for the target ship and with
0 < αm

k < 1. The normality model Θ1 can be always evaluated with the data of
the target ship, while the interaction models Θ2,.., ΘM are used only if at least
another vessel is nearby the target ship (information provided by the evaluation
of the influence distances dij). Given the vessels trajectories, for each couple of
events we calculate αm

k and compare each model Θm with a threshold τn. If
none of the models is compatible with the trajectory (i.e. the αm values result
above the threshold for each m-model), we can infer that the ship behavior is
abnormal. We point out that αm

k is a function that takes into account the past
history along with the probability of the current events, and its trend can be
analyzed in real time to infer the behavior of the ship during the time period it
resides in the harbor.

4 Preliminary Results

In the following we report results of behavior analysis of ships in the Port of
Salerno, Italy. The data are provided by a realistic simulator of trajectories,
which reproduces the real structure of the port and generates the movements of
ships entering the port (for simplicity we assume only entering ships, but the
same reasoning can be applied when we have at the same time exiting ships).
Figure 1 left depicts an image of the harbor of Salerno, and indicates in black
the dock on which we focus our behavioral analysis. Figure 1 right depicts a
frame of the simulator.

As explained in Section 3, the first step is to build the normality model Θ1.
This is accomplished with Nitm = 150 noisy trajectories of vessels heading to the
dock. These trajectories are used at first to build the Instantaneous Topological
Map defined in Section 2, with emax = 5 and εitm = 0.1, and then to store the
CPDs of Equation (1) for different consecutive events. In Figure 1 left the ITM
is superimposed to the port image.

Given the normality model, it is possible to construct ship-to-ship interaction
models Θm, m = 2, ..,M , that are allowed in the portion of the port under
surveillance. For simplicity, we build a single interaction model, and show how
interactions not compatible with that model are robustly recognized. Given the
European maritime rules in harbors [13] [14], we define an interaction model
Θ2 relative to a sailboat and a motorboat trying to enter the port area at the
same time. The navigation rules prescribe that the ship with the highest level
of maneuverability (in this case, the motorboat) stops its engine, lets the other



180 F. Castaldo, F.A.N. Palmieri, and C. Regazzoni

Fig. 1. Left: Satellite photo of the port of Salerno. We focus our attention to the
right dock (indicated with black lines) where small vessels as motorboats and sailboats
are allowed to land or depart (the other two major docks on the left are only for
container or cargo ships). On the same image the ITM on which the events are gathered
is superimposed. The green lines connect the neighbor nodes, and for each node we
define the correspondent zone as the locus of points that are closer to that node, with
respect to the others. Right: A picture taken from the simulator used in this paper,
that accurately reproduces the shape of the port and generates realistic trajectories of
ships in the area.

ship pass through the entrance and only after enters the port. We call this a
motorboat-sailboat interaction, because the target ship is always the motorboat
and the other ship is always the sailboat, and we generate the model by using
Nms = 300 noisy trajectories extracted from the simulator. We remark again
that other interactions (for instance two motorboats entering the port in the
same moment, a tugboat towing a container ship, etc.) are possible and can be
easily built in different Θm models. We have chosen empirically the value of
τi = 0.4 and Tmax = 3.

Once the ITM is created and models are assembled, inference on the data
can be carried on. More in detail, a high-quality system has to guarantee two
features: (a) low false alarm rates; (b) robust recognition of uncommon and
abnormal behaviors or interactions. In order to assess the first feature, in the
first experiment we test the Bayesian models with Nt1 = 200 noisy trajectories
of two nearby ships that act as motorboat and sailboat of the interaction model
Θ2. The single trajectories of these ships are compared with the normality model
Θ1, while at the same time the data from the two vessels are combined and
compared with the Θ2 model. In Figure 2 we depict the trend over the events
of the cumulative measure defined in Equation (4). The analysis of the figure
permits to draw the following conclusions: (a) the two trajectories singularly are
almost always recognized as belonging to the normality model (their trends in
very few cases and for little time are below the recognition threshold τi). This
is true because in the model there is no indication of the time spent during
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Fig. 2. This figure depicts the cumulative trends over the trajectories of interacting
motorboats and sailboats. The two plots on top are relative to the single trajectories
compared with the normality model Θ1, while the bottom plots are for the interaction
model Θ2.

the transition between events, therefore the fact that the motorboat stops at
the entrance is not captured by the normality model; (b) the interaction model
recognizes in most cases the motorboat-sailboat coupled behavior. Of course
this is true when the first ship is the motorboat and the other is the sailboat
(bottom left of Figure 2), and not when the ship roles are switched (bottom right
of Figure 2).

In the second experiment we assess the ability of the system to alert the op-
erator of strange or dangerous behaviors. We generate Nt2 = 100 trajectories
relative to an interaction named tugboat-cargo, representative of the situations
in which a large cargo ship is towed in the port by a tugboat. This type of inter-
action is not allowed in the dock we are monitoring, therefore it is a dangerous
situation that should be recognized. Even if the two ships are not a cargo and
a tugboat but two motorboats or sailboats traveling together, this can be con-
sidered still a noteworthy situation because two different ships so close in the
port area could collide and cause relevant damages to the harbor structures. In
Figure 3 are depicted the results, that are quite good and can be interpreted as
follows: the two trajectory, taken singularly, are compatible with the Θ1 model,
but their interaction is not recognized by the Θ2 model, except for very few
cases and only for a few number of events. Such situation (two ships behaving
in a normal way singularly but not interacting in a known way) can be easily
reported to the operator, that can decide to intervene or not.
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Fig. 3. In this figure the models are compared with the data of ships interacting ac-
cording to the tugboat-cargo model, in which one ship (the tug) tows the other (the
cargo) into the port. While singularly the two ships are behaving correctly, this inter-
action is not allowed in the small dock we are observing, and the trends of the various
cumulative measures permit to automatically evaluate such situation and to report it
to the operator.

5 Conclusion

This paper has presented an application of Bayesian networks for behavioral
analysis of multiple ships in port areas. The idea is to preserve the port safety
by classifying the movements of the different actors in the scene. The analysis
is complicated by the fact that multiple ships can interact in many ways, with
a number of interaction models that could become very large: the idea pursued
in this paper is to relate the interactions to normality models, i.e. by modeling
the interaction as deviation from the normal path taken by a ship maneuvering
without other vessels in the port area. In this way we construct interactions
starting from the normality model, reducing in this way the probabilistic data
we have to gather and use for inference. The computational load of the algorithm
is quite low, because after the training step the inference is carried on by simply
updating the cumulative measure for the normality and interaction models.

Other information can be gathered from moving ships and used to enhance the
probabilistic model. For instance, the travel time of the ships into the zones can
be saved along with the zone changes, and this information could be precious to
recognize abnormal behaviors strictly connected with the vessel speed (i.e. ships
that are too fast or slow, that stop into the middle of the port, etc.). Another
useful information could be the initial position of the ship entering in a zone
(i.e. from which part of the zone the ships usually enter), that could be used to
construct, within the zone, a low-level tracking model by which follow the ship.
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The latter information could be used to anticipate the behavioral analysis at the
level of the tracker instead of waiting for consecutive events (that for large zones
could be triggered after quite long times).
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Abstract. In this paper a preliminary study concerning prediction of
domestic consumptions of water and natural gas based on genetic pro-
gramming (GP) and its combination with extended Kalman filter (EKF)
is presented. The used database (AMPds) are composed of power, water,
natural gas consumptions and temperatures. The study aims to investi-
gate novel solutions and adopts state-of-the-art approaches to forecast
resource demands using heterogeneous data of an household scenario. In
order to have a better insight of the prediction performance and properly
evaluate possible correlation between the various data types, the GP ap-
proach has been applied varying the combination of input data, the time
resolution, the number of previous data used for the prediction (lags) and
the maximum depth of the tree. The best performance for both water
and natural gas prediction have been achieved using the results obtained
by the GP model created for a time resolution of 24h, and using a set
of input data composed of both water and natural gas consumptions.
The results confirm the presence of a strong correlation between natural
gas and water consumptions. Additional experiments have been executed
in order to evaluate the effect of the prediction performance using long
period heterogeneous data, obtained from the U.S. Energy Information
Administration (E.I.A.).

Keywords: domestic consumption forecasting, heterogeneous data,
computational intelligence, genetic programming.

1 Introduction

Nowadays, unlike the electrical energy scenario, where several databases and
computational intelligence approaches exist, water and natural gas fields, as
highlighted in Fagiani et al. [5], are affected by a severe lack of databases and
studies. The only publicly available databases have been presented in Makonin
et al. [9] and in Nasseri et al. [10]. Additional data are available on the U.S.
Energy Information Administration (E.I.A.) site1. For both the Almanac of

1 http://www.eia.gov/
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Minutely Power dataset (AMPds) [9] and the U.S. Natural Gas Consumption
the temperature data are also available on Climate2 and National Climatic Data
Center3, respectively.

Concerning the load forecasting techniques, many approaches have been evalu-
ated for the water scenario and only a few for the natural gas case. A comparative
study between grey forecast model and RBF neural network model for annual
water demand prediction has been presented in Liu and Chang [8]. In order
to forecast the urban water consumption, the combination of quantum particle
swarm optimization (QPSO) algorithm with RBF neural network has been in-
troduced by Zhu and Xu [17]. Nasseri et al. [10] have introduced the application
of genetic programming to forecast the monthly water demand of Tehran, and
have discussed its application in combination with the extended Kalman filter.

Specifically, in the state of the art only Azari et al. [1], Tabesh and Dini [16],
and Pang [11] have recently discussed the effects of the application of multiple
data type, like weather information or temperature, on the forecasting perfor-
mance. Unfortunately, due to the presence of non-standard evaluation criteria
and since each new method has been tested with a different database [5], it is
extremely difficult to perform a comparison between different approaches. In ad-
dition, none of them have approached the study of correlation effects between
the usage of different resources: water, natural gas and power.

Moving from such a state of the art analysis, the main issues characterizing
the methodological approach followed in this preliminary study are concern the
identification of the most relevant and publicly available databases for the water
and gas case studies and their use for experimentation (data heterogeneity is
one of the key feature), the development of suitable Computational Intelligence
algorithms for load forecasting in different operative contexts and, finally, a
performance evaluation in according to the most used criteria in the field and
comparison with similar techniques.

The authors are confident that the spread of innovative monitoring systems,
which are more and more often based on low-power wireless devices [13–15], will
ensure a facilitation for collecting and making publicly available large amount
of data containing multi-utilities information. Therefore, the AMPds [9] rep-
resents the most complete database presently available that fulfils the author
purposes. It is composed of power, water and natural gas meter data of a single
house, recorded at one minute intervals for an entire year. Additional new data
will be added in April of each year, starting 2013. Although the dataset refers
to measurement of a single house for just one year, the diversity of resource
types and the large amount of data allows to lead a study about correlation
aspects between various resources, as well as correlation between resources and
meteorological conditions.

Concerning the water and natural gas consumption forecast, in this paper pre-
dictions based on genetic programming (GP) and extended Kalman filter (EKF)
are presented. The study aims to investigate novel solutions to forecast domestic

2 http://climate.weather.gc.ca/climateData/dailydata_e.html?StationID=889
3 http://www.ncdc.noaa.gov/cag/

http://climate.weather.gc.ca/climateData/dailydata_e.html?StationID=889
http://www.ncdc.noaa.gov/cag/
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demands using heterogeneous data composed of different resource types, in order
to research mutual correlation effects. In the future, such information can be use
to improve both prediction and leakage detection techniques. Up to the authors’
knowledge, there are no others studies that have used the publicly available AM-
Pds dataset to execute experiments concerning the short term load forecasting
of water and natural gas consumption in a domestic scenario.

This is the paper outline. In Section 2 the GP and EKF-GP algorithms are
briefly described. The experimental tests are described and related results are
commented in Section 3, whereas in Section 3.1 results comparison and further
tests on monthly forecasting are described. Section 4 concludes the paper.

2 Computational Intelligence Algorithms

Genetic Programming

The genetic programming is inspired by the evolution process and, as this, it is
based on three main criteria [2]: heredity, variability and fecundity. In this way,
an individual of a population will be able to adapt to an environment.

The algorithm consists of the following steps:

1. Initialization: the parameters are set and the first generation is randomly
created.

2. Selection: the best individual is selected using the sum of the absolute errors
(SAE) and it is opportunely used for the creation of the new generation.

3. Control: the second step is repeated for the new generation until either a
stop condition or the maximum generation is reached.

At the end, the algorithm returns the best individual found since the beginning
of the simulation.

In order to have a better insight of the prediction performance and prop-
erly evaluate possible correlation between different input data, the authors have
applied the algorithm to each possible combination of input data and forecast
resolution. In each test the best GP model has been sought varying both the
number of previous data used for the prediction (lags) and the maximum depth
of the node.

Extended Kalman Filter

The extended Kalman filter model produces a suboptimal solution using a first
order linear approximation of the filter proposed by Kalman [7]. The algorithm
consists of successive uses of predict and update equations, for each input/output
relation.

The main steps of the algorithm are:

– Initialization: the first estimate is inferred from the only available infor-
mation of the first input/output relation.
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− K +

H F z−1

Zk X̂k

X̂k/k−1

Fig. 1. Extended Kalman filter block diagram

– Iteration: the information of the previous estimate are used to correct the
current estimate, minimizing the prediction mean-square error.

In Fig. 1 the block diagram of the extended Kalman filter is shown. Let F be
the transition matrix and A the Jacobian matrix of partial derivatives of F , the
predict equations at time k are defined as:

X̂k/k−1 = Fk/k−1 X̂k−1/k−1 , (1)

Pk/k−1 = Ak−1 Pk−1/k−1 A
T
k−1 +Qk−1 . (2)

The update equations, assuming that H is the observation model and Zk is
the measurement vector, are given as:

Kk = Pk/k+1 H
T
k (HkPk/k−1H

T
k +Rk)

−1 , (3)

X̂k/k = X̂k/k−1 +Kk(Zk −Hk X̂k/k−1) , (4)

Pk/k = Pk/k−1 −Kk Hk Pk/k−1 . (5)

EKF-GP

The combination of extended Kalman filter and genetic programming, as
indicated by Nasseri et al. [10], consists of the following steps:

1. The GP algorithm is performed and the best model is selected.
2. The EKF is applied at the dataset with the following settings:

– the selected GP model is used as transition matrix F ;
– the noise covariances Qk and Rk are set in accordance with the NMSE

of the GP model;
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– the observation model H and the state variable X are vectors of dimen-
sion m× 1, with m equal to the lags number.

3. The EKF predicted states are re-computed using the GP model.

Therefore, the k-th EKF predicted states, whose number depends on the lags as-
sumed, are used as input variables for the selected GP model. The k-th predicted
value is given as output of the model equation.

More precisely, keeping the same selected GP function, new values of input
lags are estimated, through the EKF, in order to improve the predictions. The
original lags, that are used to compute the k-th prediction, are assigned as val-
ues of the predicted state estimate vector, X̂k/k−1, and, setting it as input, the
result achieved by the GP model is used as measurement vector, Zk, [10]. Fur-
thermore, assuming that F is the GP function, in compliance with the definition
of transition matrix, entails that the matrix A is diagonal and it is composed of
partial derivatives of the GP function, F , with respect to the m input variables
(lags) x1, x2, . . . , xm, as depicted below.

Am,m =

⎛

⎜⎜⎜⎝

∂F
∂x1

0 · · · 0

0 ∂F
∂x2

· · · 0
...

...
. . .

...
0 0 · · · ∂F

∂xm

⎞

⎟⎟⎟⎠ (6)

In addition, also the covariance estimate, P , is diagonal with dimensionm×m,
and its initial values are all set equal to the noise covariance, Rk.

The selected operators for the GP are: plus (+), minus (−), product (×),
division (÷), power (xn), sine (sin) and cosine (cos). The MATLAB toolboxes
EKF/UKF and GPLAB [6,12] have been used to execute the simulations.

3 Experimental Results

The experiments have been conducted using the AMPds database, presented by
Makonin te al. [9] and described in Section 1. Six combination of input data, for
both natural gas and water prediction, composed by merging the available input
information as reported in Table 1, have been evaluated. The 70% of each set has
been randomly selected and used for the training process; the remaining data
(30%) have been used for testing the model and generate the reported results.

The forecasts for 1 h, 6 h, 12 h and 24 h have been evaluated. For each set,
different models have been trained and tested for 5, 3 and 2 lags and for a
maximum tree depth of 20, 15 and 10. The population size, the maximum number
of generation, and the cross-over and mutation probability have been set, and
left untouched for all the simulation, to 100, 1000 and 0.1, respectively.
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The results have been mainly evaluated in terms of normalized mean square
error (NMSE ) and coefficient of determination (R2) [4], defined as:

NMSE =

N∑
(ỹi − yi)

2

σy ·N , (7)

R2 = 1−
1
N

N∑
(yi − ỹi)

2

1
N

N∑
(yi − ȳ)2

. (8)

where yi indicates the i-th observed value, ỹi the corresponding i-th forecast
value, the average ȳ and the variance σy of the N observed values. Additional
evaluation criteria taken into account are the mean square error (MSE ), the
mean absolute percentage error (MAPE ) and the relative root mean square
error (RRMSE ).

Table 1. Summary of the best performance obtained for each time resolution. The
“Input data” column indicates the different combinations of available input resources.

1h 6 h 12h 24 h

Input data NMSE R2 NMSE R2 NMSE R2 NMSE R2

Natural Gas Prediction

G 0.85 0.15 0.37 0.62 0.31 0.68 0.25 0.75
GT 0.46 0.53 0.39 0.60 0.30 0.69 0.28 0.71
WG 0.84 0.16 0.39 0.60 0.33 0.67 0.24 0.76
WGT 0.79 0.20 0.39 0.61 0.29 0.71 0.28 0.71
WGE 0.88 0.11 0.40 0.60 0.31 0.69 0.27 0.72
WGET 0.86 0.14 0.39 0.60 0.33 0.67 0.28 0.72

Water Prediction

W 0.94 0.06 0.42 0.57 0.45 0.55 0.43 0.56
WT 0.95 0.05 0.44 0.56 0.44 0.56 0.43 0.57
WG 0.92 0.08 0.45 0.55 0.48 0.51 0.41 0.58
WGT 0.92 0.08 0.46 0.54 0.53 0.47 0.45 0.54
WGE 0.90 0.10 0.45 0.55 0.54 0.46 0.44 0.55
WGET 0.91 0.09 0.46 0.53 0.50 0.50 0.43 0.57

W = water G = natural gas E = electric power T = temperature

The best results obtained for each time resolution and input set are reported in
Table 1. For the natural gas, For the natural gas, decreasing the time resolution of
the prediction produces a clear performance improvement. The best performance
has been obtained for a 24h time interval using as input 5 lags of both natural gas
and water consumption, and a tree depth of 15. For this condition the obtained
MSE is 0.099, the RRMSE is 39.24%, and theMAPE is 25.23%. On the contrary,
the water prediction performance show a good improvement decreasing the time
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Table 2. Comparison of the best results obtained with the GP and EKF-GP for each
time resolution.

1 h 6h 12 h 24 h

NMSE R2 NMSE R2 NMSE R2 NMSE R2

Gas Prediction

WGT G WGT WG

GP 0.79 0.20 0.37 0.62 0.29 0.71 0.24 0.76
EKF-GP 0.79 0.20 − − 0.32 0.68 0.23 0.77

Water Prediction

WGE W WT WG

GP 0.90 0.10 0.42 0.57 0.44 0.56 0.41 0.58
EKF-GP 0.90 0.10 0.44 0.56 0.44 0.56 0.58 0.42

−: no results, derivatives differs too much.

Table 3. Results comparison with the state-of-the-art studies.

Tech. MSE NMSE R2

Gas Prediction (WG) GP 0.007 0.412 0.584
Bakker et al. [3] Adaptative - - 0.658 − 0.802

Tabesh and Dini [16] Fuzzy 0.042 0.465 0.760
Tabesh and Dini [16] Neuro-fuzzy 0.007 0.064 0.936

resolution from 1 hour to 6 hours, and a smooth improvement from 6 to 24
hours. However, the best performance is reached for a 24h time interval using
as input 2 lags of both water and natural gas consumption, and a tree depth of
20. For this condition the obtained MSE is 0.0070, the RRMSE is 27.37%, and
the MAPE is 21.15%. In both natural gas and water prediction the correlation
between the resources is evident.

The results obtained applying the EKF-GP approach at the best performing
GP model of each resolution time are reported in Table 2. The prediction perfor-
mance remains almost the same introducing the EKF, except for the 24 h water
prediction, for which its performance decrease drastically.

3.1 Further Remarks

In Table 3 a comparison with results achieved in the state-of-the-art experi-
ments, concerning the 24 h resolution water forecasting, is reported. The au-
thors are aware that the results achieved by GP approach are lower than those
of the comparable studies. However, it should be noted that, differently from the
AMPds, which data have been collected in 1 year, the database used in Tabesh
and Dini [16] is composed of about 4, 300 samples, over 12 years of recording,
with both temperature and humidity information. Similarly, Bakker et al. [3]
performed the forecasting with a database of 210, 336 samples collected over 6
years.
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Table 4. Comparison of the best results obtained for the GP approach and the results
achieved applying the EKF-GP, for each data combination.

GP EKF-GP

NMSE R2 NMSE R2

Maine 0.166 0.822 0.231 0.768
Maine + Temp. 0.103 0.896 0.032 0.968

Illinois 0.069 0.930 0.104 0.896
Illinois + Temp. 0.068 0.931 0.061 0.938

Louisiana 0.199 0.798 0.156 0.844
Louisiana + Temp. 0.153 0.845 0.153 0.845

Therefore, in order to have a better insights on the prediction capability of
the GP and EKF-GP using heterogeneous data collected over long period, the
approaches have been applied to forecast the monthly natural gas demands of
three U.S. states, using the information available on U.S. Energy Information
Administration (E.I.A.) site from 1989 to 2013, as described in Section 1.

The monthly data of 3 states have been chosen: Maine, Illinois and Louisiana,
representing a cold, a mild and a hot climate, respectively. For each state two
different data sets have been evaluated: one composed of both gas consumptions
and temperature data, and the other composed of gas consumption data only.
As for the previous approach, 70% of each set has been randomly selected and
used for training the corresponding GP model, the remaining data (30%) has
been used for the testing and generating the reported results. The results of both
GP and EKF-GP combination are shown Table 4.

As seen for the domestic prediction, the introduction of heterogeneous data
results in a performance improvement, remarkable in the case of Maine data. The
application of the EKF-GP approach generates an additional enhancement for
the combined data. Moreover, although the obtained results cannot be compared
with state-of-the-art studies, the performance reached in Table 4 seem to be good
and representing a valuable starting point for future developments.

4 Conclusion

In this paper the authors present a preliminary study concerning the use of het-
erogeneous data to forecast the domestic consumptions of natural gas and water.
Unlike heterogeneous data applications that have been shown in the state-of-the
art studies [1,11,16], which experiments have been executed using combinations
of a single resource type with weather conditions or temperatures, the data het-
erogeneity expressed in this paper is extended to the combination of multiple
resource types. Using the AMPds [9] database the authors have performed, and
up to their knowledge no other study has done it, forecasting experiments of
water and natural gas consumption in a household scenario.

The prediction experiments have been computed using the genetic program-
ming paradigm, and its combination with the extended Kalman filter has been
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also evaluated. In order to analyse the suitability of the GP and EKF-GP al-
gorithms for prediction purposes, experiments have been conducted using the
monthly gas consumption of U.S. States, in combination with temperature in-
formation.

In the domestic prediction experiments, the best performance for both water
and natural gas prediction are achieved using only the GP model created for
a time resolution of 24 h, with a set of input data composed of both water
and natural gas consumptions. This results point out the evident correlation
between water and natural gas consumptions. This information leads to prove
the use of natural gas for the production of hot water for the evaluated household
scenario. In confirmation of this, in the AMPds FAQ4 within the appliances that
use natural gas is reported the instant hot water unit.

The results obtained with the long period data have shown the effectiveness
of the EKF-GP approach. The forecasting performance obtained with the GP
model exhibited a general improvement applying the EKF method. As for the
domestic forecasting, the combination of consumptions and temperatures has
shown better results than the forecast computed using the consumptions data
alone, denoting the advantage of heterogeneous data utilization as well as the
strong correlation among them.

For this reasons, the authors will go beyond the preliminary status of the
present work and develop further computational intelligence and machine learn-
ing techniques for comparative purposes. Moreover, as soon as the new year data
of the AMPds will be released, this is allow a proper evaluation of the seasonality
issue.
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Abstract. MRgFUS (Magnetic Resonance guided Focused UltraSound) is a 
new and non-invasive technique to treat different diseases in the oncology field, 
which uses Focused Ultrasound (FUS) to induce necrosis in the lesion. Tem-
perature change measurements during ultrasound thermo-therapies can be per-
formed through magnetic resonance monitoring by using Proton Resonance 
Frequency (PRF) thermometry. It measures the phase variation resulting from 
the temperature-dependent changes in resonance frequency by subtracting one 
phase baseline image from actual phase. Referenceless thermometry aims to  
reduce artefacts caused by tissue motion and frequency drift, fitting the back-
ground phase outside the heated region. The aim of this contribution is to pro-
pose a novel background phase reconstruction method using Radial Basis Function 
(RBF) interpolation. The effectiveness of the method has been demonstrated by 
comparing it against the classical PRF shift and polynomial referenceless approach. 
The comparison evaluates temperature rises in uterine fibroids during MRgFUS 
treatments on a set of 10 patients. 

Keywords: Radial Basis Function, Interpolation, Referenceless Thermometry, 
Artificial Neural Network, MRgFUS. 

1 Introduction 

Hyperthermia is a type of clinical treatment in which body tissues are exposed to high 
temperatures that can kill pathological lesion, like uterine fibroids [2]. In MRgFUS 
treatments [7][8], high temperatures are applied on local and small areas by using 
ultrasound beams that deliver energy to heat the tumour. MRgFUS treatment is per-
formed using the ExAblate 2100 equipment (InSightec, Haifa, Israel), integrated with 
a Signa HTxt MR scanner (GE Medical Systems, Milwaukee, WI). Thermal ablation 
of fibroids tissue is done using sonication process: the tissue is heated with Focused 
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where φ(T) is the phase map in the current temporal instant, φ(T0) is the baseline 
phase at a known temperature (i.e. 37°C), γ is the gyromagnetic ratio, α=-0.01ppm/C° 
is the PRF change coefficient, B0 is the strength of the magnetic field, and TE is the 
echo time of the MR acquisition protocol. 

Motion of anatomical region undergone to the MRgFUS treatment is one of the 
most prevalent problems for temperature monitoring with PRF phase mapping. Intra-
scan motion is caused by movement of an object during MR image acquisition, result-
ing in a poor quality image with typical blurring and ghosting artefacts. Inter-scan 
motion is due to motion or displacement of an object between the acquisitions of con-
secutive images. Methods for temperature estimation in presence of motion can be 
divided into two categories: (i) methods based on a multi-baseline strategy and  
(ii) methods based on a referenceless strategy. 

Multi-baseline methods take background phase information before heating at vari-
ous position of the organs during the respiratory and/or cardiac cycle. The selection of 
the corresponding baseline image is performed by determining the organ’s position 
[9][10][11]. 

Referenceless methods estimate heating from a treatment image itself, without a 
baseline image used as temperature reference. Supposing that the phase image has a 
smooth tendency under the heated area, this kind of methods fit polynomial functions 
[3] or uses a weighted least-squares fit [4] to the surrounding phase. The extrapolation 
of the reconstructed piece of baseline image is useful for background phase estima-
tion, which is then subtracted from the actual phase to evaluate the phase difference 
after the heating caused by ultrasound sonication. 

Considering that in classical PRF shift thermometry there are obvious problems of 
artefacts, most prevalently due to motion, and in referenceless thermometry the accu-
racy of the interpolation lacks in precision, a novel interpolation method is applied to 
the issue of the referenceless thermometry. This method has been successfully tested 
[16] using MRgFUS ablation on a ex-vivo animal muscle and reconstructing tempera-
ture maps using RBF interpolation methods. In this paper method has been applied to 
real in-vivo treatments of uterine fibroids, evaluating the baseline phase maps with 
great results. 

The paper is organized as follows: in Section 2 theoretical background on Radial 
Basis Function (RBF) is introduced; in Section 3 the proposed interpolation model is 
presented; Section 5 illustrates the obtained experimental results; finally, in Section 6, 
some conclusions are reported. 

2 Radial Basis Functions 

The idea of RBF Networks derives from the theory of function approximation. One of 
the most used approaches in literature to address the interpolation problem is to fit 
data using a polynomial function. However, an invertible system that defines the in-
terpolator is not guaranteed for all the interpolation points, and often shows spurious 
bumps. The main features of RBF interpolators are: 

• they are two-layer feed-forward neural networks; 
• each hidden nodes implement a radial basis function; 
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The surveys of Powell and Light [14][15] are excellent references for the properties of 
radial basis functions. The σ value (in Multi-Quadric function) is responsible for the 
sensitivity of the interpolator. In the experiments, a very little value (of order 10 ) is 
good for the interpolation purpose. 

Moreover, often the data to interpolate are noisy. In presence of noise, one may 
consider to relax the exact interpolation requirement by means of regularization. This 
is possible by modifying the equation (2) as follows: 

 ∑  (4) 

adding a relaxation parameter λ that controls the amount of smoothing of the interpo-
lation, and I is the identity matrix. In the λ=0 case, the equation is reduced to exact 
interpolation; in case that the parameter is highly regularized, the TPS model degen-
erates to the least-squares affine model [18]. 

3 The Workflow of the Proposed Interpolation Method 

The MRgFUS treatment uses ultrasound beams that hit the interested organ. In this 
paper we have evaluated temperature reconstructions of treatments regarding women 
affected by single/multiple uterine fibroid. In Fig. 3, an uterine fibroid has been high-
lighted before the thermal treatment. 

 

  
(a) (b) (c) 

Fig. 3. An uterine fibroid in sagittal (a), coronal (b) and axial (c) view. The fibroid will be 
ablated with MRgFUS treatment 

Referenceless thermometry estimates baseline phase from each acquired image 
phase and subtracts it from current image as in classical PRF thermometry [3]. 

In this work we have focused our attention to the effectiveness of the referenceless 
thermometry that uses a Polynomial for the interpolation [3], and we compared our 
proposed interpolation, that uses Radial Basis Functions, against the Polynomial one. 
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(a) (b) (c) 

Fig. 4. (a) The area interested by the treatment; (b) Magnification of interested area;  
(c) Thermal map of the MRgFUS treatment. The blue area will be used for interpolation. 

Here, our gold standard is the temperature extrapolated using classic PRF shift 
method [1]. As shown in Fig. 4, estimation is possible because in thermal therapy 
only a small region of the organ is affected by temperature change, and the phase 
outside the heated region can be used to determine the background phase. 

For each temporal instant, the baseline phase below the heated area is evaluated in-
terpolating the surrounding area using the Radial Basis Functions. The selection of a 
Region Of Interest (ROI) inside the treated organ (the female uterus in this case) 
makes possible to extract the heated area from the surrounding (not treated) area. The 
heated area that contains phase variations due to thermal treatments is removed, and 
the remaining area is used as input data to train the artificial neural network, as shown 
in Fig. 5. In correspondence of the sonication spot (Fig. 5a) the phase map shows  
a negative peak that represents a positive temperature variation (because the α  
coefficient is negative). 

The proposed method (Fig. 6) for enhancing the referenceless thermometry by  
using RBF interpolation has been implemented as follows: 

1. once the series of images is acquired, we recover the original phase from the 2π-
wrapped phase images by using the Goldstein, Zebker and Werner’s algorithm [6]; 

2. the RBF artificial neural network takes input data from the region between the 
sonicated area and the uterine contour; 

3. the area to be reconstructed is iteratively interpolated by using RBF, which repre-
sents a practical solution for the problem of interpolating incomplete three-
dimensional surfaces. The implementation of the reconstruction algorithm invokes 
iterative refinement to improve the accuracy of the solution; 

4. for each temporal instant the extrapolated baseline phase that is used together with 
the global (currently heated) image. 

This follows the PRF principles used for temperature rise assessment. The RBF 
network interpolates the masked area according to the specific radial basis functions: 
Linear (or Euclidean), Multi-Quadratic, Thin-Plate Spline, etc., solving it by using the 
double precision diagonal pivoting method from Lapack [17]. 
 



 Radial Basis Function Inte

(a) 

(c) 

Fig. 5. (a) A 3D plot of the w
sponding to the sonication sho
and the surrounding area is use
baseline obtained through the 
Plate Spline kernel); (d) magni

Fig. 6

We found experimental
noisy data is the Linear R
TPS and Multi-Quadratic h
structed for each temporal
according to PRF equation 

erpolation for Referenceless Thermometry Enhancement 

(b) 

(d) 

whole phase information of the organ: with a depression co
ot (blue area); (b) the region affected by the sonication is remov
ed to train the radial basis function network; (c) the reconstruc
proposed interpolation algorithm (in this case it is used the T
ification of the interpolated area 

 

6. The workflow of the proposed method 

lly that the better interpolator for this particular kind
RBF, but often during experimentation we found that a
have shown good results. The baseline phase is now rec
l instant and using it in conjunction of the phase ima
(1), we obtain the temperature rise of the whole sonicati

201 

 

 

orre-
ved, 
cted 

Thin-

d of 
also 
con-
age,  
ion. 



202 L. Agnello et al. 

4 Experimental R

Ten MR datasets related to
ablation of intra-uterine fib
ages are acquired by a GE 
tions are performed by an I
cation takes several secon
point. During each sonicati
and each of them is compo
real and imaginary parts 
evaluation of our approach
errors between the original
dial Basis Functions) interp
temperature value between 
nomial and our RBF appro
Spline and the Multi-Quadr

 

(a) 

(b) 

(c) 

Fig. 7. Temperature reconstru
morphologic MR image; (b) 
(c) temperature assessment usi
Linear RBF method; (e) tem
(f) temperature assessment u
are in °C. 

Results 

o ten female patients undergone to MRgFUS treatments 
broid have been processed and evaluated. All the MR 
Signa HDxt 1.5 Tesla scanner, and the ultrasound soni
Insightec ExAblate 2100 system. Each hyperthermia so

nds to focus high power ultrasounds in the chosen fo
ion the MR scanner records about 8-12 temporal insta
sed of a tern of morphological-real-imaginary images. T
are combined together to reconstruct phase maps. T

h was performed by calculating Root Mean Square (RM
 baseline and each reconstructed (Polynomial and our 

polation, and calculating the differences (in C°) of the m
the original PRF temperature and those provided by po

oach. The kernels here used are the Euclidean, Thin-P
ratic one (Fig. 7). 

 

 

 
(d) 

 
 

 
(e) 

 
 

 
(f) 

uction for a temporal instant during MRgFUS treatment: (a)
temperature assessment using the classical PRF shift meth

ing the Polynomial method; (d) temperature assessment using
mperature assessment using the Multi-Quadratic RBF meth
using the Thin-Plate Spline RBF method. The depicted va

 for 
im-
ica-
oni-
ocal 
ants, 
The 
The 
MS) 
Ra-

mean 
oly-

Plate 

 

 

 

 the 
hod;  
g the 
hod;  

alues  



 Radial Basis Function Interpolation for Referenceless Thermometry Enhancement 203 

The natural criterion for assess a reconstructed phase image is how closely it 
matches the baseline surface prior to the removal of the heated area. The interpolator 
fitted to the incomplete phase-map is then compared with the original baseline sur-
face. Obtained temperature assessments in a MRgFUS treatment for the ablation of a 
uterine fibroid are shown in Fig. 8a. In this figure the RMS error shows that RBF 
reconstructions (Linear and Multi-Quadratic) has better results with respect to Poly-
nomial reconstruction, assuming that the PRF temperature is the gold standard. Re-
sults show a huge increase of precision on the whole reconstructed area. These results 
are confirmed in Fig. 8b, where all the mean temperatures of the treated areas related 
to thermal treatments of all patients have been compared to PRF temperature. 

 

 
(a) 

 
(b) 

Fig. 8. (a) RMS errors for different kind of reconstruction methods compared to classical  
PRF Shift thermometry; (b) Mean temperature errors (°C) of the whole area hit by thermal 
treatment. 

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

1 2 3 4 5 6 7 8 9 10 11

R.M.S.
Error

T

Polynomial E.

Linear E.

Multi-Quadratic  E.

Thin-Plate Spline E.

-10.00

-8.00

-6.00

-4.00

-2.00

0.00

2.00

4.00

1 2 3 4 5 6 7 8 9 10 11

Mean 
Temperature

Errors

T

Polynomial (C°)

Linear (C°)

Multiquadratic (C°)

Thin-Plate Spline (C°)



204 L. Agnello et al. 

In Fig. 9a is depicted to see the temperatures evaluation in a random chosen point 
of the treatment area. All the RBF-based reconstructed temperatures (the blue, cyan, 
and black lines) runs very close to the gold standard PRF temperature (red line); we 
cannot say the same for the polynomial interpolation (green line). This demonstrates 
that radial basis functions are a very good kind of interpolator for this type of noisy 
data, even if there are large regions with missing data.  

(a) 

(b) 

Fig. 9. Temperature behaviour in a point of the treatment area: (a) temperature rise (in °C) for a 
treatment of about 32 seconds. The red line is the reference PRF temperature, the green line is 
the Polynomial reconstructed temperature; the black (Thin-Plate Spline), blue (Linear) and 
cyan (Multi-Quadratic) lines are the RBF-based reconstructed temperatures. (b) The variation 
(error) of reconstructed temperatures compared with the PRF temperature. 
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Fig. 9b confirms the goodness of the RBF reconstruction: for example, in the ninth 
temporal instant, the PRF temperature is 73.04°C. The RBFs temperatures differs of 
3-4°C, while the Polynomial temperature is about 10°C. less. In a MRgFUS treat-
ment, this can lead to continue the sonication process even if it is not necessary, 
surely causing pain to the patient and possible damages in surrounding tissues. In 
conclusion, the RBF reconstruction method gains all the advantages of referenceless 
thermometry avoiding lacks of precision of the Polynomial interpolation temperature 
reconstruction. 

5 Conclusion 

RBF neural networks are a good and flexible tools that allow for the reconstruction of 
unknown data. The effectiveness of the proposed approach has been demonstrated 
using 10 MR dataset of 10 female patients undergone to uterine fibroids ablation 
MRgFUS treatments. Polynomial reconstruction can over/under estimate the tempera-
tures: this can lead to break the sonication before reaching the temperature estab-
lished. The risk is the missing proteins denaturation, pain inducted in patients, and 
damage to surrounding tissues. RMS errors and temperature differences show a huge 
increase of precision in comparison with other kind of interpolators. 

Future works will investigate the real precision of the PRF method, by measuring 
real temperature rises in MRgFUS treatments using thermocouples or optical fibres 
inserted in a phantom and acquiring the phase variations induced by the heating proc-
ess. Since the reconstruction method is heavily dependent from ROIs selection, we 
are also investigating automatic methods for organ and sonication spot segmenta-
tion[8]. The integration of this RBF-based interpolation method with automatic seg-
mentation approaches could reduce the operator-dependence of the algorithm and, 
consequently, the final error in the temperature reconstruction. 
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Abstract. In this paper we propose a joint grid-based and stochastic
search for parameters elicitation in the case of WOWA aggregation func-
tions. The method uses a grid search approach to determine the param-
eter of a monotonic quantifier, and for each of the values, a stochastic
search in the space of the criteria weights minimizes the sum of the
quadratic error between the computed and the real output of a learning
set. A simulated application is proposed in the case of transportation
risk assessment, using an ad hoc questionnaire applied to risk matrices.

Keywords: Risk assessment, OWA, WOWA.

1 Introduction

Criteria aggregation is widely used in applied sciences, as the process by which
different data have to be aggregated into a single positive number, like signals,
sensors, but also human judgements - each of them normalized into a common
scale [6]. The specialized literature provides many different approaches for ag-
gregation, starting from the simplest ones, the Weighted Averaging (WA) up to
other more sophisticated, like Generalized Means, Ordered Weighted Averaging
(OWA), Weighted Ordered Weighted Averaging (WOWA), fuzzy measures, and
other ones [2], [21].

Every method requires the assessment of some parameters, for instance, in the
case of WA the weights of the criteria need to be elicited, representing the trade-
off between the criteria themselves. Given a collection of input-output data, this
is usually done considering a mathematical optimization problem. WA is unable
to represent interactions among the criteria, as synergies and conflicts, because
WA is a complete compensative method. For this reason, other more general ap-
proaches were proposed, as the one based on fuzzy measures, see Section 2
below.We note that suchmethods requiremany parameters to be elicited, increas-
ing the computational complexity. Thus the literature proposed other approaches,
which include interactions among the criteria but, at the same time, reduce the
numerical complexity. Among them, we focus the attention on OWA introduced
by Yager, [15], [16], [17] , [18], [19] and on the extension of OWA, the WOWA ag-
gregation operators, introduced by Torra, [12], [13]. As for the WA case, OWA
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weights can be directly elicited from an input-output data collection, using math-
ematical programming, but the same approach cannot be applied for the WOWA,
see Section 3. For this reason, we propose an innovative elicitation approach, based
on two phases, a grid-based approach and a stochastic search method. In the first
phase the characterizing parameter of a Monotone Quantifier moves along a pre-
determined grid, while in the second phase, for each value of this parameter the cri-
teria weights are sampled from an uniform distribution. At each iteration, we store
the quadratic error between the computedWOWA and the real output value. The
best parameter values are selected as the ones which minimizes the quadratic er-
ror. The algorithm is applied to an environmental risk assessment problem, where
different types of risk need to be aggregated, as described in [10]. In this case, we
proposed a suitable questionnaire to be fulfilled by a (simulated) Decision Maker,
which has to assign a score to every scenario in the questionnaire, as described in
Section 4. The optimization problem is solved using the two phases approach, and
the numerical results showed good approximation results between the computed
WOWA and the real output (questionnaire scores). The same approach can be ap-
plied to any other WOWA elicitation parameters if a data collection is available.

The paper is structured as follows. Section 2 introduces Aggregation Oper-
ators, mainly focusing on OWA and WOWA operators. Section 3 reports the
parameters identification algorithm, based on a grid search and on Monte-Carlo
simulation. In Section 4 is reported an application of the algorithm to a risk as-
sessment problem. The last Section concludes and presents possible extensions
and future work.

2 Aggregation Functions; OWA and WOWA

Aggregation Operators (AO) are widely used in many problems where different
numerical values coming from different sources need to be aggregated together
in order to obtain an overall, single output, see [1] [2] [6], [21]. An AO is a
monotone and idempotent function: F : [0, 1]n → [0, 1], such that F (0, 0, ..., 0) =
0, F (1, 1, ..., 1) = 1 (border conditions). Every AO requires some parameters to
be elicited, that is not an easy task, with exception of few simple cases. Using a
notation similar to [7], the WA operator is defined as follows:

WAp(x1, x2, ..., xn) =

n∑

i=1

pixi (1)

being {xi} the normalized value of the criteria, i = 1, 2, ..., n, and {pi} a weights,
pi ≥ 0,

∑n
i=1 pi = 1. The weights represent the relative importance of the

criteria, and need to be determined by direct assignment or using a learning
procedure. The WA is compensative and homogeneous of degree 1, [7].

In many applications compensativeness is not a desirable property, given that
a low value of a criteria cannot be compensated by an high value of an other one;
for instance in the field of sustainability evaluation, an economic development
cannot be paid by a critical value of toxicity [11].
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While WA is a complete compensative method, it cannot represents inter-
actions among the criteria - synergies and conflicts. On the other side, other
methods can overcame this limit. Among them, let us recall the Non Additive
Measures (Fuzzy Measures) and the Choquet integral, see [2],[4], [8], a very gen-
eral approach but requiring an huge number of parameters to be elicited. An
other class of AO is the family of OWA operators, introduced by Yager [15],
[16], [17], [18], [19]. For a recent review of OWA operators see [20].

2.1 The OWA Operator

An OWA operator is defined as follows [15], [16]:

OWAw(x1, x2, ..., xn) =

n∑

i=1

wixσ(i) (2)

being σ a permutation of the index set {1, 2, ..., n} such that xσ(1) ≥ xσ(2) ≥
... ≥ xσ(n), thus it is linear w.r.t. the ordered values of the criteria. Modulating
the values of the weights, different AO can be obtained; if w1 = 1, wi = 0, ∀i =
2, ..., n, the MAX operator is obtained, while if wn = 1, wi = 0, ∀i = 1, ..., n− 1,
we obtain the MIN operator. If wi = 1

n , ∀i = 1, ..., n the OWA collapses to
the simple averaging. Again, the median, the k-th order statistic, the Hurwicz
operator and many others AO can be obtained with different weight choice. OWA
operators are continuous, symmetric and homogeneous of degree 1, and represent
a special case of the Choquet integral w.r.t. a symmetric non additive measure
[1], [18]. An OWA operator can be andness-type (orness-type) if the aggregated
value is more or less close to the minimum (maximum) of its arguments. The
following orness index is defined as:

Orness(OWAw) =

n∑

i=1

wi
n− 1

n− 1
(3)

We obtain Orness= 1 in the optimistic case, corresponding to the MAX
case, the logic quantifier At least one; while Orness= 0, in the pessimistic case)
corresponding to the MIN case, the quantifier All.

Different numerical procedure were proposed to elicit the OWA weights [1]. If
a collection of input-output data is available, linear or quadratic programming
can be applied, as for the case of WA; apart the re-ordering of the input vector,
the aggregation function is linear w.r.t. the weights.

Alternatively, the parameters can be elicited using a Monotonic Quantifier,
that is a a fuzzy linguistic quantifier, which can be associated to the term sets
”it exists”, ”most”, ”at least half”, ”for all” and so on [17], [19]. More precisely,
a Regular Increasing Monotonic Quantifier (RIM) is a continuous and monotone
function Q : [0, 1] → [0, 1] such that Q(0) = 0, Q(1) = 1, from which the OWA
weights can be generated as follows:

wi = Q(
i

n
)−Q(

i− 1

n
) (4)
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The following parameterized family of RIM is widely used in applications, with
α ≥ 0 [16] [19] [2]:

Q(z) = zα (5)

An andness behavior is obtained for α � 0, while if α → +∞ there is a tendency
to orness. Tuning the value of α we move from the extreme non compensative
tendency to to the opposite one, a complete compensative behavior. Thus a possi-
ble procedure to numerically optimize the α value consists into the computation
of OWA with many different values of α, selecting the value which minimizes
the quadratic average error; this phase will be better detailed in the next Section.

2.2 Extending OWA to WOWA

An extension of OWA operator was proposed in the recent literature, in such
a way to include even the importance criterion weight, given that an OWA
operator cannot implement the WA but only simple averaging. The result is a
new operator, the Weighted OWA (WOWA), which uses two different sets of
weights, the first referring to the criteria weights (importance weights), while
the second refers to the order of the criteria (OWA weights), [12] [13]. We limit
to note that given a Monotonic Quantifier Q(z) and a set of weights {pi}, the
corresponding WOWA operator can be computed as follows:

WOWAQ
p (x1, x2, ..., xn) =

n∑

i=1

wixσ(i) (6)

being σ a suitable permutation of the index set (1, 2, ..., n) such that xσ(1) ≥
xσ(2) ≥ ... ≥ xσ(n) and:

wi = Q(

i∑

j=1

pσ(j))−Q(

i−1∑

j=1

pσ(j)) (7)

This way, both the relative importance of the criteria and the tendency to opti-
mism can be taken into account. Finally let us observe that while OWA operators
correspond to symmetric non additive measures, this is not necessarily true for
WOWA [12], [13].

3 The GBS Approach for WOWA Parameters Elicitation

As above pointed to, the OWA weights can be elicited from an input-output
data collection using quadratic or linear programming [15], [16], [3], [20]. This
is not possible for WOWA operator, since by definition, the problem of weights
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elicitation is NP-hard in function of the number of criteria, splitting the prob-
lem into 2n sub-problems, each of them subjected to one of all the possible
order of the criteria. Then the the numerical complexity can be unacceptable,
and for this reason we propose a two-phases approach based on a grid search
and a stochastic optimization, the GBS algorithm (Grid-based and Stochastic
optimization), partially following what suggested for a CES function1 [5]. Using
a suitable questionnaire, a learning set is defined, formed by a collection of K
input-output data (scenario); the cardinality of each scenario is n+1. After hav-
ing defined a grid for the parameter α, we run many sub-iteractions, randomly
extracting the values of the n weights {pi} from an uniform distribution in [0, 1].
In each sub-interaction, the WOWA aggregated values are computed for each
scenario in the learning set.

The average quadratic error, obtained averaging the square difference between
the WOWA computed value and the corresponding output in the learning set,
is then minimized, storing at each interaction the best value of the parameters
(α and {pi}). The procedure is repeated until all the grid values are considered.
The algorithm is structured as follows:

INPUT DATA
1) LS = {x1(k), x2(k), ..., xn(k); y(k)}, k = 1, ...,K: learning set (xi(k): input
values, i = 1, .., n, y(k): output value);
2) Gr = {αj}, j = 1, ...Ng: vector containing the values of α, the grid elements2;
iii) Nit: number of iteractions for each value of α.

OUTPUT DATA
1) α∗, weight∗: optimal values of parameters α and criteria weight 2) Error:
absolute average error between computed and learning data

GBS ALGORITHM

a) Set Error = ∞
b) ∀α ∈ GR:
c) ∀i = 1, .., Nit

d) pi ← U[0, 1], j = 1, .., n
e) Compute Qα(j), j = 1, .., n
f) Compute Agg(k) = WOWAQ

p (x1(k), x2(k), ..., xn(k)), ∀k = 1, ..,K:

g) Compute 	 = 1
K

∑K
k=1 |Agg(k)− y(k)|

h) If 	 < Error then Error ← 	, α∗ ← alpha, weight∗(i) ← pi, i = 1, .., Nit

1 A CES is a Constant Elasticity of Substitution function.
2 In the numerical simulations a constant-step grid has been used, that is αj = j

Ng
.
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4 Transport Risk Evaluation; Simulated Questionnaire
and Parameters Elicitation

Environmental risk assessment requires the aggregation of different sources and
types of risk. Among other, let us quote a recent case study in transport risk as
reported by [10], where four different types of risk have to be aggregated into a
single Risk Index. In the quoted papers the Authors applied different methods,
from simple averaging up to Generalized Mean, comparing the obtained results,
but no parameter optimization was carried on. Anywise risk aggregation, is mul-
tidimensional, and a preference structure is required, normally elicited from one
or a set of Expert(s). In this contribution we develop the elicitation of the pref-
erence structure using a suitable questionnaire to be fulfilled by one Expert3,
including the personal (subjective) attitude to risk, that is the way of thinking
of the representative Expert. We suppose that the Expert’s preference structure
can be represented by an WOWA operator, a very general aggregation tool, see
above. Basing on the quoted paper, the available information is formed by four
risk matrices, [10] and the references therein. The risk matrices refers to four
types 9of risk, Assets, Reputation, People, Environment (A,R,P,E for brevity).
For each of the four types, a two-entries matrix is assigned, whose dimensions
are Likelihood and Severity of the damage. The Likelihood is partitioned into
five linguistic labels, Improbable, Remote, Occasional, Probable,Frequent, while
the Severity is defined by None, Negligible, Minor, Moderate, Significant, Severe.
Each cell of the matrix contains a numerical evaluation of the risk, a number as-
sociated to the risk evaluation, in a common scale, say 1, 10 where 1 corresponds
to the null risk, and 10 to the maximum risk, the two extreme situations, the
best and the worst.

After having assigned these values for the four risk matrices, every spatial
region is characterized by a four-dimensional vector whose elements are the
four risk assessment values. This way, given a risk scenario, thgat is a couple
Likelihood-Severity for each of the four risk types, a single cell is activated for
each of the four matrix. For instance the vector (2, 10, 1, 5) corresponds to the
case where there is a Low risk for Assets, a Very High risk for Reputation, a
Null Risk for People, and a Medium risk for Environment.

Given a scenario, the four risk values are to be aggregated into a single number.
In [10] this problem is approached using different types of Generalized Mean, but
in the quoted paper no suggestion is given to the parameters optimization. A
part the case of dominance, there is no an objective way to put the single risk
values together, thus the aggregation operator (WOWA) needs to reflects the
preference structure of the Expert. For this reason, we propose a method that
uses a preference structure implicitly obtained by a questionnaire designed ad
hoc, submitted to the Expert. Using the obtained answers, the GBS algorithm
was applied to optimize the parameters of the WOWA operator. The structure of

3 Normally a set of Expert should be considered applying Multi-Experts Decision
Making and consensus analysis. Nevertheless this is not the focus of our proposal;
namely we consider a representative Expert.
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the questionnaire is described below. The following Section reports the structure
of the questionnaire, together with some numerical text showing the satisfactory
properties of the GBS algorithm in the case study.

5 Numerical Tests

This Section reports the results of some simulated scenarios, formed by a set of
questions, each of them referring to the four risk types. The last column is the
DM answer in the same scale (1, 10) with 1 corresponding to Null (global) risk,
3 to Low Risk, and so on. The structure of the questionnaire is presented in the
Table 1. Each row in the Table represents a scenario, that is a simulated question,
thus 9 scenarios are considered at all. The first four columns report the instances
of the four considered risk types (A,R,P,E) in the normalized scale (1, 10), and
the three last columns a couple of numbers in parenthesis, in order the values
fulfilled by the Expert, and the values obtained by the algorithm. Each of the
last three columns refers to three different simulated DMs, each of them more or
less andness-oriented. In the first case we simulated a linear Expert with equal
weights. In the second case we maintain equal importance weights, but simulated
an andness-oriented Expert, while in the last text we modified the weights but
with same andness as for the second DM. The results obtained by the GBS algo-
rithm showed good correspondence with the data fulfilled by each Expert. The
obtained parameters reflected the preference structure with satisfactory preci-
sion. Moreover, the WOWA operator exhibits good generalization capabilities,
able to represent the non linear relationship of simulated DM, at least for the
simulated cases. Three situations are considered: a Linear DM with equal impor-
tance weights (column n. 5), a Conjunctive DM with equal importance weight
(column n. 6) and finally a Conjunctive DM with unequal importance weight
(column n. 7); in this case, the weights were (0.27, 0.13, 0.07, 0.53). Thus, for
instance, the couple (1.45, 1.43) in the last column and row n. 5 means that the
DM assigned to the 5 − th scenario the value 1.45 and the algorithm result is
1.43, for the Conjunctive DM with unequal weights. In the three cases, the value
of α were (1, 0.05, 0.5) respectively.

Table 1. Questionnaire structure, simulated and computed output in three cases

(R1) (R2) (R3) (R4) Linear Conjunctive E.W. Conjunctive NOT E.W.

1 1 5 10 (4.25,4.23) (1.21,1.21) (1.37,1.35)

10 2 1 2 (3.75,3.83) (1.18,1.18) (1.25,1.26)

7 3 2 8 (5.00,4.98) (2.22,2.22) (2.47,2.47)

5 4 6 7 (5.50,5.52) (4.12,4.12) (4.18,4.18)

1 8 10 8 (6.75,6.70) (1.50,1.51) (1.45,1.43)

8 7 1 1 (4.25,4.22) (1.22,1.21) (1.17,1.18)

2 1 3 1 (1.75,1.80) (1.05,1.05) (1.02,1.03)

2 1 3 1 (4.75,4.73) (4.05,4.05) (4.02,4.02)

4 6 5 4 (7.00,7.04) (6.08,6.08) (6.10,6.10)
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The relative absolute errors (between the real and the computed output) are
respectively (0.007, 0.001, 0.003), clearly negligible in all the considered cases.

6 Conclusion

The WOWA operator extends the OWA tool considering also the importance of
the criteria, thus combining both the cardinal properties of an averaging oper-
ator with the ordinal properties of OWA. For this reason, WOWA can be well
tailored for many application problems in the field of Decision Theory. Neverthe-
less, few efforts were devoted, at our knowledge, in the parameters elicitation.
In this contribution we proposed a combined grid-search and stochastic opti-
mization algorithm (GBS algorithm), based on implicit knowledge elicitation,
with the aim to obtain both the importance weights and the characterizing
parameter of a Monotone Quantifier, inferring the preference structure of the
Decision Maker using an ad hoc questionnaire. This approach has been applied
to a transportation risk assessment, but it could be applied to other type of risk.
Some preliminary texts confirmed the goodness of the method. In a future work,
the algorithm will be extended to the case where a priori information will be
available, like the distribution of the importance weights, which could be pre-
liminarily inferred from the Decision Maker. Again, we intend to apply the GBS
algorithm to Group Decision Theory, combining judgements of several Experts,
partially following what propose by [9], [22] in the field of OWA operator.
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Abstract. Fingerprint classification is a key issue in automatic fingerprint iden-
tification systems. It aims to reduce the item search time within the fingerprint 
database without affecting the accuracy rate. In this paper an heuristic approach 
using only the directional image information for the training dataset selection in 
fingerprint classification tasks is described. The method combines a Fuzzy C-
Means clustering method and a Naive Bayes Classifier and it is composed of 
three modules: the first module builds the working datasets, the second module 
extracts the training images dataset and, finally, the third module classifies fin-
gerprint images in four classes. Unlike literature approaches using a lot of train-
ing examples, the proposed approach requires only 18 directional images per 
class. Experimental results, conducted on a consistent subset of the free down-
loadable PolyU database, show a classification rate of 87.59%. 

Keywords: Fingerprint Classification, Directional Images, Fuzzy C-Means, 
Naive Bayes Classifier, Training Dataset Optimization. 

1 Introduction 

The new emerging market of mobile users rapidly grows, influencing several scena-
rios such as commercial, banking, and government applications. As result, secure 
access system design [1] and high response speed are currently the main issues. In this 
field, fingerprint authentication and classification systems represent a valid solution. 
The identification process performed in a database divided in classes is fast, since the 
number of the needed comparisons can be reduced by searching the fingerprint only 
in the same class of the database [2]. Many fingerprint classification approaches are 
reported in literature based on macro features [3] [4], structural information [5], neur-
al networks [6] [7] [8], fuzzy-neural networks [9], probabilistic model [10] [11], and 
so on. Unfortunately, macro features are not always present in fingerprint images,  
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for example due to image acquisitions not correctly performed such as in partial fin-
gerprint [12]; in this case, may be useful the approach proposed in [13] using pseudo-
singularity points.  

In this paper, an heuristic approach to optimize the training phase in fingerprint 
classification tasks is proposed. It is inspired by the works described in [14] and [15], 
and it uses only the directional image information [3]. Every element in the direction-
al image represents the local orientation of the fingerprint ridges in the original gray-
scale image (Figure 1). With more details, the proposed approach combines a Fuzzy 
C-Means clustering method and a Naive Bayes Classifier, and it is composed of three 
modules. The first module, Datasets Building, builds the working datasets; the second 
module, Training Dataset Extraction, extracts the dataset of training images; the third 
module, Fingerprint Classification, classifies a fingerprint image into one of the fol-
lowing NIST standard classes: Left Loop, Right Loop, Tented Arch and Whorl (Plain 
Loop and Central Pocket Loop) [16]. Unlike literature approaches using a lot of train-
ing examples, the proposed one requires only the use of 18 directional images per 
class. Experimental results, conducted on a consistent subset of the free PolyU (Hong 
Kong Polytechnic University) database [17], show a classification rate of 87.59%. 

 

Fig. 1. Example of a fingerprint image with the related directional image 

The paper is structured as follow. Section 2 reports the main literature works on 
fingerprint image classification. Section 3 describes the proposed approach. Section 4 
outlines the experimental results. Finally, conclusions and future works are  
reported in section 5. 

2 Related Works 

Many classification approaches have been proposed in literature and many research-
ers are still working in this field. Below, some of these works are briefly reported. 
Ballan et al. in [3] reduce image distortion and contrast, before computing the finger-
print directional image on NIST database [16]. Successively, they extract singular 
points and classify the fingerprint using topological and numerical considerations 
about these points. Maio and Maltoni in [5] compute a relational graph, summarizing 
the fingerprint macro-structure, from the segmentation of the directional image. The 
obtained graph is compared with model graphs in order to classify the fingerprint. 
They don’t say which database they used. Patil and Suralkar in [6] use a neural  
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network as decision stage. The network is ready to perform matching process and is 
successfully developed to identify and classify the fingerprint using back propagation 
algorithm. The presented methodology has been validated on a standard database of 
800 images (they don’t say the database name) classified into six classes obtaining a 
classification rate of 80.2%. Mohamed and Nyongesa in [9] present a classification 
scheme based on the encoding of singular points (Core and Delta) together with their 
relative positions and directions. The image analysis is carried out in four stages: 
segmentation, directional image estimation, singular point extraction and feature en-
coding. Successively, a fuzzy-neural network is used to implement the classification 
of input feature codes obtaining an average classification accuracy of 98.5% on NIST-
4 database. Jung and Lee in [10] use a probabilistic approach (Markov model) based 
on the ridge characteristics of fingerprint classes on FVC2000 DB1 [18] and 
FVC2002 DB1 [19] databases, while Senior in [20] describes a novel method of clas-
sification based on hidden Markov models and decision trees to recognize the ridge 
structure on NIST-4 database. Pattichis et al. in [21] focus their work primarily on the 
image and feature enhancement and on finding improved classifiers, and less on  
the development of novel fingerprint representations. Using an AM–FM (Amplitude 
Modulated-Frequency Modulated) representation for each fingerprint of NIST  
database, they obtain significant gains in classification performance. 

3 The Proposed Approach 

The proposed heuristic approach, inspired by the works described in [14] and [15], is 
an efficient and effective method to optimize the training phase in fingerprint classifi-
cation tasks, using only the directional image information. It combines a Fuzzy C-
Means clustering method and a Naive Bayes Classifier, and it is composed of three 
modules: Datasets Building, Training Dataset Extraction and Fingerprint Classifica-
tion (Figure 2). Unlike literature approaches using a lot of training examples (e.g., in 
[7] authors use 30 images per class, while in [10] half of each class in the whole data-
base), the proposed one requires only the use of 18 directional images per class.  

The following subsections describe the three modules. 
 

 

Fig. 2. The architecture of the proposed system 
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3.1 Datasets Building Module 

This module plays an important role because it requires the contribution of a domain 
expert to choose the Template dataset (from which extracting the best training set). It 
is composed of three sub-modules following described (Figure 3). 

 

Fig. 3. The proposed Datasets Building Module 

Gabor Filter Sub-module  
It is applied to all images of the used database to enhance their quality [22]. 

Directional Image Extraction Sub-module  
It extracts the directional image in three steps: extraction of the direction for each 
pixel; processing of the previous step output assembling the pixels in 8x8 blocks; 
computing of the predominant direction for each block (in every 8x8 block, the direc-
tion with greater frequency is attributed to the considered block). In this work, 8 di-
rections have been chosen, from 0° to 180° as shown in Figure 4, and codified as a 
number in [0, 7]. 

 

Fig. 4. The 8 directions used to build the directional image 

In order to extract the direction ,  of the point ,  a vector  is calculated by the 
following equation (1): 

  ∑ , ,           0. .7 (1) 

where ,  and ,  indicate the grey level of points ,  and ( , ), respec-
tively, while q=16 is the number of selected pixels along a considered direction. The 
direction is finally obtained as the position of the minimum value in the vector . 
However, acquisitions not correctly performed can affect the calculation of predomi-
nant directions inside spoiled zones; therefore, a smoothing algorithm is applied. This 
is achieved by calculating the directional histogram, comparing the directions in areas 
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of 3x3 blocks: the direction of the central block is replaced by the higher frequency 
direction of the neighboring blocks. 

Datasets Construction Sub-module  
It builds three different datasets: the 150 images Template dataset requires a domain 
expert, since it is hand selected; the 100 images Validate dataset is randomly selected, 
following the common distribution in nature of fingerprint classes, and then it is hand 
divided into the considered four classes by the domain expert; the Test dataset con-
sists of the remaining images of the original database. 

3.2 Training Dataset Extraction Module 

It is composed of two sub-modules (Figure 5), following described, and works in 
cooperative way with the Fingerprint Classification Module.  

 

Fig. 5. The proposed Training Dataset Extraction Module 

Sets Construction Sub-module  
From the four clusters obtained applying the Fuzzy C-Means clustering method to the 
Template dataset, it builds 250 collections of 18 randomly selected images per cluster: 
12 images near the cluster center and 6 images near the boundary. With more details, 
every boundary is identified calculating the Euclidean semi-distance among each 
cluster centers pair. Successively, for each collection, it builds 200 different sets, each 
of one composed of 3 groups of 6 randomly selected images per cluster (Figure 6). 
Finally, for each set, it creates 100 different set versions, adding one Validate image 
per group. 

Training Dataset Selection Sub-module  
It stores the accuracy rate of each set. Successively, it selects the one with the highest 
value over a threshold, experimentally fixed to 80%. The threshold is used to fix the 
number of items of the Validate sets and collections. 
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3.3 Fingerprint Classification Module 

It is composed of five sub-modules (Figure 7), following described, and works in 
cooperative way with the Fingerprint Classification Module only for the training  
dataset extraction.  

 

Fig. 6. The proposed set construction approach (the different colors represent the 4 clusters) 

 

Fig. 7. The proposed Fingerprint Classification Module 
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Fuzzy C-Means Sub-module  
It is composed of three components, each processing one group. Each component 
calculates five centroids: one centroid for the Test image and four centroids for the 
Training images (applying the average function on the elements of the same cluster). 

Fuzzy C-Means [23] is an iterative algorithm and its purpose is to find cluster cen-
ters to minimize the objective function described by the formula (2): 

  ∑ ∑    (2) 

where p = [1, ∞), the constant that determines the fuzziness degree of the classifica-
tion process, has been experimentally fixed to 6. The algorithm stop condition is  
described by the relation (3), where  has been experimentally fixed to 0.1. 

 |   1   |   (3) 

Distances Calculation Sub-module  
It calculates for each group the distances, element by element, between the centroid of 
the Test image and the four centroids of the Training images. By comparing such 
distances with a threshold, experimentally fixed to 0.1, it creates 4 binary vectors, for 
each group (Figure 8). 

 

Fig. 8. The cells of each black vector (Test centroid and 4 Training centroid vectors) contain 
the centroid coordinates; the other 4 vectors represent the Binary vectors 

Vector Test Selection Sub-module  
It analyzes the 12 binary vectors and identifies the best one representing the Test  
image. It chooses the first among those vectors containing more 1 than 0 values.  

Unit Centroids Calculation Sub-module  
It reorganizes the 12 binary vectors in 4 units, so that each unit is composed of the 3 
vectors of the same cluster. Successively, it calculates 4 centroids, one per unit,  
computing the average of the respective elements (Figure 9). 
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Fig. 9. The 4 unit centroids obtained applying the average function to the 3 vectors of the same 
cluster (a different color is used for each cluster) 

Naive Bayes Sub-module  
It classifies the Test image using the 5 vectors, obtained by the two previous sub-
modules. A Naive Bayes Classifier is a simple probabilistic classifier based on the 
Bayes theorem with strong independence assumptions [14]. It assumes that the do-
main variables are independent, given the class, and each variable has a finite number 
of values. Usually, the model parameters (e.g., prior class probabilities and feature 
probability distributions) are approximated with the relative frequencies from the 
training database. In the proposed work, the class probabilities of the used NIST data-
base have been experimentally fixed as in Table 1, following the natural distribution 
of the fingerprint classes. 

Table 1. Class probabilities in the used NIST database 

NIST class Value 

Tented Arch 0.07 

Left Loop 0.20 

Right Loop 0.25 

Plain Loop/Central Pocket Loop 0.48 

4 Experimental Results 

To test the effectiveness of the proposed approach the free downloadable database 
PolyU [17] has been used. It contains 1480 fingerprint images belonging to the fol-
lowing NIST classes: Left Loop, Right Loop, Arches (Plain and Tented) and Whorl 
(Plain Loop, Central Pocket Loop, Accidental Loop and Double Loop) [16]. Howev-
er, in the proposed work, a consistent PolyU subset of 1185 images, containing the 
Left Loop, Right Loop, Tented Arch, Plain Loop and Central Pocket Loop images, 
has been used. Since in the literature no classification systems has been tested using 
the PolyU database, we have performed a comparison (reported in Table 2) between 
the proposed approach and a standard Multilayer Perceptron (MLP) approach (50 
hidden neurons), in terms of classification rate. The used Training and Test set sizes 
are described in Table 3. 
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Table 2. The proposed approach vs the standard MLP based approach 

 

Table 3. The used Training and Test set sizes1 

 

5 Conclusions and Future Works 

In this paper an heuristic approach to optimize the training phase in fingerprint classi-
fication tasks is described. The approach combines the classification properties of a 
Fuzzy C-Means clustering method and a Naive Bayes Classifier on directional image 
information. Unlike literature approaches using a lot of training examples, the pro-
posed approach requires only 18 directional images per class. Experimental results, 
conducted on a consistent subset of the free PolyU database, show a classification rate 
of 87.59%. Similar results can be obtained with a neural network based approach if 
and only if a very large training set is used. 

Future works will be aimed to the study and implementation of an automatic tech-
nique for the training dataset extraction as well as to allow system employment in a 
different application domain. 
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Abstract. To over pass the limits inherent in liner models, suitable aggregation 
operators are required, taking into account interactions among the criteria. This 
becomes more and more crucial in Decision Theory, where all the information 
can be inferred by one or more Experts, using an ad hoc questionnaire. This is 
the case of the FEEM SI sustainability index, a composite geo-referenced index 
which aggregates several economic, social and environmental dimensions-
structured in a decision tree- into a single number between zero (the worst  
sustainable country) and one (the best one). Fuzzy measure (non additive meas-
ures) are here proposed for the aggregation phase. To this purpose, each inter-
mediate node of the structure combines the values of the sub-nodes using a 
model based on second-order non additive measure. To infer the value of the 
measure for each node, a suitable questionnaire has been fulfilled by a set of 
Experts, and the obtained answers were processed using an optimization algo-
rithm. To guarantee the strict convexity of the algorithm, the questionnaire 
needs to be carefully designed. The individual measures are subsequently ag-
gregated and the numerical results permitted to compare the sustainability of all 
the considered territorial units. 

Keywords: Fuzzy measures, non-additive measures, Choquet integral,  
preference structure, sustainability, aggregation operators. 

1 Introduction 

In Multi Attribute problems the Weighted Averaging operator (WA) is widely used to 
aggregate the normalized values of the criteria. Anywise, the linear WA method is 
unable to include interactions (synergies or redundancies) among the criteria. For this 
reason, more specialized algorithms need to be considered. One of the most common-
ly used is based on fuzzy measures (or capacity, or non-additive measures, NAMs for 
brevity), which assigns a weight to every possible coalition of criteria, and not to a 
singleton only. A suitable aggregation operator, the Choquet integral [Beliakov, 
2009], extends the Weighted Averaging (WA) to the computation of an aggregated 
results using NAM. The interested reader can refer to [Grabisch, 2000], [Marichal, 
2000-2] for a methodological analysis of fuzzy measures. In the case of WA only  
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parameters need to be elicited, if  is the number of the criteria to be aggregated. But 
in NAM the number of the required parameters – the value of the fuzzy measures - 
exponentially increases with , and the numerical complexity becomes crucial, espe-
cially in the case of Decision Theory, where the information can be inferred only by 
one or more Experts. The reduced order model, which considers interactions only 
between subset of limited cardinality, can be applied to reduce the numerical com-
plexity. In particular, the second order model admits interactions only between couple 
of criteria. In this paper we propose an elicitation method based on a suitable ques-
tionnaire. The questionnaire is formed by a set of alternatives, i.e. what ... if... ques-
tions, and the answers can be used to elicit the non-additive measure by means of the 
Least Square optimization algorithm that minimizes the sum of squared distances 
between the answers of the Expert(s) and the solutions of the problem. The procedure 
was applied to a real world case study, the project FEEM SI, a composite Sustainabili-
ty Index including 23 indicators grouped in a tree structure. A team of Experts were 
asked to fulfil a questionnaire, by which the NAMs were implicitly elicited, one for 
each node of the tree. To avoid a too strong mental effort, the number of the questions 
needs to be limited, then a second order model was selected as aggregation operator. 
The paper is organized as follows. Section 2 introduces the concept of fuzzy meas-
ures, included the reduced order model, and the Choquet integral as aggregation oper-
ator. Section 3 describes the proposed elicitation approach, while Section 4 reports its 
application to the FEEM SI sustainability indicator. Some conclusive comments and 
suggestions are reported in Section 5; technical results are briefly reported in the  
Appendix. 

2 Fuzzy Measures and the Choquet Integral  

A fuzzy measures or NAM, defined over the set of criteria 1,2, … , , is a  
set function : 2 0,1  satisfying the following boundary and monotonicity  
conditions: 01    1   ,              (1) 

A NAM assigns to every subset (coalition) of criteria a measure that is not necessarily 
the sum of the measures of their singletons. Namely, if the measure of a coalition is 
greater (smaller) than the sum of the measures of their singletons, that measure 
represents a synergic (redundant) interaction among the criteria belonging to the coa-
lition. Instead when the measure of a coalition equals the sum of the measures of the 
singletons belonging to it, the NAM collapses to the linear aggregation (WA) and no 
interaction exists among the criteria. Given a NAM , its Möbius representation is the 
following set function, see [Marichal, 2000-2]: ∑ 1 ,  ,                   (2) 
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where , ). Moreover the following boundary and the mono-
tonicity conditions are required, see [Marichal, 2000-2]: 0 ∑ 1∑ 0,  ,                      (3) 

Let  be a NAM defined on  and , , … ,  the normalized values of the 
criteria belonging to N; the (discrete) Choquet integral with respect to  is given by 
[Grabisch, 2000]: , . . . , ∑                  (4) 

where  means that the indices have been permutated in such a way that 
, while , … ,  and 0. Using the Möbius representation 

the Choquet integral can be written as:  , . . . , ∑                      (5) 

being  the minimum operator. To define a capacity  on , 2  parameters are 
required. If the capacity represents the preference structure of an Expert, it needs to be 
directly or implicitly elicited using a suitable questionnaire. In the case of a complete 
model, the number of parameters exponentially increases with , usually a prohibi-
tive task, thus a reduced order model is proposed [Grabisch, 1997], satisfying the 
compromise between criteria interaction and  numerical complexity. A capacity  on 

 is said to be k-additive if its Möbius representation satisfies 0  
such that , and there exists at least one subset  with  such that 0. In this way a k-additive capacity with 1,2, … ,  is completely de-

fined by the identification of ∑  parameters. If 2  we have a second order 

model (2-order model for brevity) and only  parameters are required. 

2.1 Behavioural Analysis 

We limit to mention the two most popular indices developed in order to have a direct 
interpretation of non additive measures: the Shapley value [Shapley, 1953] and the 
Interaction index [Grabisch, 1997]. 

The Shapley value is a measure of the relative importance of a criterion, computed 
averaging all the marginal gains between any coalition not including the criterion, and 
the one which includes it. In terms of Möbius representation the Shapley value of 
criterion i is defined as following: ; ∑                              (6) 
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When fuzzy measures are not additive, interaction among criteria exists; in terms 
of Möbius representation the Interaction index among a combination  of criteria, 
can be formulated as: ; ∑                                          (7) 

In a 2-order model the interaction index of a coalition coincides with its Möbius 
representation. 

3 The Least Square Elicitation Approach 

The specialized literature reports several approaches to elicit fuzzy measures. Among 
them, we limit to recall the Least Square (LS) and the Heuristic Least Square (HLS) 
[Grabisch, 1995], the approach of Marichal and Roubens (MR) [Marichal, 2000-1],  
the Minimum Variance (MV) [Kojadinovic, 2007] and Minimum Distance (MD)  
[Kojadinovic, 2000]. Such methods differ together by the required information (for 
instance, cardinal or ordinal type), the objective function, and the applied algorithm. 
The LS and the HLS require cardinal information about the alternatives, that is, a 
global evaluation (sometimes defined as utility), assigned by an Expert. For this rea-
son, we define these methods as cardinal-based models. Conversely, the MR, MV and 
MD method require only a preference order of the alternatives; they can be defined 
ordinal-based models. In this contribution we applied the LS, after having designed 
carefully the questionnaire, in such a way that the optimization problem is strictly 
convex and thus the LS can return a unique solution1. 
To this purpose, let be: 

1. , , … ,  the set of the criteria; 

2. , , … ,  a scenario, that is a set of  alternatives; 

3. 
1 , … , 1… … … … … …, … ,  the normalized values of the criteria for each alternative 

(or the criteria utility for each alternative); 

4. : the utility assigned by the Expert to alternative   

5. , 1, , .  : the value of the -th alternative computed through the 2-order 

model, with the elicited parameters, , … , ; 

We now briefly formalize the LS optimization algorithm which minimizes the sum 
squared differences between the evaluation of the Expert and the ones computed by 
the k-order model. 

                                                           
1  If the optimization problem is not strictly convex, the solution is not unique [P. Miranda,  

M. Grabisch, 1999]. Nerveless the strict convexity depends on the questionnaire structure, 
see Subsection 3.1. 
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: ∑ –. .∑ 0  ,  ∑  1                   (8) 

If an algebraic condition is satisfied about the scenario’s values proposed in the ques-
tionnaire -see Subsection 3.1- the solution to problem (8) is unique. 

3.1 Optimization Issue 

We underline that the LS approach returns a unique vector of Möbius representations 
iff the number of alternatives to be judged and the utilities associated to the criteria 
satisfy the mathematical condition stated in the Property below.  

The property needs the following preliminary definition: let define the full scenario 
matrix  whose elements in the first  rows are partitioned by the matrix  of utili-
ties associated to each criteria for each alternative, and the matrix  containing the 
minimum utilities values of each coalition and for each alternative; all the elements in 
the last row are equal to one (representing the boundary condition): 1 … 1 12 … 2 2…1 … 1                               (9) 

with . 

Property 1 

The LS approach returns a unique vector of Möbius representations iff the question-
naire is designed in such a way that the full scenario matrix has rank equal to the 
number of Möbius representations to be elicited in a k-order model. 

Consider for instance a 2-additive model with two criteria and two alternatives; fol-
lowing the formulation in Section 3, the full scenario matrix has the following struc-
ture: 1 1 1 , 12 2 2 , 21 1 1  

A necessary and sufficient condition to have 3  is 1 1   2 2 . 
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4 The FEEM SI Composite Index 

The project FEEM Sustainability Index (FEEM SI) started some years ago [FEEM 
Sustainability Index Methodological Report, 2011] with the aim to construct a global 
sustainability index on a national scale. The data generating model is based on a 
Computable General Equilibrium (CGE) dynamic economic model which is able to 
forecast macro-economic variables of interest over a time window of about 20 years. 
The CGE furnishes for each nation and for each year inside the time window, the 
forecasted values of the macro variable. We do not discuss here the CGE methodolo-
gy, see the quoted references for a detailed explanation, but focus the attention on the 
aggregation methodology that, year by year and for every nation, computes a single 
Sustainability Index for any considered nation in the world. Doing so, it permits an 
immediate ranking and comparison of nations putting in evidence possible variation 
of nation sustainability, strength and weakness points. Figure 1 shows the FEEM SI 
composite index, which is split into the three main pillars of sustainability (economic, 
social and environmental). Each pillar is split again into sub-dimension, and so on 
until the 23 leaves that are the sampled indicators. For each node and sub-node, the 
aggregation follows a bottom-up procedure using the 2-order model, from the leaves 
up to the root, the FEEM SI composite index.  

4.1 Methodology 

FEEM SI is based on two main and complementary blocks of operations: the CGE 
model, which processes the macro variables used as input data, and the criteria 
weighting scheme which aggregates the normalized data for each block of criteria 
used. Data input have been normalized by means of suitable functions that transform 
the input criteria data on a scale between zero and one, given suitable thresholds im-
posed by Experts specialized in that field. This is hence a data-insensitive normaliza-
tion approach, necessary to neutralize the risk of potential rank reversal problem, as 
can appear, for example, in the min-max normalization approach. 

The criteria weighting scheme is based on Experts’ opinion elicitation by means of 
an ad-hoc questionnaire satisfying the solution uniqueness condition as explained in 
Subsection 3.1. Subsections below explain how the questionnaire has been developed, 
together with the methodology used to aggregate Experts’ preferences into a single 
“representative” one. 

4.1.1   Ad-Hoc Questionnaire for Fuzzy Experts ‘Opinion Elicitation’ 
Each Expert has been asked to evaluate some hypothetical nations on the base of the 
joint performance of some criteria considered. Given the structure of the decision tree 
whose nodes are formed by different set of criteria, this process has been performed 
for all nodes. Table 1. shows the discrete qualitative scale used in the questionnaire to 
describe the criteria performance (first column) and the Expert choices to evaluate 
alternatives (second column); the third column describes the equivalent numerical 
scale used in the elicitation algorithm. 
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Table 1. Evaluation scheme 

Qualitative Scale Numerical Scale 

Criteria Performance Expert Evaluation  

Very bad Very Dissatisfied 0 

Bad Dissatisfied 0.25 

Fair Nor Diss./ Sat. 0.5 

Good Satisfied 0.75 

Excellent Very Satisfied 1 

 
The criteria performance of each alternative has been set according to Property 1 

(see Subsection 3.1). Table 2 is an example of the FEEM SI main node, where 5 hy-
pothetical nations with different performances in the economic, social and environ-
mental dimension have to been evaluated by each interviewed Expert. 

Table 2. FEEM SI (main node) questionnaire example 

 Criteria Expert 

Nation Economic Social Environment 
Overall 

Evaluation 

1 Excellent Good Bad - 

2 Excellent Bad Good - 

3 Good Excellent Bad - 

4 Bad Excellent Good - 

5 Bad Good Excellent - 

4.1.2   Experts’ Opinion Elicitation and Their Aggregation 
Given that NAM approach is sufficiently general to cover many preference structures, 
Expert’s preference has been weighted according to his/her overall consistency in 
judging the alternatives proposed. This is indeed an important step, especially when a 
survey is conducted without having a direct and immediate control on Expert’s evalu-
ation. We measure Expert’s consistency as a function of the sum of squared distances 
in problem 8), in such a way that the greater (smaller) this sum, the smaller (greater) 
the contribution from the relative Expert. The above conditions can be formalized as 
following. Given  alternatives to be judged, let define the vector  1  whose 
elements represent the differences between the overall utilities values set by the j-th 
Expert and the respective Choquet values (solution of the problem 8)). 

Let  be the sum of squared distances for the j-th Expert: 

.                                  (10) 

The sum of squared distances for the j-th Expert is filtered using an exponential 
model: 

  with 0,                          (11) 
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In such a way that 0, 1 , being  a suitable positive constant. 
The relative contribution from the j-th Expert  (on a total of  interviewed) is  

defined as the following importance weight: 

∑ .                                (12) 

The final Möbius representation as the result of the weighted average of each  
Expert’s preference, can be defined in the following: ∑                    (13) 

4.2 Some Results 

We limit to show the results of the elicitation process in the main node of the FEEM 
Si index where the three pillars of sustainability have been jointly considered. Figure 
2 illustrates the results of the weighting scheme with 3; from the left to the right 
are shown in decreasing order the weights to be associated to each of the 23 Expert 
interviewed in accordance to their overall coherence in this node. The data row of 
Figure 2 represent the numerical values of equations 10), 11) and 12) respectively. 
Figure 3 illustrates the Shapley values derived by the elicited Möbius representation 
for each Expert. Figure 4 illustrates the Interaction indices derived by the elicited 
Möbius representation. Table 3 shows the results of Experts’ preferences aggregation 
in terms of Shapley values, from which the social dimension appears to be the most 
important pillar (38.6%), followed by the environmental pillar (35.70%), while the 
economic pillar is the least (25.70%). Table 4 shows the relative importance of  
the criteria belonging to the second level of the decision tree; wellbeing is considered 
the most important factor of sustainability and GDP p.c. the least one. 

5 Conclusions 

In this paper we proposed a multi-criteria approach based on the second order Cho-
quet Integral, with the aim to take interaction among the criteria into account and, at 
the same time, to maintain the numerical complexity as low as possible. The fuzzy 
measures are elicited using an ad hoc questionnaire to be fulfilled by a panel of Ex-
perts, and a suitable optimization algorithm based on Least Square approach. In par-
ticular we showed that, when the questionnaire is structured in a particular way, the 
solution of the optimization problem is unique. The method was applied to the FEEM 
SI project, which is a computable geo-referenced sustainability index, organized into 
an hierarchical tree. For each node of the tree, the second order Choquet algorithm 
aggregates the values of the sub-node referring to it, bottom-up moving from the 
leaves up to the root. The aggregated sustainability index is computed for every con-
sidered territorial unit, permitting an immediate comparison. We are going to develop 
other optimization techniques based on alternative algorithms, like Goal Program-
ming, testing the efficiency in comparison with the Least Square method. 
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Table 3. Shapley values in each node 

Pillar Node Criteria Shapley (%) 

 

FEEM SI 

Environment 35.70 

Society 38.60 

Economy 25.70 

E
nvironm

ental P
illar 

Environment 

Natural Endowment 35.59 

Energy & Resources 30.70 

Pollution 33.71 

Natural Endowment 
Water 48.59 

Biodiversity 51.41 

Biodiversity 
Animals 51.07 

Plants 48.93 

Energy & Resources 

Material Intensity 32.01 

Energy Intensity 31.93 

Renewables 36.06 

Pollution 

GHG p.c. 37.33 

CO2 Intensity 33.65 

Waste 29.02 

Social P
illar 

Society 

Vulnerability 29.47 

Well-Being 41.19 

Transparency 29.34 

Vulnerability 

Food Relevance 33.91 

Private Health 32.28 

Energy Security 33.81 

Energy Security 
Energy Imported 29.69 

Energy Access 70.31 

Well-Being 

Population Density 21.04 

Education 49.09 

Life Expectancy 29.87 

Transparency 
Corruption 70.47 

ICT Access 29.53 

E
conom

y P
illar 

Economy 

Growth Drivers 38.34 

Exposure 31.42 

GDP p.c. 30.24 

Growth Drivers 
R&D 56.92 

Investment 43.08 

Exposure 
Relative Trade Balance 57.69 

Public Debt 42.31 
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Table 4. Marginal criteria importance in the second level 

Pillar Criteria 
Marginal 

 Importance (%) 

Environment 

Natural Endowment 12.71 

Energy & Resources 10.96 

Pollution 12.03 

Society 

Vulnerability 11.38 

Well-Being 15.90 

Transparency 11.32 

Economy 

Growth Drivers 9.85 

Exposure 8.07 

GDP p.c. 7.77 
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Abstract. Exergames provide efficient and motivating training mechanisms to 
support physical rehabilitation at home. Nonetheless, current exergame exam-
ples lack some important aspects which cannot be disregarded in rehabilitation. 
Exergames should: (i) modify the game difficulty adapting to patient’s gamep-
lay performance, (ii) monitor if the exercise is correctly executed, and (iii) pro-
vide continuous motivation. In this study, we present a game engine which  
implements computer intelligence-based solutions to provide real-time adapta-
tion, on-line monitoring and an engaging gameplay experience. The game en-
gine applies real-time adaptation using the Quest Bayesian approach to modify 
the game difficulty according to the patient’s performance. Besides, it employs 
a fuzzy system to monitor the execution of the exercises according to the para-
meters set by the therapists and provides on-line feedback to guide the patient 
during the execution of the exercise. Finally, a motivating game experience is 
provided using rewards and adding random enrichments during the game. 

Keywords: Rehabilitation, Bayesian optimization, Gamification, Exergames, 
Fuzzy systems. 

1 Introduction 

Stroke is the leading cause of death in adults [1] and physical rehabilitation is needed 
to recover from its consequences [2]. With stroke figures increasing every year, reha-
bilitation is bound to have an even bigger impact on the expected costs of healthcare 
providers. On the other hand, healthcare providers strive to reduce those same costs, 
reducing personnel, discharging patients as soon as possible and reducing support. 
Rehabilitation is presently based on intensive exercising with an almost daily  
schedule that is carried out with a therapist; new solutions that can extend traditional 
rehabilitation, or even replace it, are needed. 

Exergaming represents one promising solution to this problem. Exergames merge 
the therapeutic effects of exercises to the engaging factors of games. They guide  
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patients to autonomously perform the exercises required by the rehabilitation therap-
ists, thus requiring less supervision and opening to the possibility of self-rehabilitation 
at home, further reducing costs both for the healthcare provider and for the patient on 
one side, and supporting intensive rehabilitation on the other side. In addition, exer-
games add a layer of engagement to the traditionally boring repetitive exercising re-
quired by rehabilitation session, allowing the patient to exercise longer and have even 
fun while doing it [3]. Several instances of successful rehabilitation exergames have 
been reported [4], but there are still many open problems concerning how to properly 
structure exergames so that the therapeutic validity of the exercises is not sacrificed 
and no hazard occurs to the patient. For this reason, exergames are presently used 
mainly inside the rehabilitation centers or with remote supervision by the therapist 
(tele-rehabilitation). 

Recent commercial video games require the player to move in order to play cor-
rectly. For instance, WiiFit is a collection of games produced for the Nintendo Wii, a 
gaming console that requires the player to use her body movements to play, has been 
successfully used for in-hospital rehabilitation [5]. However, video games such as Wii 
Fit have been designed with a different scope in mind than professional rehabilitation 
and they lack many of the needed features that would make such exergames usable 
without the presence of a therapist. For instance, commercial games usually impose 
fixed difficulty settings, making them impractical for impaired people; they do not 
track nor log the player’s movements and do not provide any supervision. These prac-
tical considerations are of utmost importance if we want exergames to be useful in an 
at-home setting, and thus further reduce the costs of healthcare. 

We propose here, as a solution to these issues, the application of intelligent algo-
rithms inside a game engine to support the features needed for a correct therapy. Such 
features can be summarized as follows [6]: a) Scheduling, as the configuration of an 
exercises session must be carefully tailored to the patient’s current state; b) Adapta-
tion, as the same exergames should be played by patients with varying degrees of 
impairment and still provide a reasonable challenge. c) On-line monitoring, as the 
movements of the patient must be evaluated in real-time to avoid dangerous move-
ments and maladaptation. d) Assessment, as the results of the exercises have to be 
reviewed by the therapist for tuning and evaluation. e) Motivation, as the gaming 
elements of the exergames must be carefully designed to maximize compliance both 
in the short and in the long term. Specific intelligence-based algorithms can be ap-
plied to all these different features, allowing exergames to be safely used at home. We 
delineate here how computational intelligence can be used to empower exergames, 
and we focus especially on the solutions we have introduced for adaptation and moni-
toring. We incorporated the design considerations we have presented into a game 
engine that we have fully realized and that is currently being tested by patients.  

2 Methodology 

In this section, our game engine and its computational intelligence based solutions 
that mainly address adaptation and monitoring, are presented in detail.  
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The exercises associated to each rehabilitation session are configured off-line at the 
hospital by the therapists and their parameters are configured for each patient. The 
therapists can select which exercises and consequently which games to include in 
each training session, the duration of each exercise, the number of repetitions, and the 
difficulty level. In addition, the therapists can also select the most suitable input  
device for each rehabilitation task. Finally, the therapist can access the detailed out-
come of the rehabilitation session and assess the patient’s performance and status.  

2.2 Adaptation 

In video-games field, the widely accepted flow theory [8] defines flow as a state of 
heightened focus during which he/she is completely immersed in the activity, time 
flies by, and external inputs are ignored; a person can enter the state of flow while 
performing an activity, on the condition that the difficulty of the activity matches the 
person’s skills. This state is desirable because it is engaging, and many games strive 
to provide it by changing their difficulty in real-time, either through their intrinsic 
design or through specific Dynamic Difficulty Adaptation (DDA) algorithms. 

To design a DDA algorithm, one or more parameters can be selected for adapta-
tion, making sure to choose parameters that directly affect the difficulty of the task.  
A simple method uses heuristics to change dynamically the parameters according to a 
metric derived from the patient’s input, such as the number of correct trials performed 
during a session of play. 

An alternative is to resort to statistical methods to support adaptation. In our sys-
tem, we perform adaptation through a Bayesian framework, based on the QUEST 
psychometric method [9], to update one parameter and adapt it to the patient’s beha-
vior. The parameter is changes on a trial or epoch basis, analyzing the success rate in 
the game tasks such that the overall rate approaches a desired score. The optimal pa-
rameter value according to the therapist plays the role of a-priori value. This method 
is based on three assumptions that are all satisfied in our case. First, the function that 
relates the parameter to the performance in the game must have the same shape under 
all conditions. This can be obtained by considering an adequate function (in our case, 
Weibull distribution). Second, the subject’s threshold should not vary from trial to 
trial. Third, individual trials must be statistically independent. The last two assump-
tions are satisfied, since the adaptation scope is a single session of a game and thus 
patient’s skill improvement can be safely disregarded.  

2.3 On-line Monitoring  

One of the most important roles of the physical rehabilitation therapist, if not the one 
of utmost importance, is real-time monitoring of the user’s performance and move-
ments. Video-games, in fact, try to challenge the user to move fast and this can  
become dangerous for patients with limited motion control and capabilities [10]. 
Monitoring is aimed to avoid mal-adaptation, i.e. it avoids making the patient perform 
movements that would be detrimental to the therapy while attempting to perform the 
exercises correctly.  
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 (a)  (b) 

Fig. 4. (a) Animal Hurdler exergame (b) Animal Hurdler exergame with dual task 

Monitoring is applied on the avatar’s spine and neck, to make sure the patient does 
not bend them, and on the COP of the patient to make sure she does not move around 
the playing area. As described in Section 2.3, the therapist sets the optimal range for 
the monitoring exercises and visual and audial feedback is given to the patient  
depending on the alarm severity.  

Another game example is Fruit Catcher (Figure 5), which is designed for weight-
shift and lateral steps exercises. In Fruit Catcher, the player must catch fruits falling 
from the top of a tree. The player, represented in third view by an avatar, stands below 
the tree with a basket on her head and can either shift her body to the left and to the 
right, while keeping the feet still on the ground, or move the body laterally to catch 
the fruits in the basket; depending on the requisite of the exercise.  

 

Fig. 5. Fruit Catcher exergame 

The game can be played with different devices for different exercise goals, with a 
balance board (weight shift) or a Kinect (lateral steps). The performance of the patient 
is measured by the number of fruits caught by the patient with respect to the number 
of fruits missed. The adaptable parameter of Fruit Catcher is set as the frequency of 
the falling fruits. Monitoring is applied on the avatar’s spine and neck, to make sure 
the patient does not bend them, and on the COP of the patient to make sure she does 
not move around the playing area or she does not exceed the defined limits. The bend-
ing of the knee can be also monitored, as well as the movement of the arms. 
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Motivation is yet another factor that must be taken into account for physical reha-
bilitation, as exercising is hard and can be painful. This has even more importance for 
autonomous rehabilitation, as in absence of a therapist that orders the execution of the 
exercises, intrinsic motivation of the patient (who is willing to improve) has to be 
supported with external motivation provided to the patient with different means.  

Exergames possess an intrinsic motivational factor in their gaming nature which 
strives to make the exercises fun to execute, provided the game that is linked to the 
exercise is well designed. The game alone, however, comes short to provide motiva-
tion to the patient, especially due to the limits on the gameplay imposed by the exer-
cise and due to prolonged exercising periods. As such, additional motivational factors 
can be added to the experience, such as enrichments and reward systems.  

Using IGER, we have developed a set of eleven exergames for balance and posture 
rehabilitation, six of which have been thoroughly tested for usability with post-stroke 
patients [7]. IGER has also been used to create nine exergames for neglect rehabilita-
tion, highlighting how the engine is flexible enough to be used for the rehabilitation of 
different pathologies. Two of the games can be used for both neglect and posture 
rehabilitation. A pilot test with patients in their own homes has started at the end of 
April 2014. Preliminary results are quite promising. Full results will be available at 
the end of 2014. 

4 Conclusion 

Different types of computer intelligence based solutions are implemented in IGER 
that offer real-time performance-based adaptation, on-line monitoring and a dynamic 
motivation mechanism. These features provide an ever-changing gameplay expe-
rience tailored to the patient’s performance. Besides, during the gameplay, correct 
execution of the exercises is targeted by monitoring and guiding the patient based on 
the parameters defined by the therapists. These features can make rehabilitation at 
home an efficient, personalized, safe and engaging option. 
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Abstract. In this paper we address the problem of developing a control
strategy to reduce the building energy consumption and reach indoor
comfort levels. For this multiple and conflicting objectives optimisation
we develop an approach based on stochastic feed-forward neural network
models with ARIMA model predictions considered as input variables for
networks. Studying real data from a sensorised office located in Rovereto
(Italy) we develop the approach and achieve results exhibiting the very
good performance of this predictive procedure.

Keywords: Feed-forward neural networks, Prediction, Time Series
models, Building Automation System (BAS), Energy Efficiency.

1 Introduction

Energy consumption and carbon footprint are most fundamental issues that our
economies and societies are currently addressing to assure a sustainable develop-
ment. Buildings in particular, both residential and commercial, are responsible
for more than 40% of the energy consumption, and this level will rapidly in-
crease if drastic strategies will not be adopted. A critical target of recent EU
policies is to transform existing buildings into nearly zero-energy consumption
by 2020. In the renovation of existing buildings, an important role is played by
building automation systems (BAS) that require new and efficient strategies to
work with low energy levels. Control strategies of these systems have to optimise
multiple and conflicting objectives, such as low energy consumption and indoor
comfort levels. To develop efficient control strategies with these objectives, we
have to address the problem of high dimensionality of the system: a very large
set of parameters (dimensions) and a complex interacting network are known
to affect the dynamical behaviour of the system and have to be involved in any
strategy formulation. In current literature, two main approaches are proposed
for modelling BAS energy consumption [1]. The former is based on the study of
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the physical system and it is formulated with differential equation sets which de-
scribe thermodynamic aspects and features of the environment [2,3]. The latter
consists of models (linear and non-linear) which represent the stochastic pro-
cesses underlying by observed time series with the aim of predicting accurate
future dynamics to incorporate in the control strategy [4,5].

Energy observed time series are usually collected by building automation sys-
tems and modelled considering both auto-regression (AR) and moving average
(MA) components [6,7]. For non-stationary time series, ARIMA models are fre-
quently considered [6], and when exogenous variables are introduced also the AR-
MAX class of models is derived [8]. Non-linearity in observed dynamics is com-
monly modelled with artificial neural networks (ANN) as in [9,10]. Interesting are
the studies on comfort managementwith feed-forward neural networks [11] and on
predicting lighting and heating systems with radial basis function neural networks
[11] or recurrent networks [12]. Other valuable modelling strategies are based on
evolutionary neural networks [13] and fuzzy networks, which combine the advan-
tages of both neural networks and fuzzy logic mostly for blur data [14].

In this paper we develop an approach based on stochastic feed-forward neural
networks to provide accurate predictions for three building automation system
response variables, studying sets of real data recorded in a sensorised office. The
system response variables are: energy consumption, indoor thermal comfort and
indoor lighting comfort. To develop an optimal control strategy we first derive a
selected set of explanatory variables using different statistical variable selection
procedures. We then construct ARIMA predictions on these variables to achieve
a data set which includes both observed data and univariate predictions. On
this composite data set we further construct neural network models and derive
accurate predictions for the three system response variables. The research is
developed on data collected in a sensorised office located in Rovereto (Italy). The
paper is organized as follows: in Section 2 we present the predictive approach by
describing the variable selection procedure adopted to reduce the dimensionality
of the problem and the construction of the neural network models to derive
accurate predictions. In Section 3 we present the case study and the particular
modelling strategy that we adopt. In Section 4 we present the results and we
evaluate the accuracy of the achieved predictions and the global performance of
the approach.

2 The Predictive Approach

Given a set of time series with N observations and denoting by x1,t, . . . , xp,t

the informative variables at time t, t = 1, . . . , N , and by yj,t the j-th system
response variable at time t, we develop a general approach to predict system
responses for energy efficient buildings by means of stochastic neural networks
based on ARIMA model predictions. This approach involves several statisti-
cal procedures that are merged together to enhance the predictive performance
of neural network models. In particular, we derive the predicted values ŷj,t+τ ,
τ = 1, . . . ,T, for each response variable according to the procedure represented
in Fig. 1.
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.

Fig. 1. The general structure of the predictive approach

2.1 Variable Selection Procedure

Addressing the problem of deriving a design for energy efficient buildings, a large
set of variables has to be considered and modelled. Some variables represent
the endogenous characteristics of a particular state of the system and they are
recorded at fixed time intervals. In estimating statistical models to predict the
dynamical behaviour of BAS responses, this large set of state variables can be in
a sparse space where some variables affect more than others the system response.
To select just the most informative variables from the very large and frequently
noisy set initially collected, we adopt variable selection procedures, combining
three different approaches:

- the physical mathematical formulation of each response variable;
- the Spearman correlation index;
- the non-linear variable selection approach based on Random Forests.

Each system response variable is generally described by a physical mathematical
formulation based on a set of endogenous variables representing the state of the
system [2,3]. Developing our predictive procedure, we decide to select a priori
all the state variables which are involved in the physical formulation of the
system response. Then we identify all the variables that are linearly related
with the response by computing the Spearman correlation coefficient ρ [15]. We
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select those variables that show a significant linear correlation with the response
variable achieving |ρ| > 0.5.

To identify the informative variables with a non-linear relationship with the
system response, we develop a selection procedure based on Random Forest ap-
proach. Random Forests have been introduced by [16] and they can be used
to rank the importance of a set of variables in a non linear regression analy-
sis. The principle of Random Forests is to combine many regression trees [17]
built using bootstrap training samples and randomly choosing at each node of
the tree a subset of state variables; successively a prediction performance is com-
puted. Variables that largely influence the prediction error of the regression trees
are considered the most influential for the system response: we select the state
variables whose normalised prediction error is larger than 0.5 [18].

2.2 The Predictive Neural Network Based on ARIMA

The second phase involves the construction of ARIMA models for those vari-
ables selected by the procedure described in Sect. 2.1 and the prediction of each
univariate time series x̂i,t+τ , with i = 1, . . . , p and τ = 1, . . . ,T.

For each of these variables, an ARIMA model is estimated according to the
procedure described in [19], that returns the best model with the lowest AIC
value. Each ARIMA model is then used to predict the univariate time series
for the following τ observations with τ = 1, . . . ,T. In the third phase of the
procedure we build a class of sigmoidal feed-forward neural network models,
one for each system response variable. The sigmoidal neural networks use xi,t

and the ARIMA time series predictions, x̂i,t+τ , as input variables to predict
the system responses ŷj,t+τ , τ = 1, . . . ,T. The network topology involves one
hidden layer with a number of nodes changing in a specific finite interval, a
sigmoidal activation function between the input and the hidden layer and a
linear activation function between the hidden and the output layer [20]. All the
networks are trained by means of back-error propagation algorithm [21].

To identify which neural network topology can be used to predict each sys-
tem response, we adopt a bootstrap procedure with B resamples [22]. At each
bth run, with b = 1, . . . , B, we select a set of nb time series observations of the
input variables (with nb < N) and we predict x̂i,nb+τ observations with the
ARIMA models estimated on the nb observations. We then estimate all the neu-
ral networks, whose number of nodes in the hidden layer changes in the defined
interval, and we evaluate their prediction error for the future unknown T values
of the response. Therefore, at each bth run of the bootstrap procedure we com-
pute a predictive error for each of the chosen topology. We iterate the procedure
for B resamples and we identify the topology which minimises simultaneously
the Bootstrap Mean Absolute Error (BMAE), as presented in Eq. 1, and its
standard deviation.
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Once the topology of the network has been identified with the bootstrap pro-
cedure, we then proceed to estimate its parameters (weights). We generate a
set of different random weights to initialise the network and we train all the
networks on the N −T observed data by means of back-error propagation. Net-
works are tested for their predictive performance on the remaining T values. The
final network is the one which minimises the Mean Absolute Percentage Error
(MAPE) as in Eq. 2.

BMAE =
1

TB

B∑

b=1

T∑

τ=1

|ŷnb+τ,b − ynb+τ,b| (1)

MAPE =
1

T

T∑

τ=1

∣∣∣∣
ŷN−T+τ − yN−T+τ

yN−T+τ

∣∣∣∣ (2)

3 Predicting Building Automation Systems

We construct and test our approach in a real case study addressing a sensorised
office located in Rovereto (Italy). In this office, a set of installed sensors are used
to record the most relevant state variables that affect the energy consumption
and the levels of comfort for the office users. In particular, we consider:

- indoor state variables : internal temperature (x1), humidity (x2), air velocity
(x3), central mean radiant temperature (x4), west luminosity (x5), east lu-
minosity (x6), CO2 concentration (x7), occupancy (x8), window sensor (x9),
door sensor (x10), corridor temperature (x11) and fan coil thermal power
(x12);

- outside state variables : outside temperature (x13), outside illuminance (x14),
outside radiation (x15) and outside humidity (x16).

A set of controllable variables are identified and codified: the power of the
fan coil (fc), the position of the blinder (b) and two dimmable lights (d1 and d2).

As building automation system responses we measure the total electric
power (y1) - which includes thermal and electric consumptions - and two comfort
indices for inhabitants: the Predictive Mean Vote (PMV, y2) and the Daylight
Glare Index (DGI, y3)[23][24]. PMV measures the level of satisfaction of office
users with respect to the thermal environment and it is mostly influenced by
temperature, humidity, air velocity and central mean radiant temperature ob-
served in the room. DGI expresses discomfort glare due to the lighting system
and depends on luminosity inside the room and electromagnetic radiation given
off by the sun.



258 D. De March et al.

4 System Response Predictions

We develop the procedure presented in Sec. 2 to achieve the best sigmoidal feed-
forward neural network models for predicting the three response variables of the
building automation system. Each response variable - Total electric Power (y1),
PMV (y2) and DGI (y3) - is predicted by a different neural network topology.

According to the structure presented in Sec. 2, we identify the set of rele-
vant variables for the prediction of each response variable. For Total Electric
Power (y1) we select the following relevant variables: Internal Temperature, x1;
Humidity, x2; Central mean radiant Temp, x4; CO2, x7; Corridor temperature,
x11; Fan Coil thermal power, x12. For PMV (y2) we select the variables: Internal
Temperature, x1; Humidity, x2; Central mean radiant Temp, x4; Corridor tem-
perature, x11. At last, for the third response variable DGI (y3) we identify the
following relevant variables: Humidity, x2; West luminosity, x5; East luminosity,
x6; Fan Coil thermal power, x12 and Outside Radiation, x15. For each variable,
the specific ARIMA model is estimated and used to achieve predicted values
x̂i,t+τ , τ = 1, . . . , T .

We then proceed in the construction of the general approach by selecting a
sigmoidal feed-forward neural network with one hidden layer, whose number of
nodes ranges from 2 to 20, as described in Sec. 2.2. We select the topology by
means of a bootstrap procedure, that has been run for B = 30, where each
resample uses nB = 5000 time series observations to train the neural network
model and the successive T = 72 (6 hours) time series observations to test and
validate the results of the predictions. After having identified the topology, we
estimate the weights associated to each neural network model, adopting the
complete dataset of N = 29362 except for the last T = 72 observations which
are used as test set. With this general approach, the best model for estimating
the Total Electric Power (y1) involves 12 neurons in the hidden layer and the
predicted values ŷ1(t) can be described as a function of the following variables:

ŷ1(t) = f(d1(t), d2(t), b(t), fc(t), x̂1(t), x̂2(t), x̂4(t), x̂7(t), x̂11(t), x̂12(t),

ŷ2(t), ŷ3(t), y1(t− 1)).

In this expression, d1 and d2 are dimmable lights levels, b is the position of the
blinder, fc is the fan coil level and the others represents the selected input vari-
ables, predicted by ARIMA models. The response variable itself has been used
in the model with a temporal one-lag delay to provide auro-regressive informa-
tion (as suggested in [9]) and the predicted values of y2(t) and y3(t) are also
introduced in the model.

With the same procedure, we identify the best topology for PMV, y2, which
is characterised by 11 neurons in the hidden layer and takes the following form:

ŷ2(t) = f(d1(t), d2(t), b(t), fc(t), x̂1(t), x̂2(t), x̂4(t), x̂11(t), y2(t− 1)),
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Similarly we identify the best topology for DGI, y3. The final model has 13
neurons in the hidden layer and takes the following form:

ŷ3(t) = f(d1(t), d2(t), b(t), fc(t), x̂2(t), x̂5(t), x̂6(t), x̂12(t), x̂15(t), y3(t− 1))

To be confident about the behaviour of the estimated neural network models,
we evaluate a class of radial basis neural networks and a class of recurrent Elman
networks to develop a comparison among different approaches. In the radial
basis neural network models we adopt the same strategy to evaluate the best
predictive models: a three layer topology is created and a number of neurons
from 2 to 20 in the hidden layer is tested. The bootstrap procedure is then run
to obtain the BMAE value for each of the topology on the remaining T = 72
observations. In addition, we build a recurrent neural network topology and
derive the Elman network architecture by adding a context layer (with the same
number of neurons identified for the sigmoidal feed-forward neural networks) to
a standard three layered feed-forward network and train them by means of back
propagation. We compare these network models in their prediction accuracy on
a test set composed of the remaining T = 72 observations (6 hours). The results,
as described in Tab. 1, show that sigmoidal feed-forward neural networks are the
models that better predict all the responses [10,25].

Table 1. Predictive performance metrics of sigmoidal and radial basis neural networks
and Elman networks on a 6 hours prediction. In bold the best results obtained for each
response. Standard deviations are presented in brackets.

Method
y1 y2 (PMV) y3 (DGI)

MAE MAPE MAE MAPE MAE MAPE

Sigmoidal FFN 0.07 (0.04) � 0(� 0) � 0 (� 0) � 0 (� 0) � 0 (� 0) � 0 (� 0)
Radial BFN 11.58 (0.17) 0.08(� 0) 0.51 (0.20) 0.79(0.20) 3.35 (0.23) 5.10 (1.28)
Elman N 0.40 (0.17) � 0(� 0) 0.08 (0.05) 0.14 (0.13) 0.21 (0.09) 0.32 (0.18)

Our approach based on sigmoidal feed-forward neural network gives very good
predictions since all the criteria are equal or very close to 0. The sigmoidal feed-
forward results exhibit also better performances in comparison with the results
obtained using radial basis function network and Elman Network. We present
in Fig. 2 the predicted responses in comparison with the actual values recorded
by the sensors (Figure 2 presents only the subsample of the last 12 hours in
order to make the plots easier to read). We notice that the predicted values for
the three responses are very close to the actual real values. In particular we can
notice that the prediction of y2 and y3 (Figs. 2b and 2c ) perfectly overlaps the
observed values, while only a very small difference can be noticed in Fig. 2a for
the prediction of y1.
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Fig. 2. Comparison between observed and predicted values for the last 12 recorded
hours of the three responses: (a) The Total Electric Power consumption, (b)The Pre-
dicted Mean Vote, and (c) The Daylight Glare Index.
Black lines describe the observed values recorded by sensors and red lines describe the
predicted values of the sigmoidal feed-forward neural network.
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Abstract. This research aimed to assess individual’s abilities in decoding 
emotional vocal expressions according to attachment styles and Narrative 
Identities. To this aims 30 students (15 females, 15 males; mean age = 21.4 ± 
2.47) were recruited at the Second University of Naples (Italy) and underwent 
an emotional-voice-decoding task after being tested through the “Experience in 
Close Relationships” (ECR) and Personality Meaning (PMQ) Questionnaire to 
assess their attachment styles and Narrative Identities. The results showed that 
Outward subjects were more accurate in decoding joy and surprise especially in 
the group of individuals with an Insecure attachment style, suggesting that 
emotional regulation dynamics and attachment parameters shape the ways 
individuals develop their ability to decode other emotional feelings. 

Keywords: Emotional vocal expressions, emotional voice decoding, attachment 
style, Narrative Identities. 

1 Introduction 

The human capacity to recognize emotions is considered a fundamental innate activity 
for social communication and survival [1]. In the abundant literature that covers the 
factors at the basis of this ability, the role of attachment style is of significant interest. 
The Attachment theory hypothesizes that Secure individuals have a greater capacity to 
recognize emotions when compared to those individuals that are Insecure [2]. 
Insecure individual demonstrate particular difficulty especially in identifying negative 
emotions such as sadness [3,4]. However, to date, the research offers contrasting 
results that do not allow for an unequivocal explanation. Secure individuals are not 
always the most able in recognizing emotions, and there is not always an agreement 
on which attachment style is the less accurate in this task [5]. For example, the Fearful 
attachment style, in some studies [6] is associated with a poor ability to recognize 
emotions. However, according to other authors it is the second most accurate closely 
behind the Secure attachment style [7].  

                                                           
* The names of the authors are in alphabetic order since each made a significant contribution to 

the research reported. 
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In this context, what has been neglected by current research investigations is the 
influence the Narrative Identity theory may play on the individual’s attachment styles 
and her/his ability to recognize emotions [8,9,10,11].  

The Narrative Identity theory was proposed in the context of the post-rationalist 
cognitive theory in order to “mediate between the continuous aspect of identity and 
the variable….of personal experience” (from [12], page 261).  

According to this theory, the process of creating a Narrative Identity depends on both 
emotional regulation dynamics [13] and attachment parameters, in terms of the ways 
individuals develop their own emotional experiences shaped in turn by their attachment 
styles [14]. On the basis of this framework, individuals can be grouped into two basic 
categories of constructing identity: "Outward" or "Inward" (Narrative) Identity according 
to their ability to anticipate parental responses to their affective requests during 
childhood. For Inward individuals the ability to foresee the nature of the affective 
exchanges is quite apart from the quality and efficacy of the relationship with the 
caregiver. Outward individuals are capable of understanding their emotions by exploiting 
the same cognitive processes they exploit to understand situations and emotional 
responses of the caregiver. These basic identities differ in the regulation of emotional and 
cognitive processes: the Inward individuals are more focused on their inner experience 
whereas the Outward ones are more focused on external referential contexts.  

Emotional voices are considered relevant signals/signs to understand other 
people’s emotional states playing an important role in social interactions [15].  

In the light of the above considerations, the present work hypothesizes that an 
individual with different attachment styles and Narrative Identities will show 
significant differences in her/his ability to decode emotional voices. 

The hypothesis to be tested are:  

• Secure subjects are more accurate than Insecure ones in decoding vocal emotional 
expressions; 
• Inward/Outward Identities will play a role on the individuals’ ability to recognize 
vocal emotional expressions. Outward individuals will be more accurate than Inward 
ones; 
• There can be possible interactions between attachment styles and Narrative 
Identities. 

2 Method 

2.1 Participants 

A sample of 30 subjects, equally balanced by gender and aged between 18 and 29 
years was recruited at the Second University of Naples (Italy). The subjects (15 
males, 15 females) with a mean age of 21.4 years (SD= 2.47) are mainly students at 
the Department of Psychology (76.7 %), and others departments (23.3%). 
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2.2 Experimental Tools 

Attachment. The participants' attachment style was assessed by using the 
“Experience in Close Relationships” (ECR) questionnaire proposed by [16] and 
standardized for the Italian population by [17,18].  

Narrative Identities. The individual’s Narrative Identities were assessed through the 
Personality Meaning Questionnaire (PMQ) [19] identifying the key cognitive themes 
characterizing Inward or Outward personalities.  

Vocal Emotional Voice Recognition Task. In order to evaluate the ability to recognize 
emotional feelings from voices, the subjects were asked to listen to a set of 20 emotional 
vocal stimuli associated with five out of the six basic emotions defined by [20]. The 
“emotional voices” were selected by one of the authors from a database of emotional 
voices already assessed and published in literature and details are therein [21,22].  

2.3 Procedure  

Each participant first filled in and signed a consent form providing his/her general 
information and completed the ECR and PMQ questionnaires for assessing the 
attachment style and the Narrative Identity. After filling out the questionnaires, they 
underwent the emotional-voice-decoding task. A suitable neutral setting was created 
in the laboratory, free of distractions and disturbing events. Each participant, after 
being informed of the ongoing experiment, was asked to listen to the emotional 
stimuli, that were randomly presented through headphones and asked to attribute one 
and only one of the following emotional labels: fear, sad, happy, anger, surprise, to 
each of the vocal stimuli listened by crossing the corresponding box on an answer 
grid reporting the five emotional labels. The stimuli were equally balanced among the 
4 different emotion categories with 4 samples (two produced by an actor, two 
produced by an actress) for each emotion. Participants were allowed to listen to the 
stimuli no more than 3 times before selecting their answers. 

2.4 Data Analysis 

To assess the significance of the attachment style on the emotional decoding 
accuracy, an ANOVA analysis was performed with the attachment style as a between 
subject variable (2 levels of attachment Secure/Insecure) and the emotion categories 
as a within subject variable (5 levels for the 5 emotions considered). To assess the 
effects of the Inward/Outward Identity on the emotional decoding accuracy an 
ANOVA analysis was performed with the Narrative Identity as a between subject 
variable (2 levels, Inward/Outward) and emotions as a within subject variable  
(5 levels for the 5 emotions considered). Finally, to assess effects due to interactions 
between attachment styles and Narrative Identities, an ANOVA was performed on the 
percentage of correct emotional labels attributed to the each vocal stimulus by the 
Inward/Outward individuals with Secure and Insecure attachment style.  
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3 Results 

Table 1 illustrates the distribution of attachment style and Narrative Identities among 
the participants. From such data it is possible to observe that 56.7% (n= 17) of the 
participants were Securely attached. Alternatively, 13.3 % (n=4) of the participants in 
the Insecure group were assessed as Avoidant, 26.7% (n=8) as Preoccupied and 3.3 % 
as Fearfully attached. With respect to Narrative Identities, 33.3% (n=10) were 
classified as Inward and 66.7% (n=20) as Outward individuals.  

Table 1. Distribution of the attachment style and Narrative Identities among the participants 

 Attachment style 
 Secure (n=17) Insecure (n=13) 
Gender 8 m, 9 f 7 m, 6 f 
Inward (n=10) 6 4 
Outward (n=20) 11 9 

 
The overall percentages of correct identification obtained by all participants for 

each emotion category are reported as confusion matrices in Tables 2.  

Table 2. The confusion matrix reporting the percentages of accuracy (on the diagonal) in the 
emotional voice decoding task obtained for the entire sample 

Emotion to identify   % 
Answers 

  

 Joy Fear Anger Surprise Sadness 

Joy  80 1.6 0.8 11.7 5.9 

Fear 0.9 90.8 2.5 3.3 2.5 

Anger 0.8 4.2 86.7 0 8.3 

Surprise 4.2 1.6 1.7 90.8 1.7 

Sadness 0 14.2 0.8 4.2 80.8 

3.1 Attachment Style Effects  

A one-way ANOVA was performed to test differences between Secure and Insecure 
subjects in the decoding accuracy of vocal emotional expressions. Results showed no 
significant differences between Secure and Insecure groups in each emotional 
category (joy F(1,30) =3.275, p=n.s.; fear F(1,30) =1.543, p=n.s.; anger F(1,30) 
=.191, p=n.s.; surprise F(1,30) =2.033, p=n.s.; sadness F(1,30) =.755, p=n.s.).  

3.2 Narrative Identities Effects  

Figure 1 displays the means of correct answers (for each emotional category under 
examination) obtained by grouping participants as Inward (white bars) and Outward 
(red bars) individuals. The data highlights a tendency of Outward individuals to 
perform better that Inward ones.  
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Fig. 1. Means of emotion's correct labeling by Inward and Outward individuals 

A deeper analysis performed through a one-way ANOVA showed that Outward 
significantly outperformed Inward individuals only in the recognition of surprise 
(F(1,30) =4.345, p=.046, η2=.1). No significant differences were found in the decoding 
of the remaining emotional categories (joy F(1,30) =2.447, p=n.s.; fear F(1,30) =1.882, 
p=n.s.; anger F(1,30) =.684, p=n.s.; p=n.s.; sadness F(1,30) =1.113, p=n.s.). 

3.3 Attachment Style and Narrative Identities Interaction  

In order to check if the attachment style and Narrative Identities affected the emotion-
decoding task, a 2 x 2 (attachment style [Secure, Insecure] x Narrative Identities 
[Outward, Inward]) mixed analysis of variance (ANOVA) was conducted on each of the 
five emotional categories under examination, using the number of correct answers-to-
emotional-voices as the dependent variable. The ANOVA revealed that Secure 
individuals outperformed Insecure ones in the decoding of joy (F= (3,30) =3.107, 
p=.023, η2=.185) and surprise (F= (3,30) =3.613, p=.038, η2=.155), whereas no effects 
were found for the remaining emotional categories (fear F(3,30) = 1.578, p=n.s.; anger 
F(3,30) =1.036, p=n.s.; sadness F(3,30) =1.142, p=n.s.). In addition, the ANOVA 
revealed that these effects were due to the fact that Insecure-Outward individuals 
significantly outperformed Insecure-Inward ones in the recognition of joy F(3,30) 
=4.063, p=.054, η2=.135), and surprise (F(3,30) =6.563, p=.017, η2=.202). No main 
effects of Narrative Identities were found for the remaining emotional categories (fear 
F(3,30) = 2.565, p=n.s.; anger F(3,30) = 1.108, p=n.s.; sadness F(3,30) = 1.660, p=n.s.). 
This data suggested that Outward subjects were more accurate in decoding joy and 
surprise especially in the group of individuals with an Insecure attachment style.  
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No interaction effects were found between attachment style and Narrative 
Identities for each emotion under examination (joy (F(3,30)= 2.461, p=n.s.; fear 
F(3,30) = 1.017, p=n.s.; anger F(3,30) = 2.251, p=n.s.; surprise F(3,30)= 3.044, 
p=n.s.; sadness F(3,30) = 1.435, p=n.s.). Table 2 illustrates the details of this analysis.  

Table 3. Averaged correct responses and standard deviations (SD) to the emotional vocal 
stimuli obtained by participants with Secure and Insecure attachment styles and 
Inward/Outward Narrative Identities.  

  Attachment style  
  Secure Insecure  
Emotional 
Voices 

Narrative 
Identities 

Mean (SD) Mean (SD) total 

Joy Inward 3.33 (.82) 2.25 (.96) 2.90 (.94) 
 Outward 3.45 (.52) 3.22 (.67) 3.35 (.59) 
 total 3.41 (.62)a 2.92 (.86)b  

Fear Inward 3.67 (.52) 3.00 (1.41) 3.40 (.97) 
 Outward 3.82 (.40) 3.67 (.50) 3.75 (.44) 

 total 3.76 (.44) 3.46 (.88)  
Anger Inward 3.50 (.84) 3.00 (1.41) 3.30 (1.06) 

 Outward 3.36 (.67) 3.78 (.44) 3.55 (.61) 
 total 3.41 (.71) 3.54 (.88)  

Surprise Inward 3.67 (5.16) 2.50 (1.91) 3.20 (1.32)a 
 Outward 3.91 (.30) 3.78 (.44) 3.85(.37)b 
 total 3.82 (.39)a 3.38 (1.19)b  

Sadness Inward 3.33 (.82) 2.50 (1.73) 3.00 (1.25) 
 Outward 3.36 (.67) 3.33 (.50) 3.35 (.59) 
 total 3.35 (.70) 3.08 (1.04)  

Means with different subscripts within a row or column are significantly different at p<.05. 

4 Conclusions 

This research aimed to assess individual’s abilities in decoding emotional vocal 
expressions according to her/his attachment styles and Narrative Identities. It was 
discovered that Narrative Identities play a significant role, in particular for individuals 
with an Insecure attachment style. This legitimate the theoretical constructs and 
suggests that both emotional regulation dynamics and attachment parameters shape 
the ways individuals develop their own emotional experiences and their ability to 
decode other emotional feelings. These are however, the results of a pilot study. More 
data are needed to increase our understanding on how emotions are decoded and 
relate to the individual's personality style and experience. 
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Abstract. In this study, we investigated how a new food label forms explicit 
and implicit attitudes toward a product, and through which processes, these 
attitudes influence consumer behaviours. To this aim, 215 adults (85% female) 
implicitly and explicitly evaluated labels representing two products: water and 
chocolate. The labels were presented either in basic form or as having one of 
four additional symbols representing, respectively, the origin of the product, the 
respect of the environment, the wellness information, and the shelf life. Results 
showed that the additional symbolic information creates more of a negative 
implicit impression but more of a positive explicit attitude toward the products 
than the basic label does. Moreover, the analysis showed that for the chocolate 
only were both implicit and explicit reactions critical in driving the approach 
behaviour toward that food. The theoretical implications of these results are 
discussed. 

Keywords: Consumer psychology, Implicit evaluations, First impression,  
SC-IAT, Approach behaviours. 

1 Introduction 

One of the most relevant problems for food makers is to create a label that 
immediately and efficiently communicates their products’ specific features, driving 
users to positive approach behaviours and ultimately to purchasing decisions. The 
choice of the label is even more crucial if the product and brand are new for 
consumers. Indeed, in this case, the consumer behaviour cannot be driven by previous 
knowledge or experiences of the product or the brand [1], and so it is mainly 
determined by the individuals’ attitudes toward information presented on the label [2]. 

The relationship between attitudes and behaviours has been widely investigated. 
According to the Theory of Planned Behaviour [3], attitudes, subjective norms, and 
perceived behavioural control influence individuals’ intentions and behaviours.  
A more recent dual process model, the Motivation and Opportunity as DEterminants 
(MODE) [4], specifies that attitudes can also guide behaviours in a spontaneous and 
automatic manner, out of individual awareness. Indeed, the MODE model [4] 
assumes that the brain processes information through two operating systems: the 
spontaneous and the deliberative. The former is a top-down cognitive process, 
automatically activated by the memory upon the individual’s encountering the attitude 
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object; the latter is a bottom-up process, based on a cognitive effort to evaluate the 
target object in order to compare and to adopt different behavioural alternatives.  
A better understanding of how people implicitly and explicitly evaluate a target would 
explicate the subsequent decision-making process and help in predicting individuals’ 
behaviours toward an evaluated target [3,4]; see also [5,6,7,8,9]. Several studies have 
been conducted in different research fields, such as political psychology [10,11], 
economy, and consumer psychology [1,2],[12,13,14,15]. These studies all show that 
implicit reactions influence behaviours over and above the explicit attitude. 

For example, a study on drinking behaviours showed that implicit attitudes toward 
some traditional brands (such as Coca Cola or Pepsi) can be used to predict 
consumers’ choices and consequent uses [1]. The brands in the study were well-
known and thus the automatic evaluations were probably shaped by the consumers’ 
past experiences. In addition, an investigation into the role of both impulsive and 
reflective evaluations toward a new clothing brand [2] showed that emotional, 
implicit, and explicit evaluations (whose effects are mediated by intentions) affect 
approach behaviours. In the latter case, the automatic evaluation was not a 
consequence of the experience with the product or brand, but it was tied to graphical 
and perceptual cues owned by the label. The automatic evaluation was, in fact, a first 
impression [2],[12]. 

Given the scarce research on the influence of implicit reactions toward a new label 
on individual approach behaviours, we conducted an experimental study in which we 
presented to participants some never-before-seen labels of foods (in our case water 
and chocolate) and then observed their reactions in terms of implicit and explicit 
attitudes, intentions to buy the product, interest in it, and tasting behaviours. We chose 
water and chocolate since they represent two different categories of food: the first is 
regarded as essential and vital (a primary need), the second as a desire or pleasure 
(almost secondary). In fact, being thirsty means essentially wanting to satisfy the need 
of drinking water, while being hungry does not have to do with the will to eat 
chocolate. The food labels were presented to participants either basic or paired with 
one of four different symbols representing the geographical origins of the product, the 
respect for the environment and workers in manufacturing it, wellness, and shelf life. 

The first scope of the study was to compare the participants’ implicit and explicit 
reactions to the basic labels with their reactions to the labels presented with one of the 
four abovementioned additional symbols. We expected differences between the 
implicit and explicit reactions given that automatic mechanisms work better with few 
visual cues and less semantic information [1,2,3,4,5,6,7]. The second scope of the 
present study was to evaluate the role of explicit and implicit attitudes, the intention to 
buy the food, and the interest in the products in predicting the participants’ tasting 
behaviours. We introduced the interest in the product, since we hypothesized that 
never-before-seen brands’ labels might raise curiosity and interest rather than a firm 
intention to buy the food. In line with other studies [1,2],[12,13,14,15], we expected a 
strong and positive effect of the implicit reaction on the tasting behaviour, over and 
above the explicit reactions. That is, we expected that irrespective of the explicit 
evaluations, the immediate implicit reaction toward the label would work in a strong 
and independent way in predicting the tasting behaviour. 
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2 Method 

2.1 Sample 

A total of 215 first year undergraduate university students (183 females, 32 males) 
participated in a within-subject design experiment. Their ages ranged from 18 to 43 
years (M=19.87, SD=3.05). All the participants were tested individually in sessions 
lasting about 45 minutes each. 

2.2 Procedure 

At their arrival, each participant was welcomed and given instructions about the 
experiment, and then we trained them on the meanings of the new labels and the 
symbolic information. The real experiment consisted of two phases. In the first phase, 
participants were submitted to a computerized task, implemented with the Inquisit 3.0 
software [16]. 

The computerized task was divided into three trials. The implicit reaction to the 
label, the explicit attitude toward the label, and the intention to buy the products were 
collected in the first, second, and third trials, respectively. For each trial, participants 
were presented six targets: two labels presented alone, one relative to water and one to 
chocolate, and four labels paired with one symbol each. Both the basic labels and the 
labels with symbols were new and unknown to each participant. Symbols represented 
a feature of the manufacturing of the food: the geographical origins (O), the respect of 
the environment and the workers (R), the wellness information (W), and the shelf life 
(S) (see Fig. 1). Each participant evaluated two labels with symbolic information for 
the water and two for the chocolate, for a total of four labels with symbols. Labels and 
symbols were randomly paired for each participant. 

The stimuli (first the basic labels and then the labels with symbols) and the trials 
(first the implicit measure, then two measures of the explicit attitude, and the 
intention; see below) were presented in a blocked order to investigate how the basic 
labels or the labels with symbolic information influenced subjective reactions and/or 
intentions toward the products, and to avoid any influence of the explicit task on the 
implicit measures. 

In the second phase of the experiment, participants were presented some fliers and 
samples of the products (water and chocolate) and were invited to pick up fliers and to 
taste the products. After the second phase, participants were debriefed and thanked. 

2.3 Measures 

Implicit Reaction toward Labels and Symbols. To evaluate the implicit reactions 
toward each basic label and each label with a symbol, the Single Category Implicit 
Association Test (SC-IAT) [2],[17] was administered. Participants completed six 
different SC-IATs, each one with a different target: the new labels of water and 
chocolate, two labels with symbols for the water, and two labels with symbols for the 
chocolate. To administer the SC-IATs, we defined ten different attribute categories 
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each for the positive (positive, joy, beauty, happy, heaven, present, pleasant, friend, 
laughing, loving) and the negative (negative, pain, ugly, sad, hell, disaster, unpleasant, 
enemy, crying, hating) dimensions (Cronbach's αs > .71). For each SC-IAT, we 
computed a single score that expressed the implicit evaluation of the target: negative 
values indicated a negative implicit attitude, values around 0 indicated a neutral 
reaction, and positive values indicated a positive implicit attitude. 

 

Labels 

Labels with symbolic information 

Target Origin [O] Respect [R] Wellness [W] Shelf life [S] 

Water 

  

Chocolate 

  

Fig. 1. Labels according to “basic” and “with symbolic information” as a function of the target 

Explicit Attitude toward Basic Labels and Labels with Symbols. To evaluate the 
explicit attitudes toward the basic labels and the labels with symbols, a Semantic 
Differential scale [18] and the Warmth and Competence Rating Scale (WCS; from the 
Stereotype Content Model [19]) were administered. 

For the semantic differential, respondents evaluated each stimulus using fifteen 
bipolar couples of adjectives on a seven-point scale, from 0 = completely negative to 
6 = completely positive (Cronbach's αs > .85). As regards the WCS, participants 
evaluated the targets using fourteen adjectives on an eleven-point scale, from 0 = “not 
at all” to 10 = “completely” (Cronbach's αs > .90). 

Each participant completed six semantic differentials and six WCSs, with the same 
stimuli used for the implicit measures (see above for the procedures). 

Intention to Buy the Product. At the end of the computerized task, we evaluated the 
participants’ intention to buy the product by an ad hoc five-item scale. The items 
asked participants if they were interested in knowing which shops sell the product, if 
they had the intention to buy the product, etc., on an eleven-point rating scale, from 0 
= “not at all” to 10 = “completely” (Cronbach's αs > .90). Participants completed this 
scale six times, each time evaluating a different stimulus. 

Interest in the Product and Tasting Behaviour. In the second phase of the 
experimental procedure, two different participant behaviours were observed: interest 
and taste. 
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Given that participants were presented with fliers about the product and invited to 
pick them up, the interest in the product was measured by their behaviour of taking or 
not taking the fliers. For tasting behaviour, participants were invited to taste some 
samples of the products, and their behaviour (tasting or not) was coded by two 
independent observers (Cohen's ks > .90). 

2.4 Data Analysis 

Principal-component factor analyses were preliminarily executed on the two explicit 
attitude scales (Semantic Differential and WCS). In both cases the single factor 
solution was preferred because it explained more than 50% of the variance; therefore, 
a single factor score was computed for each dimension and used in the analysis. 

To compare reactions toward to the basic labels with reactions to the labels with 
one of the four symbols, paired sample t-tests (α=.05) were conducted on implicit and 
explicit attitudes, and the intention to buy the product. 

To investigate if the water- or chocolate-tasting behaviours (a dichotomous 
dependent variable) were predicted by the implicit or explicit reactions toward new 
food labels, and/or by intention and interest, we executed two four-step hierarchical 
logistic regressions, one for the water and one for the chocolate. In the first step, the 
implicit reaction was examined, and then the two explicit evaluations (step 2), the 
intention (step 3), and the interest (step 4) were added to the model separately. 
Finally, blocks with two-way, three-way, four-way, and five-way effects were used in 
testing interactions. 

3 Results 

3.1 Comparison between Labels According to “Basic Labels” and “Labels 
with Symbols” 

The water t-tests showed that the labels with the symbols elicited different evaluations 
from the basic labels: a) for the implicit measure, participants evaluated more 
negatively the labels with symbols “O”, “R”, and “W” than they did the basic labels; 
b) for the semantic differential scale, participants evaluated more positively the labels 
with symbols “O”, “R”, and “W” than they did the basic labels; c) for the WCS, 
participants evaluated more positively all the labels with symbols than they did the 
basic labels; d) for the intention, participants showed a stronger intention to buy the 
product when the labels were presented with symbols than when the labels were basic 
(see Table 1). 
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Table 1. Mean values (SD) and paired t-tests (α = .05) for the water labels, as a function of 
labels and measures. °“Origin” [O]; “Respect” [R]; “Wellness” [W]; “Shelf life” [S]; *p < .05; 
**p < .01; ***p < .001. 

 Stimulus   
 Basic Label Label with [symbol]°   
Measures M (SD) M (SD) df t 

Implicit 

0.25 (0.40) [O] 0.15 (0.35) 108 2.21* 
0.22 (0.40) [R] 0.10 (0.35) 104 2.65** 
0.27 (0.37) [W] 0.17 (0.33) 94 2.01* 
0.21 (0.36) [S] 0.15 (0.31) 98 1.22 

Explicit 
(Differential) 

46.71 (13.47) [O] 49.04 (13.10) 113 -3.62*** 
46.56 (14.14) [R] 48.80 (13.14) 106 -2.26* 
47.59 (13.25) [W] 51.63 (11.51) 96 -4.95*** 
45.01 (13.42) [S] 42.54 (14.01) 103 1.97 

Explicit (WCS) 

60.28 (35.00) [O] 73.44 (33.41) 113 -6.23*** 
62.05 (40.31) [R] 80.62 (38.56) 106 -6.91*** 
64.43 (36.39) [W] 76.96 (35.54) 100 -5.25*** 
60.62 (38.10) [S] 68.85 (35.68) 103 -3.13** 

Intention 

21.51 (12.34) [O] 26.63 (12.30) 111 -6.44*** 
22.10 (13.74) [R] 32.63 (12.91) 108 -9.12*** 
21.33 (12.92) [W] 30.72 (13.14) 100 -7.61*** 
21.27 (12.83) [S] 23.80 (13.31) 103 -2.59* 

The chocolate t-tests also showed that the labels with symbols elicited different 
evaluations than did the basic labels: a) for the implicit measure, participants 
evaluated more negatively the label with the symbol “W” than they did the basic 
label; b) for the semantic differential scale, participants evaluated more positively the 
labels with symbols “R” and “W”, but more negatively the label with the symbol “S”, 
than they did the basic labels; c) for the WCS, participants evaluated more positively 
all the labels with symbols than they did the basic labels; d) for the intention, 
participants showed a stronger intention to buy the product when the symbols “O”, 
“R”, and “W” were present on the label than they did for the basic label (see Table 2). 

3.2 Relation between Implicit and Explicit Attitudes, Purchasing 
Intention/Interest, and Taste 

Regarding the water, no model showed significant effects or interactions. However, 
the logistic regression on the chocolate showed significant effects among the 
predictors, with a final Nagelkerke index of R2=.16 (see Table 3). Results showed that 
implicit reaction, semantic differential scale, and interest predicted, in an additive and 
independent way, the chocolate-tasting behaviour. The final model predicted correctly 
84.9% of the non-tasting behaviour and 33.3% of the tasting behaviour. Data showed 
that positive explicit or implicit attitudes were associated with a higher percentage of 
tasting behaviours, and showed that the higher the interest, the higher the percentage 
in the tasting behaviour. 
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Table 2. Mean values (SD) and paired t-tests (α = .05) for the chocolate labels, as a function of 
labels and measures. °“Origin” [O]; “Respect” [R]; “Wellness” [W]; “Shelf life” [S]; *p < .05; 
**p < .01; *** p < .001. 

 Stimulus   
 Label by basic Label with [symbol]°   
Measures M(SD) M(SD) df t 

Implicit 

0.19 (0.37) [O] 0.11 (0.35) 97 1.41 
0.10 (0.38) [R] 0.07 (0.37) 104 0.80 
0.16 (0.39) [W] 0.07 (0.34) 111 2.02* 
0.11 (0.39) [S] 0.13 (0.37) 108 -0.29 

Explicit 
(Differential) 

46.60 (11.71) [O] 47.65 (11.37) 98 -0.94 
47.66 (10.96) [R] 50.32 (10.04) 105 -3.22** 
47.03 (11.27) [W] 49.04 (11.26) 111 -2.49* 
47.93 (10.81) [S] 45.89 (12.00) 106 3.41** 

Explicit (WCS) 

61.33 (38.48) [O] 71.81 (39.12) 98 -4.88*** 
64.50 (36.24) [R] 80.65 (33.26) 104 -6.31*** 
59.07 (35.06) [W] 72.70 (34.35) 111 -4.84*** 
65.14 (35.09) [S] 70.28 (34.74) 108 -2.59* 

Intention 

27.61 (13.92) [O] 34.84 (11.09) 98 -6.49*** 
26.22 (12.65) [R] 33.74 (11.00) 105 -7.26*** 
26.78 (13.72) [W] 35.88 (12.15) 111 -8.21*** 
27.68 (13.41) [S] 28.37 (13.17) 108 -0.75 

Table 3. Hierarchical logistic regression for the chocolate, with tasting behaviour as dependent 
variable, and implicit evaluation (step 1), explicit evaluations (step 2), intention (step 3), and 
interest (step 4) as predictor variables. *p < .05; **p < .01; ***p < .001 

Steps Measures B SE Exp(B) X2
Block df X2

Model df R2 
1 Implicit 0.32 0.15 1.38* 4.52* 1 4.52* 1 .03 

2 Implicit 0.34 0.16 1.41* 9.96** 2 14.48** 3 .10 

Explicit (Differential) 0.42 0.17 1.52* 

Explicit (WCS) 0.19 0.16 1.21 

3 Implicit 0.34 0.16 1.40* 0.53 1 15.01** 4 .10 

Explicit (Differential) 0.39 0.18 1.48* 

Explicit (WCS) 0.17 0.17 1.18 

Intention 0.12 0.17 1.13 

4 Implicit 0.32 0.16 1.38* 9.39** 1 24.40*** 5 .16 

Explicit (Differential) 0.43 0.18 1.54* 

Explicit (WCS) 0.13 0.17 1.14 

Intention 0.11 0.17 1.12 

Interest 0.48 0.16 1.61** 

Regarding the interaction effects, only the block of four-way effects was 
significant, X2(5) = 11.75, p < .05. In particular, the “Implicit × Differential × WCS × 
Interest” interaction effect was significant, Exp(B) = 2.63, p < .05. The four-way 
effect confirmed that predictors interact in driving tasting decisions, and it showed 
that the positive effect of the implicit attitude is stronger when there is a negative 
explicit attitude but a positive interest in the product. 
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4 Discussion and Conclusions 

The aims of the present paper were twofold: to investigate the effect of symbolic 
information on new food labels on explicit and implicit reactions toward the product, 
and to examine through which cognitive processes these attitudes influence consumer 
behaviours. 

Results showed that additional symbolic information on labels related to the 
manufacturing of the product influences both emotional and cognitive reactions 
toward water and toward chocolate but in opposite ways. The symbols “origin” (only 
for the water), “respect” (only for the water) and “wellness” (for both the products) 
were implicitly evaluated in a negative way. However, all of the labels with the 
considered symbols were more positively evaluated than were the basic labels in an 
explicit way, and the symbolic information strengthened the consumers’ intention to 
buy the product. A possible interpretation of the contrasting effect of the informative 
labels on the implicit and explicit reactions is that symbolic information needs a deep 
semantic processing behind the one devoted to processing the basic label; therefore, 
they have a positive effect when there is enough time to elaborate on their meaning 
(i.e., in the explicit evaluations), while they have a negative effect when a rapid 
evaluation is requested. In sum, informative symbols can be an obstacle when a first, 
immediate impression of a food is at stake, but they can contribute to a positive 
evaluation of a food when a more reflexive and prolonged judgment is requested. 

Regarding the second aim, the hierarchical logistic regressions confirmed that both 
first, emotion-based reactions to the labels and the cognition-based attitudes toward 
these labels are critical in driving the immediate desire to taste [3,4,5,6,7,8,9]; 
however, this is true for the chocolate and not for the water. That is, the type of 
product moderates this effect. 

In this study we tested the first consuming behaviour toward new water and toward 
chocolate products. Consuming water is a vital need, so people might not be 
influenced by label information to decide whether to taste it. People simply taste 
water when they are thirsty. Indeed, in our study only a small percentage of 
participants tasted the water (19%). This small variance can also explain why the 
model was not verified for this product. On the other hand, chocolate is not a vital 
product. Its use more probably reflects a desire or a pleasure, so the label and its 
effects on participants (first impression, explicit attitude, and interest) become a 
critical element in positively or negatively orienting the consumers’ approaching 
behaviour of tasting. Indeed, in our data, a larger portion of participants (36%) tasted 
the product. 

Regarding the processes that drive the first tasting behaviour, the results on the 
chocolate tests showed that when people see a new product label, the likelihood that 
they will taste the product is a function of both conscious and unconscious processes. 
Indeed, if the label is associated with a positive implicit or explicit reaction or with a 
higher interest in the product, then the percentage of tasting behaviours increases. 
Moreover, if there is a negative explicit attitude but a positive interest in the product, 
the implicit attitude becomes even more critical in driving the tasting behaviour. 
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From a theoretical perspective, our results are in line with the MODE model [4] 
and confirmed that attitudes also guide behaviours in a spontaneous and automatic 
manner. Moreover, the results of this study showed that when consumer behaviour is 
not based on previous knowledge or experience with the product or the brand, the 
influence of the immediate impulsive or reflective reactions depends on the 
characteristics of the food, or rather its being a primary or a secondary food. When 
consuming food corresponds with fulfilling a pleasure, the simple exposure to the 
product label can influence the implicit and explicit evaluations and the interest in the 
product. Then, in turn, the subjective reactions can directly influence the tasting 
behaviour. Interestingly, different from what expected according to the Theory of 
Planned Behaviour [3,4], the interest in the food, not the intention, was the proximal 
predictor of the tasting behaviour. A possible explanation of this effect could be that 
the intention has to be based on some experience with the brand or the product to be a 
proximal predictor of the tasting behaviour [1]. In our study, participants observed 
new labels, so they did not have enough time or experience with the brand or the 
product to consolidate a clear intention toward it. Therefore, we suggest that a new 
label of an unknown brand might act on the curiosity and the interest more than the 
intention. 

In sum, this experimental study confirms the role of explicit and implicit reactions 
in orienting short-term tasting behaviours (i.e., when the consumer choice 
immediately follows the presentation of targets). Further studies with more 
participants and balanced by sex should replicate our results and investigate explicit 
and implicit immediate reactions in predicting long-term consumer behaviours. 
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Abstract. This study aims at exploring the coordination of linguistic features 
(markers and repairs) with hand gestures, assuming that this concerns rhythm 
and cohesion of the discourse, rather than the semantic content. Two 
independent observers coded a sample of 29 broadcasts “Tribuna Politica” (10h 
28m) during the campaign of 2004 European elections in Italy. Descriptive data 
showed that: meta-textual markers were used more than interactive ones; 
repairs were equally subdivided into modifications and repetitions; 
conversational gestures (i.e., rhythmic and cohesive) and adaptors were used 
more than ideational gestures. Correlations between markers/repairs and 
gestures revealed that these linguistic features are prevalently associated to 
conversational gestures and adaptors. Probably, when the conversation is fluid, 
markers and repairs are coordinated with conversational gestures in order to 
accompany the flow of speech; when the conversation is blocked, they are 
coordinated with adaptors in order to re-establish the previous flow. 

Keywords: Political speech, Nonverbal behavior, Markers, Repairs, Hand 
gestures, Television interviews. 

1 Introduction 

The persuasiveness of a political discourse is paramount in the modern democracy, 
where the use of an effective speech helps politicians to gain the approval of electorate. 
The importance of studying the characteristics that make the political speech persuasive 
is linked to the large diffusion of media. In particular, the television is the tool through 
which politicians present themselves to their potential electors [1-5]. 

Several verbal and non-verbal features (for example, rhetoric, intonation, body 
movements, face expressions, etc.) contribute to make the communication effective 
during the television interviews. Thus, studying how verbal and non-verbal elements 
are associated and which functions they accomplish, favors the comprehension of the 
dynamics that make the political speech persuasive. Above all, the combination of 
aspects with similar functions improves the power of communication, increasing its 
impact on audience. For example, hand gestures are closely related to intonation and 
rhetorical strategies in order to give rise to the audience applause [6]. 
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The present contribution aims at exploring the coordination between verbal and 
non-verbal elements into the politicians’ television performances during the campaign 
of 2004 European elections in Italy. Specifically, we investigated the association of 
markers and repairs with hand gestures, in order to verify whether this coordination 
concerns rhythm and cohesion of the speech, rather than the semantic content. 

1.1 Markers, Repairs and Hand Gestures 

Verbal and non-verbal elements are often coordinated in speech. Here, we consider 
three elements with similar functions: markers, repairs and hand gestures. 

As regards markers, they are words partly deprived of their original meaning. They 
favor the correct interpretation of a sentence, without contributing to the propositional 
meaning of it. Bazzanella [7-8] provided a useful linguistic framework where markers 
have two general functions, interactive and meta-textual. Interactive markers 
underline a shared background with the interlocutor, strengthening perception of 
social cohesion. Meta-textual markers concern the articulation of speech contents. 
Redeker [9] proposed a similar categorization, distinguishing pragmatic (playing an 
interpersonal function) and ideational markers (linked to the discourse elaboration). 

Interactive markers [7-8] are distinguished into: a) turn management (turn taking, 
turn maintenance and handover); b) attention requests; c) phatisms and modulation 
mechanisms. Turn taking signals (e.g., so, then, therefore, well) are used to obtain the 
turn; turn maintenance cues to keep the turn; handover signals to indicate that the turn 
is finished and a new interlocutor is going to be selected. Attention requests (e.g., hey, 
listen, look) are used to capture attention of the interlocutor. Phatisms (e.g., friend, my 
dear, as you know) have a cohesive function; modulation mechanisms modify the 
impact of semantic content, for example expressing uncertainty or mitigating 
disagreement. 

Meta-textual markers [7-8] include: a) demarkers; b) focalisers; c) reformulations 
(paraphrases, corrections and exemplifications). Demarkers (e.g., in short, in sum, 
however, nonetheless) give cohesion to the different parts of speech, indicating a 
change of topic. Focalisers (e.g., exactly, so there) highlight the main elements of a 
discourse, focusing the interlocutor’s attention on them. Paraphrases (e.g., that is, I 
mean) are used to make the correspondence between a first formulation and its 
reformulation explicit; corrections (e.g., no, on the contrary) to substitute an incorrect 
term; exemplifications (e.g., let’s say, for example) to make a point of view more 
explicit. 

As regards repairs, they are corrections acted by the speaker to rephrase a 
problematic piece of the discourse. They can be interpreted as indicators of 
uncertainty or, on the contrary, used to emphasize a part of the speech. Moreover, 
they can be started by the speaker (self-inducted) or solicited by the interlocutor 
(hetero-inducted). 

The repairs are distinguished into: 1) modifications, used when the speakers start 
their turn, but they stop before the conclusion, in order to modify a part of it; 2) 
repetitions, when some words or a whole sentence are formally repeated. 
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As regards the non-verbal feature considered here – hand gestures – they are 
unanimously considered a relevant aspect of the communicative process, in 
coordination with the verbal elements. Several functions have been traditionally 
assigned to them, such as giving rhythm and cohesion to the speech, illustrating into 
the space concepts verbally expressed or satisfying psychological needs [10-13]. 
Unifying a wide, heterogeneous literature, Maricchiolo and collaborators [13] 
proposed a classification system based on a single criterion: the presence (or not) of a 
link with the speech. This taxonomy includes: 1) rhythmic; 2) cohesive; 3) ideational; 
4) adaptors. 

Rhythmic and cohesive (hank, weaving, star, whirlpool, brush, pincers and pliers) 
are conversational gestures, referring to the structure of speech and contributing to 
give coherence and continuity to it [12]. Ideational gestures (emblems and illustrators, 
the latter subdivided into iconics, metaphorics and deictics) refer to the semantic 
content of speech. Adaptors are not linked to the speech, neither its structure nor its 
content, and include: a) hetero-addressed (object, person); b) self-addressed. 

1.2 Examples of Coordination between Verbal and Non-verbal Features 

Verbal elements often overlap to non-verbal cues with a similar function. In the 
following excerpt from our corpus data, a “modification” (subtype of the repairs) is 
coordinated with a “whirlpool” (subtype of the cohesive gestures). This linguistic 
feature signals an obstacle in the communicative performance and the whirlpool helps 
to recover continuity of the discourse. 

Excerpt from Tribuna Politica (31st May, 2004), Annamaria Baccarelli interviews Giuseppe Pizza 
(DC-Paese Nuovo). 
Pizza: We have declared and still declare our friendship with the U.S., but we cannot agree with this 

unilatism–unilateralism, mortifying the natural political role of Europe. 
Abbiamo professato e continuiamo a professare l’amicizia con gli Stati Uniti, ma non possiamo 
essere d’accordo con quest’unilaterismo-unilateralismo, che mortifica il ruolo politico naturale 
dell’Europa. 

In the next excerpt, a “repetition” (the other subtype of repairs) is coordinated with 
a “metaphoric” gesture (subtype of the ideational gestures). This linguistic feature is 
often associated with this category of gestures, probably because both aim at 
underlining specific elements of the speech. 

Excerpt from Tribuna Politica (3rd June, 2004), Simona Sala interviews Carlo Fatuzzo (Partito 
Pensionati). 
Fatuzzo: This Maroni reform unfortunately is also a killing-pension reform, meaning that everyone has to 

work three years longer to have the pension and this is unfair, because who worked and paid 
have to get back their own money whenever they want and don’t-and don’t pay when they have 
to pay and don’t have their own money back when they get to the retirement age. 
Questa riforma Maroni è purtroppo anche questa una riforma ammazza pensioni, significa che 
si deve lavorare tutti tre anni di più per avere la pensione e questo non è giusto perché chi ha 
lavorato e pagato deve riavere i propri soldi quando vuole e non-e non pagare quando si deve 
pagare e non prendere i soldi che sono suoi quando è arrivata l’età della pensione. 
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Verbal and non-verbal elements contribute to give coherence, making the 
communicative exchange understandable. When the message is meant to be 
persuasive, they can be coordinated in order to strengthen their peculiar functions, as 
showed in the examples above. 

This study aims at exploring the most frequent patterns of coordination between 
two linguistic features (markers and repairs) and hand gestures employed by 
politicians during the interviews preceding 2004 European Elections, in order to 
verify whether this coordination concerns more with rhythm and cohesion of the 
discourse, rather than with the semantic content. 

2 Method 

2.1 Sample 

Twenty-nine political interviews broadcasted by “Tribuna Politica” during the Italian 
campaign for 2004 European elections, from May 21st and June 10th, were video-
recorded. The whole duration is 10h 28m, for a total of 358 markers and/or repairs. 

2.2 Observation Procedure and Category Systems 

Two independent observers first transcribed and then coded the interviews following 
three category systems (below described): markers, repairs and hand gestures. 

Occurrence of markers and repairs was registered, together with the concurrent 
hand gestures. Therefore, the observer coded the whole markers and repairs in the 
interviews, but only the gestures executed (or not executed) in co-occurrence with 
these linguistic features. The aim of the present study, in fact, was to explore the 
coordination between verbal and non-verbal elements, and not their simple 
distribution. 

Markers (Cohen’s k=.90) are: 1) interactive; 2) meta-textual. Interactive markers 
include: turn management (turn taking, turn maintenance and handover); attention 
requests; phatisms and modulation mechanisms. Meta-textual markers are: demarkers; 
focalisers; reformulations (paraphrases, corrections and exemplifications). 

Repairs (k=.98) include: 1) modifications; 2) repetitions. 
Hand gestures (k=.88) are: 1) rhythmic; 2) cohesive; 3) ideational; 4) adaptors. 

Cohesive gestures include: hank; weaving; star; whirlpool; brush; pincers; pliers. 
Ideational gestures include: emblems; illustrators (iconics, metaphorics and deictics). 
Adaptors are: hetero-addressed (object, person); self-addressed. 
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2.3 Coding Procedures and Data Analyses 

The video-recorded material was observed, transcribed and codified following these 
three category systems. 

Occurrences of markers and repairs, as well as co-occurrences of hand gestures, 
were reported in a file .doc and then saved in a SDIS format (Sequential Data 
Interchange Standard; [14]), in order to obtain descriptive data. 

Afterwards, this file was imported in SPSS to compute correlations between 
markers/repairs and concurrent gestures by Pearson’s coefficient. 

3 Results 

3.1 Descriptive Data 

We identified 358 linguistic elements: 248 markers (among them, 24% interactive, 
76% meta-textual) and 110 repairs, almost equally subdivided into modifications and 
repetitions (48% and 52%). In Table 1, more details about the distribution of markers 
subtypes are presented. 

Table 1. Distribution of markers 

Markers Frequency Percentage 
Turn Taking 17 6.85% 
Turn Maintenance 13 5.24% 
Handover 5 2.02% 
Attention requests 0 .00% 
Phatisms 1 .40% 
Modulation mechanisms 24 9.68% 
Interactive 60 24.19% 
Demarkers 77 31.05% 
Focalisers 46 18.55% 
Paraphrases 26 10.48% 
Corrections 8 3.23% 
Exemplifications  31 12.50% 
Meta-textual 188 75.81% 
Total 248 100.00% 

Among the linguistic elements coded, only 10% (36 out of 358) were not 
accompanied by gestures. Among these 322 concurrent gestures, we found: 36% 
rhythmic, 31% cohesive, 23% adaptors, and only 6% ideational. In Table 2, more 
details about the distribution of gestures subtypes are presented. 
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Table 2. Distribution of concurrent gestures 

Hand gestures Frequency Percentage  
Rhythmic 117 36.34%  
Hank 3 .93%  
Weaving 2 .62%  
Star 11 3.42%  
Whirlpool 13 4.04%  
Brush 9 2.80%  
Pincers 55 17.08%  
Pliers 7 2.17%  
Cohesive 100 31.06%  
Emblems 8 2.48%  
Iconics 2 .62%  
Metaphorics 8 2.48%  
Deictics 5 1.55%  
Ideational 23 7.14%  
Object-adaptors 58 18.01%  
Person-adaptors 1 .31%  
Self-adaptors 23 7.14%  
Adaptors 82 25.47%  
Total 322 100.00%  

3.2 Coordination between Markers/Repairs and Hand Gestures 

Interactive markers correlated significantly with: cohesive gestures (r=.40, p<.05); 
adaptors (r=.39, p<.05). 

As regards the subtypes of interactive markers, turn management signals and 
modulation mechanisms showed some significant correlations. Turn management 
cues correlated with cohesive gestures (r=.44, p<.05). Modulation mechanisms 
correlated with the absence of gestures (r=.36, p=.053). 

Meta-textual markers correlated significantly with: rhythmic gestures (r=.57, 
p<.01); cohesive gestures (r=.73, p<.001), in particular with pliers (r=.69, p<.001); 
adaptors (r=.51, p<.01), especially with object-addressed (r=.50, p<.01). 

As regards the subtypes of meta-textual markers, demarkers, focalisers and 
reformulations showed some significant correlations. Demarkers correlated with: 
rhythmic gestures (r=.48, p<.01); adaptors (r=.48, p<.01), in particular with object-
addressed (r=.58, p<.01). Focalisers correlated with: rhythmic gestures (r=.41, 
p<.05); cohesive gestures (r=.60, p<.001), especially with pliers (r=.69, p<.001). 
Reformulations correlated with: rhythmic gestures (r=.67, p<.001); cohesive gestures 
(r=.67, p<.001), in particular with pliers (r=.56, p<.01); adaptors (r=.43, p<.05). 

Modifications correlated significantly with: rhythmic gestures (r=.60, p<.01); 
cohesive gestures (r=.48, p<.01), in particular with pliers (r=.38, p<.05). 
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Repetitions correlated significantly with: rhythmic gestures (r=.48, p<.01); 
ideational gestures (r=.40, p<.05), in particular with metaphorics; adaptors (r=.67, 
p<.001), especially with object- (r=.58, p<.01) and self-addressed (r=.59, p<.01). 

4 Discussion and Conclusions 

The present contribution aimed at exploring the coordination between two verbal 
features (markers, repairs) and one non-verbal element (hand gestures) into the 
politicians’ television performances during the campaign of 2004 European elections. 

As regards the descriptive data about linguistic features, repairs were almost 
equally subdivided into modifications and repetitions, whereas meta-textual markers 
were used much more than interactive ones. 

Therefore, in our sample the majority of markers did not concern relational aspects, 
but the structuring of speech (i.e., the way through which the contents are expressed). 
It should not surprise that relational markers are less used in the context of a broadcast 
like “Tribuna Politica”, where several rules regulate the interactive exchange: for 
example, times are fixed and equally distributed, and alternation of turns almost 
prefixed. 

As regards the descriptive data about hand gestures concurrent to these linguistic 
features, conversational gestures (i.e., rhythmic and cohesive) were used more than 
adaptors, and even more than ideational gestures (only 6%). The percentage of 
ideational gestures is very low if compared with that of studies in which gestures were 
coded with no regard to coordination with linguistic features. In these studies, in fact, 
the distribution shows a frequency of ideational gestures above 50% [15] or at least 
23% [16]. 

Considering that rhythmic and cohesive gestures are the most frequent among the 
gestures concurrent to markers and repairs, probably these linguistic features tend to 
be used more with a conversational aim, which regard essentially the development of 
a well-structured speech (like rhythmic and cohesive gestures), and less with the aim 
to clarify the semantic content (like ideational gestures). In addition, the most 
frequent concurrent gestures, after the conversational ones, were the adaptors. If 
rhythmic and cohesive gestures give rhythm and cohesion to the discourse [12], 
adaptors manifest presumably uncertainty, obstacles and problems [17,18]. 

As regards the correlations between markers/repairs and hand gestures, the specific 
coordination patterns provide further insights regarding the use of these verbal and 
non-verbal elements into the political discourse. 

For interactive markers, the modulation mechanisms were the unique signals 
associated with the absence of gestures. Their modal use has probably enough 
strength also without the reinforcement of a gesture. 

For meta-textual markers, both demarkers and focalisers were coordinated with the 
rhythmic gestures (which give emphasis on a specific point of the speech), whereas 
only the focalisers were associated with the cohesive gestures (which highlight an 
important point of the discourse). Presumably, the tendency of verbal (demarkers, 
focalisers) and non-verbal elements (rhythmic and cohesive gestures) to be used 
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contemporarily, confirm that the combined use of aspects with similar functions 
might improve the power of communication [6]. The association between 
reformulations and adaptors (which express uncertainty), instead, shows that markers 
might be used also when the conversation is temporarily blocked. 

For repairs, both the subtypes were coordinated with rhythmic gestures. However, 
modifications were also correlated with cohesive gestures; repetitions with adaptors 
and ideational gestures (one of the few correlations found for this category). 

In sum, the values of correlations indicate that markers and repairs seem to be 
coordinated more with conversational gestures (rhythmic, cohesive) and adaptors, and 
much less with ideational gestures. In particular, when the conversation is fluid, 
markers and repairs might be coordinated with rhythmic and cohesive gestures in 
order to accompany the flow of speech; when the conversation is blocked, markers 
and repairs might be coordinated with adaptors to restart the previous flow. 

In conclusion, the patterns arisen from the coordination between linguistic features 
of the political discourse and non-verbal behaviors show that the politicians pay great 
attention to the way through which the content is structured. Their aim is to build a 
fluid speech, with basic points to be marked and focused and other moments in which 
re-establishing the previous flow, overcoming difficulties typical of the public 
improvised spoken speech. Although we regard these conclusions as coherent and 
fruitful, we should note as a final comment that they are based on a descriptive and 
correlational study. Future studies should therefore deepen the matter of the 
coordination between verbal and nonverbal features. 
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Abstract. The difficulty in deciding and facing up to uncertainty is not only 
linked to the inadequacy of the architecture of our minds but also to an ‘exter-
nal’ model of uncertainty which does not correspond to the way in which our 
mind naturally functions. New conceptual paradigms and new programmes for 
experimental research are called for in order to redefine the role of internal and 
external restrictions on human action (resources and available information, 
limitations on calculation ability, on the capacity of memory, cognitive styles, 
gender differences and so on). All this should be contemplated in a more gen-
eral theoretical framework – natural logic – based not on metaphysical assump-
tions but on the concrete evidence provided by cognitive neurosciences. 

Keywords: Decision-making, risk, gender differences, biases, uncertainty. 

1 Introduction 

During the 20th century economists and mathematicians went to great lengths to neu-
tralise risk and associated concepts such as uncertainty and unforeseeability. The 
demonstration of the limits of the neoclassical paradigm based on the simple calcula-
tion of costs and benefits made it more difficult to arrive at a scientific evaluation of 
risk and uncertainty. From the seventies onwards a large quantity of theoretical and 
empirical studies have investigated the heuristic principles and cognitive strategies 
which individuals use to deal with risky and uncertain situations. This research has 
shown how the explicative and predictive shortcomings of normative risk analysis 
depend in many respects on undervaluing the continuous interaction between the  
individual and the environment. These are factors which day by day represent signifi-
cant obstacles in decision making (1). Conventionally, when one speaks of uncer-
tainty one refers to situations in which the individual knows the outcomes of the 
choice but not the probabilities involved. The problem of uncertainty is central to the 
study of decision-making processes because the consequences of the actions an  
individual undertakes are often prolonged into the future, and one can never be  
completely sure that the hoped-for outcome will in fact be achieved. Although uncer-
tainty is a key concept in discussions of decision making, there is no real consensus of 
opinion as to its meaning. One can find as many definitions of it as there are ways of 
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approaching it (2). In order to clarify the nature of the uncertainty, (3) identified three 
basic situations: 

 
1. uncertainty is the sense of doubt that blocks or delays action. We can identify 

three essential features in this definition: 1) it is subjective (different people can 
be subject to different doubts in identical situations); 2) it is inclusive (no particu-
lar form of doubt, such as ignorance of future results, is specified); 3) it concep-
tualises uncertainty in terms of its effect on action (hesitation, indecision,  
procrastination). 

2. the uncertainty with which decision makers must cope depends on the model of 
decision making adopted. In other words, models implemented which have dif-
ferent informational requisites will be blocked or delayed by different doubts; 

3. different types of uncertainty can be classified according to their issue (what the 
decision maker is unsure about) and source (what determines the uncertainty).  
The fundamental problems include results, situations and alternatives. As for the 
causes, incomplete information is the most commonly cited cause of uncertainty. 
On occasions, however, decision makers are incapable of acting not so much out 
of lack of information but because they are disoriented by conflicts generated by 
the surfeit of meanings the information gives rise to. Moreover the causes of  
uncertainty are not limited to incomplete information and inadequate comprehen-
sion. Decision makers may be prevented from acting even if they have under-
stood the alternatives perfectly but are unable to differentiate between them. 

2 Risk and Biases 

The concept of uncertainty goes hand in hand with that of risk: a risky situation is al-
ways determined by a certain degree of uncertainty concerning the results of future 
actions.The first scientific study on the perception of risk was carried out by the direc-
tor of the Atomic International Division, Starr. Published in “Science” in 1969 (4), it 
looked at safety in nuclear power stations and proposed a procedure for calculating 
the level of technological risk acceptable to society in view of the attendant social 
benefits. Even though it relied on a mathematical/probabilistic evaluation of risk, the 
results revealed an enormous discrepancy between the objective risk and the percep-
tion on the part of the population. The variant of “social acceptance” soon proved to 
be complex, eluding concrete estimates and classifications, leading researchers to talk 
about different levels of risk. In particular, it was shown that the risks perceived as 
voluntary (such as risks associated with smoking or the failure to prevent certain ill-
nesses) were considered more acceptable and less probable than the risks perceived as 
involuntary or imposed (as for example those of nuclear power stations). Moreover, 
as is shown by Starr’s correlation function (1969), when the events are very familiar, 
objective and perceived risk coincide; as they become less frequent, the perceived risk 
increases unduly; and finally, in cases of extreme rarity, it diminishes unduly. 

Subsequently Starr’s research discussion of risk, which had been restricted to the 
sphere of technological safety, spread to such sectors as psychology and sociology. 



 Making Decisions under Uncertainty Emotions, Risk and Biases 295 

 

Psychology has contributed considerably to risk analysis, progressing from the classic 
concept of the calculation of probabilities of an undesirable event to the concept of 
subjective risk based on perception and individual evaluation. In this line of research 
the most commonly used methodology is known as the psychometric paradigm, pro-
posed by Slovic and his group. The main aim of this research is to identify the mental 
strategies people use in formulating risk assessments. According to Kahneman, Slovic 
and Tversky (5), heuristic judgement often constitutes the only practical way to 
evaluate uncertain elements. In fact, unlike what happens in formal calculus, heuristic 
evaluation of probability is generally based on immediate solutions which do not con-
sider all the factors at stake, but only the peculiar features of the object being evalu-
ated, the way in which the problem has been formulated, the clarity with which the 
situation has been described, the degree of control, the seriousness of the conse-
quences, previous knowledge and experiences and so on. These factors, whether sepa-
rately or in conjunction, influence decision-making behaviour and can easily lead to 
distortions of judgement or biases (6). Among others, particular attention has been 
paid to the following phenomena: 

 
Confirmation bias 
In interpreting events there is a general tendency to attribute little importance to the 
contradictory information or else to only contemplate events which are coherent with 
one’s expectations. We often appear to base our judgement on information that con-
firms our hypotheses rather than the contrary. These affirmations are borne out by the 
well known experiment devised by Wason (7) known as the four-card selection task. 
Participants were shown the following four cards. Each card has a letter on one side 
and a number on the other. Participants were informed of the rule that if a card has a 
vowel on one side, it must have an even number on the other. The task is to say how 
many cards need to be turned over in order to verify whether this rule holds good or 
not. The correct answer, rarely given, is to turn over only two cards: card E and card 
7. In fact, if on the back of E there is an odd number, the rule is false; if on the back 
of 7 there is a vowel, again the rule is false. In other words, any card with a vowel on 
one side and an odd number on the other breaks the rule. On the contrary, opting for 
card 4 and card B, the ones most often chosen by participants, is pointless because the 
rule states “if there is a vowel then there is an even number” and not “only if” there is 
a vowel, so that on the other side of 4 there could be either a vowel or a consonant, 
just as on the other side of B there could be either an odd or an even number. This ex-
periment demonstrates the tendency, very common in inferential tasks, to acquire in-
formation which only goes to confirm a hypothesis, without checking the falsifying 
cases.  

 
Consent heuristic 
The consent heuristic is a cognitive strategy based on the observation that when a rea-
sonably large number of people reach a consensus on the assessment of an event, in-
dividuals taken one by one undergo a sort of psychological pressure and tend to adopt 
the common point of view in a reaction which is gregarious and conformist but ra-
tionally inexplicable. This cognitive strategy is adopted more commonly if the subject 



296 M. Maldonato and S. Dell’Orco 

 

is unfamiliar or there is low motivation or limited possibility of processing the infor-
mation. In the specific context of risk behaviour it has been observed that, if we are 
given information on the preventive behaviour of others, this modifies our intentions 
concerning the use of safety measures in a directly proportional ratio. In a classic ex-
periment, the psychologist Asch (8) asked a group of participants to state whether two 
lines were the same length. All the participants were his accomplices apart from one. 
Asch discovered that it was enough for the other participants to answer in a certain 
way, even if it was patently wrong, for the judgement of the individual whose behav-
iour he was studying to be influenced.  

Illusion of control 
The illusion of control is defined «as an expectancy of a personal success probability 
inappropriately higher than the objective probability would warrant» (9). In other 
words,  people tend to believe that the risks inherent in such behaviour, such as driv-
ing at high speed, can be controlled by their own ability. This betrays an excessive 
and unjustified belief in oneself (overconfidence), since even an expert driver cannot 
control all the factors which contribute to causing a road accident. A series of studies 
was conducted to elucidate this phenomenon. A common example is smoking. Those 
who smoke, in fact, believe they can control their behaviour more than is actually the 
case in real life. Several studies have shown that among occasional smokers only 15% 
believed that over the next 5 years they would become heavy smokers. In reality, 5 
years on about 43% of them had done so, showing a significant over-estimation of 
their ability to control events. Among heavy smokers, on the other hand, about 32% 
believed that over the next 5 years they would still be smoking, and 68% thought they 
would have given up. In reality 5 years on 70% continued to smoke.  

 
Unrealistic optimism 
Unrealistic optimism is closely connected to the illusion of control. It represents the 
difference between what we consider risky for ourselves and what we consider risky 
for others (10). Numerous experiments have shown that this bias derives from two 
dynamics. The first (cognitive) consists in overestimating the number and efficacy of 
the precautions you yourself take with compared to those taken by others. The reason 
is that one’s own behaviour is more readily accessible in one’s memory than that of 
others with the consequence that the evaluation is distorted by a recollection that fa-
vours oneself. The second dynamic (motivational) shows how the individual also uses 
optimistic distortions to safeguard self esteem. If there were no such distortions, in 
fact, we would perceive the risks inherent in consciously dangerous activities – such 
as smoking or driving without a seatbelt – and this would reflect badly on our self im-
age. Interestingly, in some conditions not only does the optimistic bias disappear but 
it is replaced by pessimistic bias (11), a tendency which is apparently correlated to the 
nature of the risk. If, in fact, the optimistic bias characterises risks which are inciden-
tal, potential and familiar, pessimistic bias corresponds to risks perceived as common, 
real and unfamiliar (for example the health effects linked to radiation following a nu-
clear accident). In terms of adaptation, in fact, in the first case an optimistic attitude 
can free us from anxiety and help us to cope more serenely with everyday activities; 
while in the second case one is induced to pay more attention to the risks. 
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Expertise 
Numerous experiments show that the level of expertise - where the term refers not to 
actual experiences of dangerous situations, but to the competence of individuals ac-
quired during their professional activity - generally influences risk evaluation. For ex-
ample, the studies carried out by Klein and colleagues (12) on decision making by 
experts (doctors, fire fighters, pilots and others) have shown how in critical situations 
they tend not to follow normative models, but they “photograph” the current situation 
and act on the grounds of intuition deriving from past experience. A significant ex-
ample is provided by the so-called circumstantial paradigm typical of medical semiot-
ics. It is based not on analytical reasoning but on an intuitive activity enabling the 
medical expert to diagnose pathologies which are inaccessible to direct observation 
on the basis of superficial symptoms that are insignificant to the untrained eye. It is 
one of the gifts of the expert: being able to make a correct diagnosis at a glance, in 
next to no time and with very few elements to go on. In this type of knowledge there 
are imponderable elements which come into play: flair, instinct, intuition. Some ele-
ments only reveal themselves to a scrupulous, practised observer, endowed with that 
“third eye” which is sometimes called a “clinical gaze” and which is developed in the 
course of time, through experience. Moreover numerous experiments have shown that 
– even in the presence of high quality scientific information and data like those pro-
vided by the EBM – in many routine clinical decisions (for example the interpretation 
of a diagnostic test, the choice between different therapeutic options, the identifica-
tion of a patient’s preference, and so on) cognitive errors are commonly made. Fur-
thermore, even when both the exact percentage of error for a certain diagnostic test 
and the general frequency of an illness are known, doctors are often unable to infer 
the probability that a patient showing a positive outcome from a certain test actually 
has that illness. Gigerenzer (13) has labelled “statistical illiteracy” the inability to  
interpret probabilistic problems and draw inferences based on Bayesian calculus. 

3 Risk Assessment and Emotions 

The emotions represent an important system of monitoring for relations between the 
individual and the environment because they pinpoint situations that regard us di-
rectly, highlighting what is at stake and which resources we can call on in order to 
modify these situations. The emotions fulfill both a communicative and a motiva-
tional function. In the former the subject is rapidly alerted to the situation with respect 
to his/her needs and goals, showing third parties, by means of non verbal language, 
the affective reaction in progress; the latter consists in preparing the organism to react 
to the emotive situation, adopting appropriate modes of behaviour, which may in-
volve inaction or the rejection of inter-relations, as when somebody is feeling demor-
alised. Of relevance, in this sense, is the notion of ‘risk as feelings’ (14), which refers 
to our fast, instinctive, and intuitive reactions to danger. In other words, the choices 
made in situations of risk are in part the result of the direct influence of the emotive 
reactions on the cognitive process. The studies carried out by Loewenstein suggest 
that in conditions of risk, emotive and rational reactions can diverge on account of 
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risk assessment. Nonetheless judgement is often determined by the former rather than 
the latter. In a state of anger, for example – as demonstrated by Lerner and Keltner 
(15) – angry people express more optimistic risk assessments and manifest risk-
seeking behaviour. This conclusion is coherent with Lerner and Keltner’s theory of 
assessment, whereby anger is associated with the perception of greater certainty and 
control over the outcome of one’s behaviour and decisions. On the contrary, sadness 
seems to be characterised by a lack of physiological excitation and thus scarce pro-
pensity to action, associated with a sense of resignation and impotence. This sensation 
reduces risk aversion, and the consequences of one’s decisions are often attributed to 
the situation rather than to personal factors. Fear and anxiety, while not being syno-
nyms – fear in fact refers to knowable causes, while in anxiety the threat is repre-
sented by uncertainty regarding future states or situations concerning individual  
well-being – produce a common impulse concerning action: evasion or flight. In a 
state of anxiety there is no concrete threat prompting evasion or flight. The behav-
ioural correlates of anxiety are more common, and the effects on behaviour more per-
vasive and long-lasting (16). Fear and anxiety derive from assessments of uncertainty 
and lack of control over the situation. Unlike anger, they are associated with pessimis-
tic evaluations of the environmental conditions. Thus people manifest a contrary  
impulse to action: instead of being optimistic with respect to risk, they display risk 
aversion and a pessimistic assessment of the situation. A manager prone to fear or 
anxiety, for example, is likely to pay more attention to their own behaviour and arrive 
at a negative risk assessment (17). 

There is ample evidence to indicate that joy and happiness favour a sociable, coop-
erative attitude towards others, reducing interpersonal conflicts. Happiness induces a 
sense of security and control in people’s perception of the environment, making them 
more ready to adopt risky decisions. 

4 Gender Differences and Brain 

Right from infancy, hormones such as estrogens and testosterone play a part in  
the development of the brain, highlighting the differences between the genders. From 
the outset, the study of faces and the immediate environment models and moulds the 
cerebral development of males and females alike. Numerous studies show that 
through eye contact and the observation of faces, the skills of female infants within 
the first three months are much more developed than those of males. Furthermore, in 
subsequent phases of development, females tend, for example, to look at their moth-
ers’ faces, seeking signs of approval or disapproval, 10 to 20 times more than males 
in the control group (18). Similarly, during puberty, estrogens and testosterone con-
tinue to influence development. If estrogens drive male adolescents to exert more en-
ergy in building relationships and in competing for sex, testosterone in boys gives rise 
to a tendency towards solitude. In fact, testosterone reduces their desire to socialize, 
except when searching for sex, sport, independence-related challenges and authorita-
tiveness through competitive behaviour. These behaviour models will influence men 
and women throughout adulthood. 
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On the evolutionary level, consequently, the female brain is supposedly “pro-
grammed” in order to maintain social harmony, while for males it serves to compete, 
reproduce and transmit its own genes. This dynamic is the basis of our social system: 
males engaged in competition to become fathers, females in tasks related to child 
rearing. 

The current problem is that while it may be true that our society has radically 
changed, our brain is still controlled by the same hormonal mechanisms. Deborah 
Tannen (19) has shown how businesswomen in western cultures still search for eye 
contact and look into people’s faces for approval or disapproval. Men often interpret 
this behaviour as a sign of insecurity more than as the ability to observe and assess. In 
the workplace men, due to their tendency to compete, show little inclination to regard 
a woman as a leader, especially if she is not fiercely competitive. However, for a 
woman the psychological stress originating from a situation of conflict is very deep-
seated, and therefore, it is not surprising that even the most competitive business-
woman tends not to attack others or to engage in shouting matches. One of the main 
reasons why women leave organizations is that they do not wish to involve them-
selves in political power struggles, because they experience these as a sheer waste of 
energy. 

One of the structural differences between the male and female brain is the size of 
the amygdale: in the adult, in fact, that of the male is bigger than that of female (18). 
In women, the amygdale, which is smaller, but better connected to the cortex, is a key 
factor in the decision-making process, giving greater emphasis to the emotional co 
potent than is the case with men. (20). The latter, as a matter of fact, tend to process 
surrounding reality by making particular use of the rational, logical and linear left 
hemisphere. Women, on the other hand, use mainly the right hemisphere for multi-
tasking operations, underlining their strong intuitive faculties. Interestingly, the re-
gions of the brain which differ in size between men and women are the same as those 
which contain high concentrations of sexual hormone receptors, all of which goes to 
prove the importance of identifying the sizes of specific regions of the brain during 
development. 

The corpus callosum (a thick structure made up of myelinated fibres joining both 
cerebral hemispheres) is denser in females, permitting them to use both hemispheres 
in a more integrated fashion than men (21). In the case of women, in particular, these 
junctures allow them to express their emotions more effectively, remember details of 
emotive events and to communicate them: here the hippocampus is decisive – a struc-
ture strongly involved in learning, memory and the emotions – larger and more active 
in the female brain (particularly sensitive to estrogens) (18). 

In the sphere of the decision-making process it is interesting to note how the pre-
frontal cortex, the brain’s ‘work space’ devoted to decision-making, is larger in 
women and matures more rapidly than in men. This difference, combined with the 
fact that women have lower levels of testosterone and higher levels of estrogens, al-
lows the latter to seek solutions to conflict, often causing them to stand back in order 
that the situation may be resolved. Men, on the other hand, tend to emerge as winners. 

The anterior cingulate cortex, another important part of the brain’s decision-
making workspace which weighs up options, is also larger in women, and has been 
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defined as the “apprehension centre” of the feminine brain. Numerous studies, in fact, 
show that anxiety is four times more common in women than it is in men and this 
leads them to be extremely cautious and collaborative, especially with regard to de-
fending their young ones. This caution today, especially in the workplace and the 
business world, may be interpreted by men as an indicator of insecurity when it 
comes to taking on and assessing uncertain and risky situations. 

5 Men vs Women: Cognitive and Decision-Making Styles 

Individuals do not possess uniform and stable cognitive faculties within time. The 
current scientific debate tends to consider individual differences in terms of cognitive 
styles, than cognitive ability. In the realm of studies on decision-making it has be-
come apparent that in most situations and problems related to our day to day life, at 
any level of complexity, there is no single solution. In fact, given the same situation, 
different people will act in different ways and adopt different cognitive strategies. But 
how is one to decide? What are the neural correlates pertaining to differences in cog-
nitive and decision-making styles? In a study conducted by Podell and coll. (22) such 
issues were addressed by designing the so-called Cognitive Bias Task (CBT). One 
group of healthy subjects were shown stimuli depicting various simple geometric de-
signs differentiated by colour (red/blue), outline (indicated and coloured in), number 
(one/two), shape (circular/square) and size (big/small), for a total of 32 possible com-
binations. Each test consisted of three stimuli: one target stimulus and two possible 
choices aligned vertically beneath it (Fig. 1). The target figure was presented for two 
seconds, followed by the simultaneous presentation of two possible choices. The sub-
ject, seated in front of a computer was asked to look at a target card and then to select 
one of two alternatives. The subjects were exposed to different models of response 
which centred on distinct strategies. 
 

 

Fig. 1. In the Cognitive Bias Task, a subject is instructed to look at the target form at the top (in 
this case, a filled-in red circle) and is then asked either to choose the bottom form that is most 
similar to it (or most different from it) or to choose the bottom form he or she likes best. (From: 
Goldberg, 2001) 
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Certain subjects tend to link their choice to the target and when this changed, so 
did their preference. Such a decision-making strategy is called contest-dependent. 
Other subjects, on the other hand, tended to make a decision based on stable prefer-
ences, irrespective of the target: that is, they always chose blue, red, a circle or a 
square. This last decision-making strategy is instead known as contest-dependent. An 
interesting aspect is that males and females presented their choices in surprisingly dif-
ferent ways: males were more dependent on contest than were females (Fig. 2). 

 

 

Fig. 2. Sex differences in actor-centered decision-making. Males exhibit a more context-
dependent response selection pattern on the Cognitive Bias Task. Females exhibit a more con-
text independent response selection pattern (23). 

In the CBT experiment Goldberg (23) examined whether the observed differences 
between the genders might correspond to real life situations. The contest dependent 
strategy may be considered a universal default strategy, an attempt on the part of the in-
dividual to formulate the best answers in all possible real life situations. The organism 
accumulates a repertoire of responses corresponding to the sum total of its own life ex-
periences that are slowly but surely updated with new experiences. The problem with 
such a strategy is that often real-world situations are so different from one another that 
any attempt to adapt old strategies to new problems becomes meaningless. Neverthe-
less, such a default strategy may represent the best solution when one is confronted with 
a totally new situation, for which there is no specific experience or knowledge with 
which to deal with it. On the other hand, a contest-dependent strategy reflects the pro-
pensity to capture the specific properties of the situation and personalise the individual 
response. Confronted by another situation the organism attempts to recognize it as a  
familiar model, with known features. However, confronted by a situation which is com-
pletely new, such an attempt can only have a negative outcome. In this case, an organ-
ism guided by a contest related strategy will seek to capture the properties unique to the 
situation, even though the available information may be insufficient. The optimum deci-
sion-making strategy is probably reached by means of a dynamic balance between the 
two approaches. Few people, in fact, adhere to either strategy in its pure form, but rather 
adopt a mixture of strategies, depending on the situation.  
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Abstract. The current study investigates the influence of mood (sad, happy, or 
neutral) on the valence/intensity ratings of facial expressions of sad, happy, and 
neutral emotions. The study uses video clips for mood induction and color pho-
tographs of emotional facial expressions. Under these conditions, the results 
show that participants give more extreme ratings to the emotion displayed (hap-
py or sad) when in happy or sad mood without mood-congruence effects. This 
effect supports the conclusion that arousal alone may play a role in emotion va-
lence/intensity rating (in contrast to results showing mood congruence in other 
tasks like emotion recognition and detection of emotional expression change). 
The explanation proposed in the paper is that experienced arousal might guide 
judgments about the intensity of emotions expressed by other people – when in 
a more aroused state, a person tends judge that other people also experience 
more intense emotions. 

Keywords: emotions, mood induction, emotional facial expressions, evaluation 
of emotions. 

1 Introduction 

In everyday life, we constantly judge the emotions experienced by other people. One 
of the most informative cues in such judgments is the emotional facial expression. 
There is a great interest in studying how the information about the emotions in facial 
expressions is acquired – which facial features are most informative, what is the pat-
tern of looking at these features, etc.  

There is a lot of research demonstrating that mood influences human cognitive 
processing. Affective states have an effect on judgments, decision, perception, and 
thinking [1-4].  This research has shown that affective states influence judgments by 
shifting them towards the experienced emotion (e.g. when participants feel happy, 
they give more favorable judgments). Positive mood also influences memory, reason-
ing, and visual perception: people tend to use more global processing when in happy 
mood (global processing is demonstrated by greater reliance on heuristics, scripts, and 
holistic strategies). On the other hand, people use more local features when they are 
sad. Schmid et al. [5] investigated the influence of the mood in emotion recognition 
tasks using eye-movement recordings. For the purpose, they induced either happy or 
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sad mood and after that presented photos for emotion recognition task (happiness, 
sadness, anger, and fear). Results showed that participants in happy mood used more 
global processing styles than participants in negative mood. 

There are also studies with a special focus on the influence of mood on emotion 
recognition. Some of them [6, 7] have found that depressed patients demonstrate im-
paired emotion recognition and also tend to provide more negative ratings. Schmid & 
Mast [8] manipulated the mood of healthy participants and studied how that manipu-
lation changes emotion recognition. They found that the induced mood impaired the 
recognition of the mood-incongruent facial expressions. Other research [9] has dem-
onstrated that participants with induced sad mood tend to perceive more sadness and 
less happiness in sad and happy faces, respectively. Also, sad and happy participants 
were more sensitive to and detected earlier changes in sad and happy facial expres-
sions, respectively, when they were gradually changed from sad and happy to neutral 
or from sad to happy and happy to sad [10, 11]. In the present study, we wanted to 
explore the influence of induced mood on emotion recognition in a new task – emo-
tion rating – in experimental settings similar to the previously used in this type of 
research. We used mood induction using short movie episodes following successful 
and well established procedures [12, 13]. Next, the task of the participants was to rate 
the valence/intensity of expressed emotion of human faces taken from the FACES 
database [14]. The induced mood and the selected facial expressions were happy, 
neutral, and sad. The human faces were presented in relatively natural settings (in 
color, with hair and background) to make the task as close as possible to real situa-
tions. In our opinion, this is a promising way of addressing directly some issues of 
interest like mood-congruity in emotion rating and like stronger ecological validity 
related to the presence of non-relevant features like hair and background. As will be 
discussed below, our results give evidence that the influence of mood on emotion 
rating may be due to arousal and not to mood-congruence as research using other 
tasks (e.g. emotional expression change) has previously suggested. 

2 Goals and Hypothesis 

In the present study, the influence of the mood experienced by participants on their 
valence/intensity ratings of facial emotional expressions is explored.  

In this field of research, as the discussion in the previous section has shown, emo-
tion recognition is naturally a central task of interest due to its importance in social 
interactions and its evolutionary value. On the other hand, in our opinion, the evalua-
tion of the expressed emotion valence/intensity cannot be underestimated as not only 
the perceived emotion but also its intensity is an important factor for action and deci-
sion making in a larger social context.  

While [8] and [5] used black and white photos and only the faces were presented 
(the stimuli were oval-shaped with hair and background removed), in the current 
study, we used color photographs without removal of any information (hair or back-
ground). This is done in order to explore the emotion recognition in more natural 
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settings. As emotion recognition is a process that takes place in everyday life and its 
study in natural settings seems important to us. 

Therefore, our main goal is to look for possible congruency effects of the induced 
mood and valence/intensity rating of facial emotional expressions in relatively natural 
settings. More precisely, the study aims at exploring how participants’ ratings of emo-
tional valence/intensity are affected by their mood. The hypothesis, based on research 
on emotion recognition discussed in the preceding section, is that valence/intensity 
ratings will be shifted towards the experienced mood, e.g. neutral emotional expres-
sions will be rated as more negative in negative mood compared to positive mood.  

The second goal is to study how the mood influences visual information acquisi-
tion. We hypothesize that negative mood will provoke more elaborate processing than 
positive mood which will lead to longer observation times in sad induced mood com-
pared to happy induced mood, based on the differences in processing information 
discussed previously. 

3 Method 

3.1 Stimuli  

In the current study, the mood of the participants was manipulated between-subjects 
on 3 levels – happy, neutral, and sad.  

Short video-clips were used for mood induction. Meta-reviews demonstrate that 
this is one of the most effective techniques for inducing emotional states [15, 16]. 
Clips, shown to elicit the target moods, are used based on [12, 13]. Video-clips from 
the following movies were selected: from ‘When Harry met Sally’ (duration 2’ 35’’) 
for happy mood induction; from ‘Return to me’ (3’36’’) for sad mood induction; and 
from ‘Hannah and her sisters’ (1’30’’) for neutral mood induction.  All video-clips are 
taken from movies with actors in English with Bulgarian subtitles. 

Three types of emotional facial expressions are used – happy, neutral, and sad – 
taken from the FACES database [14]. Photographs from 9 female (IDs 20, 48, 54, 63, 
71, 90, 115, 152, and 182) and 9 male (IDs 8, 13, 37, 57, 109, 114, 127, 147, and 153) 
actors are used, each actor presenting each of the emotional expressions. The stimuli 
were presented in 3 pseudo-randomized sequences, each consisting of 18 photo-
graphs, with an equal number of faces with happy, neutral, and sad emotional expres-
sions. A photograph of a given actor was used only once in a given sequence. In order 
to get the participants accustomed to the experimental procedure, in the beginning of 
each list, 2 additional photographs (1 with a male and 1 with a female actor) with 
neutral expressions are included (IDs 10 and 89). Each of these 3 presentation se-
quences is preceded by a happy, neutral, or sad mood induction resulting in a total of 
9 presentation conditions.  
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3.2 Design and Procedure 

The study employs a 3×3 factorial design with induced mood (‘happy’ vs ‘neutral’ vs 
‘sad’) as a between-subjects factor and facial emotion expression (‘happy’ vs ‘neutral’ 
vs ‘sad’) as a within-subjects factor.  

The video-clips were presented with the instruction to watch them for subsequent 
rating of liking. After the end of the video-clip, the participants were asked to rate 
their mood on a 9-point Likert scale ranging from ‘−4’ = ‘extremely sad’ to ‘+4’ = 
‘extremely happy’. In order to avoid reactivity in the subsequent mood induction rat-
ings, no specific instruction with regard to the mood induction was given before 
watching the video-clips.  

After the mood induction phase, each participant was presented with color photo-
graphs of human faces with sad, neutral, or happy expressions in a self-paced presen-
tation. For each stimulus the participant had to rate the emotional expression of the 
face in the photo on a 7-point Likert scale ranging from ‘−3’ = ‘very sad’ to ‘+3’ = 
‘very happy’. The duration of the presentation of the emotional expressions was self-
paced. The observation time was taken to be the time during which participants 
looked at each photograph. It was measured from the beginning of the stimulus pres-
entation to the mouse click after which a screen with the rating scale appeared.  

Thus, in order to answer the main questions addressed in the paper, namely wheth-
er there are differences in valence/intensity ratings depending on the induced mood 
and how the induced mood influences the observation time needed for making the 
rating, the following metrics are used: 

• mean emotional valence/intensity rating for the facial expression; 
• mean observation time.  

3.3 Participants 

93 participants (34 male, 59 female) took part in the experiment: 32 in the happy 
mood condition; 30 in the neutral mood condition; and 31 in the sad mood condition. 
Participants’ age ranged from 18 to 44 years (average 24 years). The participants were 
university students taking part in the study for partial fulfillment of course require-
ments or voluntarily. 

4 Results 

4.1 Mood Induction 

First, a manipulation check was performed. The results demonstrate that the mood 
manipulation was successful (see Table 1) the average ratings given by the partici-
pants about their mood for happy, neutral, and sad moods differ significantly (F(2, 90) 
= 87.99, p < .001). Bonferoni post-hoc test shows that all differences are statistically 
significant at .001 level. 
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Table 1. Mood rating after the manipulation on a 9-point Likert scale (from  ‘−4’ = 'very sad' to 
‘+4’ = 'very happy’) 

Target Mood Mean  SD 
Happy 2.8          1.2 
Neutral 0.5         1.0 

Sad −1.1         1.3 

4.2 Face Emotion Ratings 

In Fig. 1, the ratings of facial emotion expression intensity depending on the induced 
mood are shown. Mean valence/intensity ratings are analyzed in a repeated-measures 
ANOVA with facial emotional expression (‘happy’ vs ‘neutral’ vs ‘sad’) as a within-
subjects factor and 'induced mood' (‘happy’ vs ‘neutral’ vs ‘sad’) as a between-
subjects factors. 
 

 

Fig. 1. Face emotion ratings with respect to induced participants' mood. 

There is a main effect of the facial emotional expression (F(2, 180) = 699.94,  
p < .001): the mean ratings are 1.96 for happy emotional expressions, −0.18 for neu-
tral emotional expressions, and −2.05 for sad emotional expressions, respectively 
(post =-hoc tests show that all differences are significant at .001 level, Bonferoni cor-
rection applied). There is no main effect of induced mood on valence/intensity ratings 
(p =.98). There is an interaction between induced mood and facial emotional expres-
sion (F(4, 180) = 13.3, p < .001). To explore the interaction found, additional analyses 
were performed separately for happy and for sad faces. 

For the ratings of happy faces, there is a main effect of induced mood (F(2, 90) = 
19.19, p < .001). Bonferoni post-hoc test shows that there are significant differences 
between happy and neutral (p < .001) and neutral and sad (p < .001) moods,  
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respectively. Happy faces are rated as more happy by the participants in happy or sad 
mood compared to the participants in neutral mood (see Fig. 1). 

Similarly, for the ratings of sad faces, there is a main effect of induced mood 
(F(2, 90) = 7.95, p < .001) and the ratings in neutral mood are significantly higher 
(less negative) than the ratings in happy (p < .001) or sad mood (p < .004). Sad faces 
are rated as more sad by the participants in happy or sad mood compared to the  
participants in neutral mood. 

4.3 Observation Times 

The stimuli observation time is measured from the time of appearance of the picture 
until its disappearance after participants had pressed the mouse left button. The data 
was not normally distributed and a logarithmic transformation was applied.  

Mean observation times were analyzed with repeated-measures ANOVA with fa-
cial emotional expression (happy vs. neutral vs. sad) as a within-subjects factor and 
'induced mood' (happy vs. neutral vs. sad) as a between-subjects factors. When 
needed, Bonferoni correction for multiple comparisons was applied. 

There is a main effect of the facial emotional expression (F(2, 180) = 10.92, p < 
.001). The observation times for the happy faces are shorter than the ones for neutral 
and sad faces (p < .001 and p = .002, respectively). It takes less time for the partici-
pants to rate a happy facial expression. The means of the observation times for each 
facial expression are shown in Fig. 2. 

There are no significant differences between the observation times with respect to 
induced mood, nor any interaction between induced mood and the emotional facial 
expressions of the photographs. Thus, no conclusion about differences in processing 
depending on induced mood can be drawn for valence/intensity rating.  

 

 

Fig. 2. Comparison of observation times for happy, neutral, and sad faces. 

5 Discussion and Conclusion 

In the present study, the influence of induced mood on valence/intensity ratings of 
facial emotional expressions is studied. Based on the previous studies on emotion 
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recognition, the expectation was that mood-congruency effects will be observed. 
However, such effects were not found. Instead, higher valence/intensity ratings are 
obtained for both sad and happy emotional expressions for participants in both happy 
and sad induced mood. 

This led us to conclude that when rating emotional valence/intensity, participants 
are influenced by the arousal associated to the induced mood without depending on its 
specific type – happy or sad. As this is a novel effect, not reported in the literature to 
our knowledge, it requires a deeper and more systematic analysis. It might be the case 
that the specific settings of our experiment have led to lower sensitivity to the specific 
mood or emotion expression. One possibility could be that the emotions expressed by 
the actors in the photographs are too extreme and do not allow for noticeable influ-
ences from the mood of the perceivers. But, this cannot explain the difference be-
tween the ratings in neutral vs non-neutral mood. In order to understand better the 
observed effects, stimuli with more graded emotional expression should be used. 
Moreover, the valence/intensity rating scale used should be split in the usual valence, 
arousal, and dominance scales in order to be able to identify and measure finer effects 
and their origin. 

However, there are also good reasons to consider that the effect found is due to the 
influence of the arousal experienced by the participants.  As the now classical study of 
Schachter & Singer [17] showed, physiological arousal is interpreted in the light of the 
environmental context in order determine the experienced emotion by the person her-
self. In our view, experienced arousal could influence the judgments not only about the 
emotions experienced by the subject, but also the judgments of emotions experienced by 
others. For instance, when in a more aroused state, a person tends to perceive and judge 
that other people also experience more intense emotions. This is a novel explanation, 
which has not been proposed previously and deserves further experimental efforts. 

Our expectations about observation times, related to previous research, were not 
met either.  They were based on the hypothesis of selective influence of the induced 
mood on information processing relating information acquisition in a happy mood to 
more global (fast) processing and in a sad mood to more local feature based (slow) 
one, respectively. In our experiment, the observation times in all moods were not 
significantly different with respect to the mood induced. The only significant result 
was that happy face expressions require shorter observation time. To draw more gen-
eral conclusions about the dependence of processing on mood, more data is needed.  

In summary, the current study contributes to the field of perception of facial ex-
pressions of emotions by using a new task – valence/intensity rating. An effect of the 
induced mood is found, namely, an increase in valence/intensity ratings when the 
induced mood is different from neutral independent of the non-neutral mood type (sad 
or happy). This new experimental finding and its theoretical implications need to be 
explored in experiments manipulating the level of arousal and its dependence on a 
variety of tasks related to emotion recognition.  
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Abstract. Parkinson’s disease (PD) is the second most frequent 
neurodegenerative disease with prevalence among general population reaching 
0.1-1 %, and an annual incidence between 1.3-2.0/10000 inhabitants. The mean 
age at diagnosis of PD is 55 and most patients are between 50 and 80 years old. 
The most obvious symptoms are movement-related; these include tremor, rigidity, 
slowness of movement and walking difficulties. Frequently these are the 
symptoms that lead to the PD diagnoses. Later, thinking and behavioral problems 
may arise, and other symptoms include cognitive impairment and sensory, sleep 
and emotional problems. In this paper we will present an ongoing project that will 
evaluate if voice and handwriting analysis can be reliable predictors/indicators of 
swallowing and balance impairments in PD. An important advantage of voice and 
handwritten analysis is its low intrusiveness and easy implementation in clinical 
practice. Thus, if a significant correlation between these simple analyses and the 
gold standard video-fluoroscopic analysis will imply simpler and less stressing 
diagnostic test for the patients as well as the use of cheaper analysis systems. 

Keywords: Speech analysis, dysphagia, Parkinson disease, database. 

1 Introduction 

In this study we will focus on three kinds of signals, but the first step will befocused 
on speech signals and dysphagia. 

It is based on a collaboration be-tween an engineering faculty and a Hospital. 

1.1 Voice Analysis 

In the PD patient, dysphagia is usually accompanied by other oro-bucal symptoms 
such as hypokinetic dysarthria. Some studies have reported that the presence of both 
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symptoms usually correlates and that voice disorders could be anticipatory of 
swallowing impairment [1]. Other studies concluded that a clear post-swallow voice 
quality provides reasonable evidence that penetration-aspiration and dysphagia are 
absent [2]. Voice analysis is a safe, non-invasive, and reliable screening procedure for 
patients with dysphagia which can detect patients at high risk of clinically significant 
aspiration [6]. The volume-viscosity swallow test (V-VST) was developed at the 
Hospital de Mataró to identify clinical signs of impaired efficacy (labial seal, oral and 
pharyngeal residue, and piecemeal deglutition) and impaired safety of swallow (voice 
changes, cough and decrease in oxygen saturation ≥3 %) [4]. The V-VST allows 
quick, safe and accurate screening for oropharyngeal dysphagia (OD) in hospitalized 
and independently living patients with multiple etiologies. The V-VST presents a 
sensitivity of 88.2 % and a specificity of 64.7 % to detect clinical signs of impaired 
safety of swallow (aspiration or penetration). The test takes 5-10 min to complete and 
is an excellent tool to screen patients for OD. It combines good psychometric 
properties, a detailed and easy protocol designed to protect safety of patients, and 
valid end points to evaluate safety and efficacy of swallowing and detect silent 
aspirations [3]. However, nowadays voice assessment is usually done by subjective 
parameters and a more exhaustive and objective evaluation is needed to understand its 
relationship with dysphagia and aspiration, as well as the potential relevance of voice 
disorders as a prognostic factor and disease severity marker. Hypokinetic dysarthria is 
a speech disorder usually seen in PD which affects mainly respiration, phonation, 
articulation and prosody. Festination is the tendency to speed up during repetitive 
movements. It appears with gait in order for sufferers to avoid falling down and also 
in handwriting and speech. Oral festination shares the same pathophysiology as gait 
disorders [7]. Voice analysis allows the assessment of all these parameters and has 
been used to evaluate the improvement of PD after treatment [8-11,17]. Voice 
impairments appear in early stages of the disease and may be a marker of OD even 
when swallow disorders are not clinically evident, which would allow to establish 
early measures to prevent aspiration and respiratory complications. Oropharyngeal 
dysphagia is a common condition in PD patients. In a recent meta-analysis, the 
prevalence of PD patients who perceive difficulty in swallowing was estimated at 
35% but when an objective swallowing assessment was performed, the estimated 
prevalence of OD reached 82% [20]. This underreporting calls for a proactive clinical 
approach to dysphagia, particularly in light of the serious clinical consequences 
associated to OD in these patients. Dysphagia can produce two types of severe 
complications; a) alterations in the efficacy of deglutition that may cause malnutrition 
or dehydration which may occur in up to 24% of PD patients [21], and b) impaired 
safety of swallow, which may lead to aspiration pneumonia with high mortality rates 
(up to 50%) [22-23]. Aspiration pneumonia remains the leading cause of death among 
PD patients. 

1.2 Balance and Falls 

Postural instability is one of the cardinal signs in PD. It becomes more prevalent and 
worsens with disease progression and represents one of the most disabling symptoms 
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in the advanced stages of PD, as it is associated with falls and loss of independence 
[12]. Balance impairments represent a major burden with high impact on individual’s 
functional capacity, mobility, quality of life and survival. Overall, more than half of 
patients with PD experience falls. Falls are a major milestone in the evolution of PD 
because their severe consequences such as bone fractures or head injuries leading to 
disability, institutionalization and death [13]. Most falls occur during posture changes 
and are unrelated to extrinsic factors, but are dependent upon intrinsic deficits of 
balance control. However, pathophysiology of balance disorders and postural 
instability in PD is not well understood. Posturography allows an objective 
assessment of balance parameters and posturographic studies have contributed to 
significant advances in understanding the pathophysiology of postural instability in 
PD, but it still remains to be fully clarified, partially due to the difficulty to 
distinguish between the disease process and the compensatory mechanisms and also 
due to the lack of standardized techniques to measure balance. Dopaminergic 
treatments can provide improvements in postural instability in early- to mid-stage of 
PD but the effects tend to decrease with time consistent with spread of the disease 
process to non-dopaminergic pathways. 

1.3 Handwriting 

Handwriting skill degradation appears in early stages of PD so handwriting analysis is 
also of interest in the assessment of the disease progression. Alterations of central 
dopaminergic neurotransmissions adversely affect movement execution during 
handwriting and automatic execution of well-learned movements. Drawing exercises 
in a digitalized tablet allows the accurate evaluation and quantification of size, 
velocity, acceleration, stroke duration and other parameters of handwriting [18-19]. 
Although beneficial effects of dopaminergic treatments in kinematics of handwriting 
movements have been reported, PD patients do not reach an undisturbed level of 
performance, suggesting that dopamine medication results in partial restoration of 
automatic movement execution [14-15]. Some authors have shown altered parameters 
in PD as well as a recovery to the skill of a healthy person after medication with 
apomorphine [16]. Handwriting tests are useful for assessing the effect of medication 
and for determining the dosage of drugs for a specific patient. 

2 Dysphagia and Speech Analysis 

This multimodal analysis has started on speech signals in the context of dysphagia 
test. A large number of group of people suffer dysphagia, as summarized in table 1, as 
well as their effect. 

The medical term for any difficulty or discomfort when swallowing is dysphagia. 
A normal swallow takes place in four stages, and involves 25 different muscles and 
five different nerves. Difficulties at different stages cause different problems and 
symptoms. The four stages of swallowing are the following ones: 

1. The sight, smell, or taste of food and drink triggers the production of saliva, so that 
when you put food in your mouth (usually voluntarily) there is extra fluid to make 
the process of chewing easier. 
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2. When the food is chewed enough to make a soft bolus, your tongue flips it towards 
the back of the mouth to the top of the tube, which leads down to your stomach. This 
part of your throat is called the pharynx. This part of swallowing is also voluntary. 

3. Once the bolus of food reaches your pharynx, the swallowing process becomes 
automatic. Your voice box (the larynx) closes to prevent any food or liquid getting 
into the upper airways and lungs, making the food bolus ready to pass down your 
throat (known as the oesophagus). 

4. The oesophagus, which is a tube with muscular walls that contract automatically, 
then propels the food down to the stomach. 

Table 1. Groups affected by dysphagia and its sympthoms 

Group of people Effects 

Elderly people 45 % find some difficulty in swallowing; 65 % of 
those living in residential or nursing homes: 
chewing and swallowing muscles are weaker, loss 
of teeth and saliva production reduced. 

Stroke sufferers  40 % nerves, muscles and cognitive/brain function 
affected  

Multiple sclerosis or 
Parkinson’s disease  

Nervous system and muscles affected 

Alzheimer’s disease 
sufferers and severe 
depressives  

Cognitive/brain function affected 

Motor Neuron Disease  Nervous system, nerves and muscles affected  

People with cancer of the 
throat and/or mouth  

Nerves and muscles damaged by disease and 
treatment  

People with head and neck 
injuries  

Nerves and muscles damaged 

 
Some signs of dysphagia are: 

1 Swallow repeatedly. 
2 Cough and splutter frequently. 
3 Voice is unusually husky and you often need to clear your throat. 
4 When you try to eat you dribble. Food and saliva escape from your 

mouth or even your nose. 
5 Find it  
6 eep old food in your mouth, particularly when you have not had a 

chance easier to eat slowly. 
7 Quite often kto get rid of it unseen. 
8 Feel tired and lose weight. 
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2.1 Gold Standard for Dysphagia Analysis 

The courrent approach for dysphagia analysis has been developed by some of the 
medical authors of this paper, and can be summarized in figure 1. 

Process for dysphagia analysis based on three liquids of different viscosity and 
three different volumes per liquid. After swallowing each liquid and volume a word is 
pronounced by the patient and a speech therapist evaluates the voice quality in a 
subjective way (just listening to the speech signal). 

In those cases where a possible dysphagia problem exists, a videofluoroscopic 
analysis is perfomed. This diagnose is more invasive as it implies radiation, but it is 
the procedure to have physical evidence of swal-lowing problems. Figure 2 shows 
Videofluoroscopic pictures and oropharyngeal swallow response during the ingestion 
of a 5 mL nectar bolus in: (a) a healthy individual; (b) an older patient with 
neurogenic dysphagia and aspiration associated with stroke. An increased total 
duration of the swallow response may be seen, as well as a delayed closure of the 
laryngeal vestibule and delayed aperture of the upper sphincter. The white dot indi-
cates the time when contrast penetrates into the laryngeal vestibule, and the red dot 
indicates passage into the tracheobronchial tree (aspiration). GPJ = glossopalatal 
junction, VPJ = velopalatal junction, LV= laryngeal vestibule, UES = upper 
esophageal sphincter. 

The main goal of the first step of this study is to evaluate if an automatic tool based 
on speech analysis can be developed to support medical decision during the test 
depicted in figure 1. 

 

 

Fig. 1. Process for dysphagia analysis based on three liquids of different viscosity and three 
different volumes per liquid 
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Fig. 2. Videofluorescence images for (a) a healthy individual; (b) an older patient with 
neurogenic dysphagia and aspiration associated with stroke 

3 Database Acquisition and Future Lines 

At this moment a speech database is being acquired in the protocol depicted in figure 
1, one sample after deglutition of each liquid and volume. Thus, a total of 9 
realizations per patient are acquired. 

Figure 3 shows the acquisition scenario at Mataro’s Hospital. The acquisition setup 
is based on a capacitor microphone Rode NT2000 (positioned at a distance of 
approximately 20 cm from the speaker’s mouth) and external sampling card (M-
AUDIO, FAST TRACK PRO Interface audio 4x4) operating at 48 kHz sampling rate, 
16 bit per sample, monophonic recording. Currently we are acquiring 3 patients per 
week. 

The signal processing approach, after database collection will be based on: 

(a) Voiced/unvoiced classification and then to check the harmonic to noise ratio 
(HNR) on the vowels, jitter, shimmer, etc. 

(b) To align the sample before and after eating using Dynamic Time Warping. The 
higher the distance between both realizations, the higher the probability to have 
deglutition problems.  

(c) Some complexity measures 

3.1 Gold Standard 

Videofluoroscopy (VFS) is the gold standard to study the oral and pharyngeal 
mechanisms of dysphagia. VFS is a dynamic exploration that evaluates the safety and 
efficacy of deglutition, characterizes the alterations of deglutition in terms of 
videofluoroscopic signs, and helps to select and assess specific therapeutic strategies. 
Since the hypopharynx is full of contrast when the patient inhales after swallowing. 
Thereafter, VFS can determine whether aspiration is associated with impaired 
glossopalatal seal (predeglutitive aspiration), a delay in triggering the pharyngeal 
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swallow or impaired deglutitive airway protection (laryngeal elevation, epiglottic 
descent, and closure of vocal folds during swallow response), or an ineffective 
pharyngeal clearance (post swallowing aspiration) [5]. 
 

 

Fig. 3. Acquisition scenario at Mataro’s Hospital 
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Abstract. This study had two goals: 1) to establish the relative importance of 
the violation of a moral norm and of the damage done to another person in the 
genesis of guilt and other post-action emotions; 2) to investigate if the post-
action emotions are reliable predictors of future behavior in conditions similar 
to the ones that elicited them the first time. Through the scenario technique, 
four typical antecedents of guilt were built, in which the intentionality of the 
norm violation and of the damage to others were manipulated. In all scenarios 
the protagonist acted in such a way as to elicit guilt and the other emotions that 
participants were asked to assess. Thus, we presented a similar situation hap-
pening a few months later in which he had to choose whether to behave in the 
same way as he had behaved previously or in the opposite way. We expected 
that: (1) moral emotions would stimulate a different behavior from the previous 
one, whereas selfish emotions should lead to repeat the same behavior; (2) emo-
tions should influence future behavior in an indirect way, through the cognitive 
mediation of thoughts preceding the decision; (3) the norm violation would 
have analogous relevance in eliciting guilt to harming another person. On the 
whole, the results corroborated our predictions, with some exceptions that were 
discussed.  

Keywords: emotion, guilt, post-action emotions, future behavior. 

1 Introduction  

The idea that emotion plays a central role in decision-making and, more generally, in 
orienting future behavior is largely accepted in psychological literature [e.g. 1,2,3]. In 
particular, the “feeling for doing” approach [3] emphasizes the motivational function 
of emotions and their instrumental value in pursuing goals. According to this ap-
proach, the variety of emotions experienced in daily life, each of them with its own 
peculiar experiential content, has the essential function of guiding behavior, even 
though the debate about the ways by which emotion influences behavior is open [4]. 
The most widely accepted theory posits that emotion directly causes behavior and that 
its function is to lead the organism to behave in such a way as to deal with the emo-
tional event [e.g. 5,6]. The competing theory [4], based on a dual-process model  
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distinguishing between “automatic affect” – simple, fast and often not conscious – 
and “conscious emotion” – a more complex phenomenon entailing the awareness of 
subjective experience – argues that only the former shapes behavior directly, while 
emotion affects behavior indirectly, as a feedback system. According to this perspec-
tive, conscious emotion influences cognitive processes which in turn affect decision 
making and behavior regulation [4]. The main function of emotion is to anticipate the 
emotional outcome of future behavior on the basis of the “affective residue” left by 
past actions. Thus, emotion is able to enhance behaviors leading to desired outcomes 
and modify the ones leading to undesired outcomes.  

The paradigmatic example of this view are moral emotions (e.g. guilt, shame, 
pride, embarrassment), i.e. the emotions that are generated by the conformity with, or 
the transgression of, the norms that regulate behavior and feelings of the members of 
a society [e.g. 7,8]. Moral emotions are typically post-action emotions, in the sense 
that their insurgence provides feedback on the adequacy or inadequacy of actual be-
havior and prompts individuals to reflect on their conduct and eventually envisage 
counterfactual courses of actions (which constitutes the cognitive experience of such 
emotions). However, the influence that moral emotions exert on decision making and 
on future behavior comes from the anticipatory feedback of its emotional conse-
quences [8,9]. More precisely, it is the goal to avoid or repeat previous emotional 
experiences that motivates the choice between adopting or preempting a course of 
actions similar to the one that had generated those emotions.  

Perhaps the most prototypical moral emotion (at least in Western culture) is guilt, 
as evidenced by the considerable debate about its nature [see for review 9, 10]. Ac-
cording to the intrapsychic approach [e.g. 11,12], guilt is elicited by the violation of 
internalized moral norms and motivates self-punishing or reparative behavior. Ac-
cording to the interpersonal approach [e.g. 13-15], guilt is rooted in empathic concern 
for the well-being of others and is elicited by causing harm to another person, delibe-
rately or unintentionally: thus, guilt-based behavior aims to restore the relationship 
with the damaged person.  

Along the empathic axis lies one of the main lines of demarcation between guilt 
and another typical moral emotion, shame. While guilt is usually seen as an adaptive 
emotion, aiming at re-establishing potentially broken relationships, shame is envi-
saged as a maladaptive emotion tending to reduce rather than restore interpersonal 
relationships [8]. So, guilt motivates pro-social and reparative behavior [8,16], while 
shame motivates withdrawal, even if some findings reveal that shame can also induce 
restorative behavior [17]. It is noteworthy that empirical research has scarcely corro-
borated the traditional distinctions between guilt and shame based on transgression of 
moral norms vs. social or communitarian values, and on private vs. public nature of 
transgression [8,18]. The differences between the two emotions are rather envisaged 
in their phenomenological experience (guilt would be centered on the action, while 
shame would be centered on the entire self), in their level of pervasiveness (shame 
would be more pervasive than guilt) and in the behavior they motivate (other- or rela-
tionship-preserving vs. self-preserving) [8,12]. In our view, however, the literature on 
moral emotions, in particular on guilt, has emphasized the interpersonal nature of this 
emotion, based on the empathic concern for others, and has neglected the intrapsychic 
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point of view, according to which guilt arises from the transgression of a moral norm, 
regardless of the harm caused to others. To investigate the respective importance of 
interpersonal and intrapsychic component in the genesis of guilt (and other moral 
emotions) is one of the goals of this study, the other being to determine whether the 
emotions that arise after an action are good predictors of future behavior. 

2 Overview of the Experiment 

This study aimed at pursuing two goals: 1) to compare the two main approaches about 
the intrapsychic vs. interpersonal nature of guilt; 2) to investigate whether and to what 
extent the emotions felt after an action can be reliable predictors of future behavior, in 
conformity with the hypothesis of the “feeling for doing” approach. As to the first 
goal, the way chosen to compare the two approaches was to assess the intensity of 
guilt elicited by the typical situational antecedents of this emotion. To this end, 
through the scenario technique, we built four antecedents of guilt by varying its struc-
tural determinants: the norm violation and the harm to another. The third determinant 
we varied was the presence/absence of material advantage the male protagonist could 
gain from his actions. We created situations similar to those of daily life and capable 
of eliciting a wide range of emotions, other than guilt (relief, shame, anger toward 
oneself, satisfaction, sorrow), in order to assess their reciprocal relations. More specif-
ically, since in three of our scenarios the protagonist had to face a dilemma concern-
ing the choice between moral vs. selfish options and preferred the selfish one, we 
selected relief and satisfaction to assess the amount of positive emotional reaction 
generated by the decision to pursue his own material concerns even at the expense of 
moral values. Sorrow was chosen to gauge the broad range of emotional negative 
states deriving from hurting another person or from an incorrect action. Anger toward 
oneself was selected to evaluate the amount of aggressive auto-directed reaction asso-
ciated with the awareness of having committed wrongdoing or unjust actions. Finally, 
shame was included in this study because it represents one of the two main moral 
emotions (the other being guilt): in order to contribute to the debate on the distinction 
between guilt and shame, we examined the extent to which these emotions were eli-
cited by undiscovered breaches of moral norms and/or by damage caused to other 
people. We expected that the norm violation would have a similar relevance in elicit-
ing guilt to harming another person, and that both antecedents would be more specific 
of guilt rather than shame (and other emotions).  

In order to pursue the second goal of this study, we subdivided the experiment into 
two parts: at time 1, we presented a situation in which the protagonist acted in a way 
capable of eliciting guilt and/or the other envisaged emotions; at time 2, we presented 
a situation similar to that of time 1 in which the protagonist had to choose whether to 
behave in the same way as he did the first time or in the opposite way. We expected 
that negative and moral emotions (anger toward oneself, sorrow, guilt, and shame) 
would stimulate a different behavior from the previous one, whereas positive selfish 
emotions (relief and satisfaction) should lead to repeat the same behavior. In confor-
mity with Baumeister et al.’s [4] model, we expected that emotions should influence 
future behavior in an indirect way, through the cognitive mediation of thoughts  
preceding the decision. 
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3 Method 

Participants, Materials and Procedure. Two hundred undergraduates, aged from 18 
to 30 years (Mean = 25.46; SD = 2.58), participated in this study, as unpaid volun-
teers. No Psychology student was recruited so that prior knowledge about emotion 
would not influence the results. Each participant was randomly assigned to one of the 
4 experimental conditions, except for gender for which they were paired.  

By means of the scenario technique, four typical antecedents of guilt were built, in 
which the intentionality of the norm violation and of the damage to others were mani-
pulated. The third manipulated variable was the presence/absence of the material self-
advantage. In the first scenario (henceforth S1) the protagonist deliberately violated a 
moral norm to gain an advantage for himself but without causing harm to others; in 
the second scenario (S2) the protagonist deliberately violated a moral norm and 
caused harm to another person to gain an advantage for himself; in the third scenario 
(S3) the protagonist deliberately violated a moral norm by causing harm to another 
person without the aim of gaining any material advantage for himself; in the fourth 
scenario (S4) the protagonist unintentionally caused harm to a friend: so, no moral 
norm was violated nor material advantage was pursued. While in the first three scena-
rios the protagonist had to reach a decision through facing a moral dilemma, in S4 the 
damage was unintentional: so, no moral dilemma was posed. In all scenarios the na-
ture and seriousness of the norm violation, of the damage to others, and of material 
self-advantage (if present) were kept constant so as to eliminate or reduce spurious 
effects due to these contingent variables. After reading the scenario, participants were 
asked to identify with the protagonist and to specify on a 9-point scale (1= not at all, 9 
= extremely) the extent to which he felt the following 6 emotions: satisfaction, anger 
toward oneself, shame, relief, sorrow, guilt (Time 1). Participants were then asked to 
read a second scenario where, a few months later (Time 2), a situation similar to the 
initial one occurred. In the moral dilemmas, the protagonist had to decide whether to 
behave in a similar way to the previous one or in an opposite way. In the situation of 
unintentional damage, he has to decide whether to adopt precautionary measures to 
avoid the possibility of causing harm to another person or not. After the scenario, the 
protagonist’s two possible thoughts (moral/altruistic – henceforth moral - vs. selfish) 
and two choice options (moral vs. selfish) were presented. Participants were asked to 
evaluate, on a 9-point scale (1 = strongly disagrees, 9 = extremely agrees) the prota-
gonist’s degree of agreement with each of the two thoughts and to predict his choice 
between two options: moral vs. selfish. The order of thoughts, types of choice, and 
emotions was randomized.1  

4 Results 

In order to test the effect of the four scenarios on the six emotions, a mixed ANCOVA 
was performed, with the scenario as between variable and emotion as within variable; 
                                                           
1 The scenarios and the instructions were pre-tested by means of a pilot study with 32  

undergraduates (8 for each experimental condition).  
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gender (coded as dummy variable: 1 = male; 0 = female) was introduced as covariate. 
Means (with standard deviations) are reported in Table 1. 

Table 1. Means (with standard deviations) of emotions as function of scenarios 

  S1  S2  S3  S4 
Relief 7.90 (1.83) 5.82 (3.08) 5.34 (2.73) 1.16 (0.61) 

Anger toward 
oneself 

5.76 (2.61) 6.20 (2.63) 4.90 (2.75) 6.44 (2.72) 

Guilt 6.38 (2.57) 7.46 (2.28) 5.66 (3.26) 8.56 (1.05) 
Sorrow 4.92 (2.41) 5.92 (2.63) 5.32 (3.08) 8.64 (.077) 
Shame 5.44 (2.40) 6.34 (2.37) 4.50 (2.77) 4.36 (2.73) 

Satisfaction 4.94 (2.57) 3.98 (2.59) 5.08 (2.69) 1.26 (0.98) 
S1 = Norm transgression with self-advantage but without harm to others 
S2 = Norm transgression with self-advantage and harm to others 
S3 = Norm transgression with harm to others but without self-advantage  
S4 = Unintended harm to others 
 
Results showed two main effects: of scenario [F(3, 195) = 7.91, p <.001, η2p 

=.108] and of emotion [F(5, 975) = 29.04, p <.001, η2p =.130], and two interaction 
effects: emotion x scenario [F(15, 975) = 28.38, p <.001, η2p =.304], and emotion x 
gender [F(5, 975) = 2.71, p <.01, η2p =.014]. The latter, examined through parameter 
estimates, was due to the finding that males gave higher scores than females on relief 
and lower scores on anger toward oneself. As to the main effects, S1 & S2 elicited 
higher scores than S3 & S4; the rank order of emotion scores was the following: guilt 
> sorrow > anger toward oneself > relief & shame > satisfaction. The scenario x emo-
tion interaction, examined through the simple effects analysis (with Bonferroni ad-
justment), revealed the following findings: S1 elicited mainly relief and guilt; relief 
obtained higher scores than the other 4 emotions, whilst guilt obtained higher scores 
only than sorrow and shame; anger toward oneself and satisfaction did not differ from 
guilt, sorrow and shame. S2 evoked principally guilt, followed by shame, anger to-
ward oneself, sorrow and relief which had similar scores, while satisfaction obtained 
the lowest scores. As to S3, all emotions obtained analogous scores, except for guilt, 
which received higher scores than anger toward oneself and shame. The rank order of 
emotions evoked by S4 was the following: guilt & sorrow > anger toward oneself > 
shame > relief & satisfaction.  

If the scenario x emotion interaction is scrutinized from the emotion perspective, then 
the results show that guilt was mainly evoked by S4 and S2; however, S2 produced only 
higher scores than S3 and analogous scores to S1 which, in turn, evoked similar scores 
to S3. Anger toward oneself has been evoked with similar intensity by all scenarios, 
except for S4, which elicited higher scores than S3. As to sorrow, S4 produced the high-
est scores; the other scenarios did not differ from one another. S2 elicited shame more 
than S3 and S4, whereas S1 did not differ from the other scenarios. Relief was produced 
mainly by S1, followed by S2 and S3 (whose scores did not differ significantly), and 
lastly by S4, which obtained the lowest scores. Finally, as to satisfaction, S4 caused the 
lowest scores, while the other scenarios did not differ reciprocally.  

Successively, to test whether the emotions’ intensity attributed to the protagonist at 
time1 would predict his future choice at time 2, directly or via the mediation of moral 
and egoistic thoughts, multiple logistic regression analyses were performed through 
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PROCESS macro2, which allows to estimate direct and indirect effects in multiple 
mediator models with multiple predictors and/or binary dependent variable [24]. The 
six emotions were put in the analyses as predictors, the two thoughts (moral - vs. sel-
fish) acted as mediators, choice (between moral vs. selfish options) was the criterion 
variable. Choice was coded as dummy variable (1 = moral choice; 0 = selfish choice). 
Gender was put in the analyses as covariate.  

In mediational models [e.g. 19-21] the total effect of a predictor X on a dependent 
variable (or criterion) Y designates the overall effect that X exerts on Y both directly 
and through one or more mediators M; the direct effect of X on Y indicates the effect 
of X on Y independent of M’s influence on Y; the indirect effect designates the effect 
that X exerts on Y through M(s). The indirect effect assesses the amount of mediation 
and is quantified as the product of the effects of X on M and of M on Y. The presence 
of the indirect effect reduces or annuls the direct effect of X on Y compared to the 
total effect, except in the case of inconsistent mediation, where the different signs of 
the relationship between X, M(s), and Y can produce opposing mediation effects that 
reduce or annul the total effect. Finally, if the effect of X does not vary after introduc-
ing M(s), then there is no mediation. 

In Table 2 the effects of emotions on mediators are showed; in Table 3 total and di-
rect effects of emotions on choice are reported, while the indirect effects of emotions 
on choice via mediators are reported in Table 4. Note that the total effects of emotions 
on choice – not calculated by the macro - was assessed through a multiple logistic 
regression analysis (enter method).  

As regards the influence of the six emotions on moral thought [R2 =.509; F(7,192) 
= 28.47; p<.001], results showed that it increased as function of anger toward oneself 
and decreased as function of satisfaction. As to selfish thought [R2 =.426; F(7,192) = 
20.32; p<.001], it decreased as function of anger toward oneself, guilt, and shame. 

Total effects of emotions on choice [-2LL =160.09; Nagelkerke R2 = .563] showed 
that moral choices augmented when the intensity of guilt, anger toward oneself, and 
relief augmented, and when the intensity of satisfaction decreased. 

Table 2. Results of mediational regression analyses of predictors (emotions) and covariate 
(gender) on mediators (moral and selfish thoughts) 

 Moral thought  Selfish thought 

 B S.E. p B S.E. p 

Constant 5.01 .663 .000 7.52 .821 .000 

Relief -.035 .054 .519 .058 .067 .394 

Anger toward oneself .190 .078 .015 -.236 .096 .015 

Guilt .153 .087 .081 -.246 .108 .024 

Sorrow .045 .070 .521 .162 .087 .065 

Shame .042 .068 .533 -.222 .084 .009 

Satisfaction -.233 .074 .002 .105 .092 .255 

Gender .038 .235 .870 .295 .291 .310 

 

                                                           
2 The macro is available on  http://www.afhayes.com  
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Table 3. Results of mediational logistic regression analyses on choice (1 = moral choice) with 
predictors, covariate and mediators: total and direct effects 

 Total effects Direct effects 

   B  S.E.  p  B  S.E.  p 

Constant -4.21 1.30 .001 -4.56 2.66 .086 
Relief .210 .104 .043 .380 .154 .014 

Anger toward oneself .268 .124 .030 .104 .174 .551 
Guilt .448 .160 ,005 .206 .240 .392 

Sorrow .006 .129 .961 .014 .239 .951 
Shame .024 .117 .837 -.079 .171 .643 

Satisfaction -.301 .134 .024 -.378 .214 .077 
Gender -.251 .416 .545 .012 .612 .984 

Moral thought    1.43 .337 .000 
Selfish thought    -1.11 .262 .000 

Table 4. Results of mediational logistic regression analyses on choice (1 = moral choice): 
indirect effects 

 
Indirect effects through moral  

thought 
Indirect effects through selfish 

thought 
 Effect S.E p Effect S.E. p 

Relief -.050 .081 .534 -.064 .078 .415 
Anger toward oneself .273 .131 .038 .261 .126 .038 

Guilt .220 .139 .113 .276 .139 .049 
Sorrow .065 .105 .536 -179 .108 .097 
Shame .061 .101 .547 .246 .112 .028 

Satisfaction  -.334 .135 .013 -.116 .108 .283 

 
After controlling for the mediational variables [-2LL =75.83; Nagelkerke R2 = 

.836], the direct effect of emotions was no longer significant, except for relief. On the 
contrary, the two mediators exerted a robust effect on choice: moral thoughts in-
creased moral choices whereas selfish thoughts decreased them. The indirect effect of 
emotions via mediators was the following: anger toward oneself affected choice 
through both mediators, guilt and shame affected choice via selfish thought, whereas 
satisfaction affected choice through moral thought. Anger toward oneself increased 
moral thought which, in turn, increased moral choices whereas it decreased selfish 
thought which, in turn, decreased moral choices: so this emotion had a positive indi-
rect effect through both mediators. Guilt and shame decreased selfish thought, which, 
in turn, decreased selfish choices, and, consequently, they had a positive indirect ef-
fect on moral choices. The absence of total effect of shame on choice may be due to 
an inconsistent mediation. Satisfaction decreased moral thought, which increased 
moral choices: so, it had a negative indirect effect. Finally, no kind of effects was 
produced by sorrow and gender.  

5 Discussion of the Results and Conclusion 

This study had two goals: 1) to establish the relative importance of the violation of a 
moral norm and of the damage done to another person in the genesis of guilt and other 
(moral or) post-action emotions; 2) to investigate if the post-action emotions are  
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reliable predictors of the future behavior in conditions similar to the ones that elicited 
them at time 1.  

As to the first goal, our results showed that the four scenarios we had built were 
able to evoke the six envisaged emotions, principally guilt – a finding that proves 
their adequateness. Guilt intensity was especially high in the situations of unintended 
harm to a friend (S4) and of trick and damage (S2 = violating a moral norm to gain an 
unmerited advantage, and thereby also damaging another person). More specifically, 
the unintended harm elicited more guilt than the conditions in which there was only a 
norm violation without harm to others (S1) or in which the harm was intentionally 
caused (S3), whereas the” trick and damage” scenario (S2) produced only more guilt 
than the one of deliberate harm (S3). As regard the debate on the intrapsychic or in-
terpersonal nature of guilt, at first sight these results seem to support the latter posi-
tion, according to which this emotion arises from an empathic concern for the others: 
unintentional harm, in which no norm is violated (S4), evokes more guilt than the 
scenario in which the norm violation does not involve harm to others (S1). However, 
the strength of this conclusion is weakened by the fact that the scenario in which an 
intentional harm is caused to others without self-advantage (S3) produces similar 
scores to the one in which there is only the violation of the norm on cheating (S1). A 
plausible explanation of these findings may be that S4 is the only situation in which 
the protagonist is not faced with a moral dilemma where two conflicting options – 
each of which involving opposite (moral vs. selfish) goals – are contrasted. So, guilt 
(and sorrow which reached the same intensity) was not mitigated by the positive emo-
tions (relief and satisfaction) elicited by the fulfillment of the selfish goal. The finding 
that relief and satisfaction obtained the lowest scores on this scenario supports our 
hypothesis. In our opinion, our results advocate the idea that guilt has two main 
sources, reciprocally independent – the other-oriented empathy and the internalization 
of moral norms – and that it can only arise from one of these sources. On the contrary, 
shame seems to be a more self-centered emotion than guilt and less affected by the 
empathic concern toward another person. Although in this study shame did not reach 
high intensity, the “trick and damage” scenario elicited higher scores than harming 
(intentionally or not) another person. Note that also the norm violation without da-
maging another (S1) obtained higher scores than S3 and S4, even if this difference 
was not statistically significant. As concerns the debate about the nature of guilt and 
shame [for a review see 9,10], our results suggest that guilt is a stronger and more 
intense emotion than shame, since in all scenarios it obtained higher scores. It is 
noteworthy to recall that in all scenarios implying a norm violation and/or a deliberate 
damage, such actions remained hidden (and thus the private nature of transgression 
was hold constant) so that the possibility of being punished was excluded from the 
factors that could have increased the intensity of the emotions. Only the unintended 
damage was discovered but the friend did not exert any retaliation toward the prota-
gonist, even if his presence may be considered a powerful source of emotional reac-
tions. In the other situations the emotions were felt only in relation to oneself.  

As regards the second goal of this study, our results corroborated the largely ac-
cepted idea that emotion affects decision process and future behavior [e.g. 1,3, 22]. 
More precisely, our findings showed that four emotions influenced the future choice 
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through cognitive mediation; only relief had a direct effect on the choice, by increas-
ing the number of moral choices, whereas sorrow did not have any effect. Moral emo-
tions, such as guilt, shame, and anger toward oneself, predicted an opposite behavior 
from the one that had caused their genesis at time 1, whereas satisfaction predicted an 
analogous behavior to that at time 1. It should be noted that guilt and shame influ-
enced choice by decreasing the agreement with selfish thought, while satisfaction 
affected choice by decreasing the agreement with moral thought; only anger toward 
oneself affected choice through the mediation of both thoughts. Such a finding sug-
gests that this emotion is a basic and crucial component of shame and guilt, 
representing the self-critical and self-punitive aspects of both emotions.  

As to the cognitive mediation through which emotions predicted future behavior, in 
our study choice at time 2 was presented as a dilemma between two options: maybe 
this circumstance increased the importance of thought in the decision-making process, 
as it is recognized in the literature on moral judgment, even by the authors who em-
phasize the role of emotion in this domain [e.g. 23,24].  

Finally, we have to remark that our results also revealed some unexpected findings: 
contrarily to our predictions, sorrow did not exert any effect on choice and relief in-
creased moral, instead of selfish, choices. Probably sorrow is too broad and vague an 
emotion to be able to influence or predict specific future behavior. As to relief, it 
should be noted that this emotion arises when a worrying, uncertain or risky situation 
ends: in the three moral dilemmas at time 1 of our study, relief was related to the posi-
tive outcome of the situation the protagonist faced, despite his undiscovered miscon-
duct. So, we speculate that at time 2 relief may have increased moral choices based on 
the superstitious belief that one cannot tempt fate again and that misconduct may not 
be always successful. 
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Abstract. In this study we investigated the effects of negative mood on decision 
making among potential pathological gamblers and healthy individuals. More 
specifically, we examined whether the two groups exhibited the same or differ-
ent pattern of choice when being in a negative emotional state. To that end, par-
ticipants were induced with negative mood through the emotional event recall 
technique and subsequently presented with four scenarios about monetary deci-
sion making. For each scenario they were asked to choose an option among four 
possibilities: two options were cautious and two risky. Results showed that neg-
ative mood affected healthy individuals and potential pathological gamblers in 
the opposite way: the former made more cautious choices, while the latter made 
more risky choices. 

Keywords: Gambling, mood effects, decision making, pathological gamblers. 

1 Introduction 

Gambling disorder has received increasing attention from researchers over the past 
three decades since gambling opportunities have expanded around the world. Noso-
logically, the fourth edition of the Diagnostic and Statistical Manual of Mental Disor-
ders (DSM–IV) characterizes Pathological Gambling (PG) as persistent and recurrent 
maladaptive gambling behaviour [1]. In the fifth edition of the DSM (DSM-5), pub-
lished in May 2013, the diagnosis of PG was changed to Gambling Disorder (GD) [2]. 
The disorder was reclassified from an “Impulse-Control Disorder Not Elsewhere 
Classified” to one of the “Substance-Related and Addictive Disorders” in an effort to 
clarify the diagnosis and treatment of GD. This change also reflects the similarities 
between PG behaviour and addiction to substances. The prevalence of problem gam-
bling varies across countries and cultures, with Italian rates estimated at 2.3% for 
youths and 2.2% for adults [3]. 

In regards to psychological factors underlying GD, there is a large body of evi-
dence [4,5] showing that problem gambling is associated with social isolation and 
subjective distress (including depression, anxiety, and stress) in both adult and ado-
lescent populations. It has been assumed that problem gamblers may gamble to  
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decrease negative emotions such as boredom or loneliness. Furthermore, anxious or 
depressed people may also gamble to relieve their negative emotional states [6,7,8]. 
However, in the short term gambling seems to be effective in reducing negative 
mood, but in the long term it has a rebound effect by making the pathological gam-
blers more anxious and depressed. Dickerson and his colleagues [9] reported that in 
high-frequency gamblers, prior mood and erroneous cognitions significantly ac-
counted for continuation of gambling despite successive losses. Raghunathan and 
Pham [10] found that in decision making related to gambling sad individuals have a 
bias towards high-risk/high-reward choices, whereas anxious people have a bias to-
wards low-risk/low-reward choices. They suggested that anxiety and sadness commu-
nicate different types of information about decision making process and, thus,  
influence the production of decision-makers’ goals. Anxiety leads to the uncertainty 
reduction goals, whereas sadness leads to the rewards replacement goals. Anyway, 
both anxious and sad people are attempting to make a decision regarding what would 
make them feel better. 

From a more general point of view, in the literature about the influence of emo-
tions on cognitive processes and on individual behaviours, there are contrasting find-
ings concerning the role of negative mood on performances [see 11 for review]. A 
number of studies have found that negative mood can result in more systematic, 
elaborate and analytical cognitive processing [12,13]. Individuals in a negative mood, 
compared to those in neutral or positive mood, seem to be especially likely to engage 
in systematic processing, to adhere to the data provided more consistently, [14] and to 
show less confidence in their assumptions. On the contrary, other studies showed that 
negative emotional states impair performances. For instance, most intense emotional 
states, which are accompanied by high levels of autonomic arousal, are known to 
impair working memory capacity [15]. This decrement in processing capacity has a 
variety of consequences that seem detrimental to sound reasoning. Compared to  
non-anxious participants, anxious participants tend to have lower ability to recall 
information and organize this information in memory [16], take longer to verify  
the validity of logical inferences [17] and select an option without considering every 
alternative [18]. 

More specifically, as far as problem gambling is concerned, trait-anxiety and stress 
have been linked to the development and maintenance of problem gambling. More-
over, negative mood states influence the type of gambling behaviours: in particular, 
depressed individuals are more likely to play games of skill, including cards, whereas 
stressed or anxious individuals tend to play low-skill games such as video lottery 
terminals [see 19 for review].  

Empirical evidence is also contrasting with regard to the influence of emotional 
states on decision making [20,21]: emotions are shown to either increase one's attitude 
for risk or lead to risk avoidance. Several studies have shown that high-anxious indi-
viduals judge the risk of an event as being greater than non-anxious individuals do 
and choose safe options more often in tasks involving risk evaluation [22,23]. On the 
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contrary, when Miu et al. [24] investigated  the effect of trait-anxiety on decision-
making performances through the Iowa Gambling Task (IGT, [25]), they found  that 
high-anxious participants showed increased selection of the risky (and disadvanta-
geous) card decks, compared to low-anxious participants. Intense emotive and  
motivational states such as hunger, pain, sexual arousal, drug cravings and sleep dep-
rivation are found to produce collapse in self-control and increase risk taking in order 
to alleviate those states [26]. Furthermore, in gambling literature several studies indi-
cate that negative emotional states with strong arousal increase risk-seeking and, con-
sequentially, risky choices [27-29]. For example, Leith and Baumeister [29] found 
that participants who were angry were more prone to choose economically inferior 
"long-shot" gambles over superior "safe-bet" gambles, whereas sad participants did 
not exhibit this bias. Moreover, Fessler et al. [27] found that anger triggered more 
risk-seeking in gambling, whereas Mano [28] found that intense emotional arousal 
increased the willingness to pay for lotteries and decreased the willingness to pay for 
insurance. 

In sum, although  research has been very interested in the influence of negative 
mood on the human decision-making processes, the recent data are controversial. If 
on the one hand several studies have shown that negative mood can result in more 
systematic, elaborate and analytic information processing, on the other hand other 
studies have shown that negative moods produce collapse in self-control and cause 
people to take risks in order to alleviate this state. However, as far as the gambling 
literature is concerned, findings are more homogeneous: negative mood seems to 
increase the tendency to gamble and to make risky choices.  

2 Experiment 

The present study has been envisaged in order to further investigate the effects of 
negative mood on decision making among both problem gamblers and healthy indi-
viduals. More specifically, we aimed to examine whether the two groups exhibited the 
same or a different pattern of choice when being in a negative emotional state. To that 
end, participants were induced with negative mood through the emotional event recall 
technique and, then, they were presented with four scenarios about monetary decision 
making. For each scenario, they were asked to choose an option among four possibili-
ties: two options were cautious and two were risky. Such scenarios were built in order 
to depict some real life decision situations.  

In order to divide participants in two groups - potential pathological gamblers and 
healthy individuals - the South Oaks Gambling Screen (SOGS, [30]) was used. This 
questionnaire consists of 20 items designed to assess the attitude toward gambling and 
to identify individuals who are either potential pathological gamblers or pathological 
gamblers.  
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2.1 Method 

Participants. Sixty (n.= 60) individuals participated in this study, half male and half 
female, with mean age 32.28 (s.d.=14.26). Each participant gave informed consent 
and they were not paid for their participation.  

Experimental design. The experimental design involved two between-subject vari-
ables – mood induction and gambling attitude – and  one within-subjects variable, i.e., 
the four scenarios. Participants were divided into four groups on the basis of the two 
between-subjects variables: mood induction (negative mood and no mood induction) 
and attitude toward gambling (potential pathological gamblers and healthy individu-
als), assessed on the basis of SOGS scores. 

Materials and Procedure. Participants were presented with a paper and pencil ques-
tionnaire. In the first page, a brief description of the study was presented followed by 
the consensus and the request to indicate their sex and age. In the second page, in 
negative mood condition, participants were asked to recall and describe a negative 
autobiographical event. Then they were asked to assess on a 7-point Likert scale (1= 
not at all/7= extremely) the extent to which they felt the following emotions: anger 
toward oneself, anger toward circumstances, regret, disappointment, fear, sadness, joy 
and relief. The control group participants, without mood induction, were only asked to 
evaluate the extent to which they felt the eight emotions. 

In the third page, the four scenarios were presented, each with four choice options: 
two cautious and two risky options. The scenarios were the following: 

- Casino scenario described a situation in which the protagonist is playing roulette 
at a gambling casino. Red came out 4 times in a row. He has to decide whether to bet 
on the black and, if yes, the bet amount (100, 300 or 600 euro). 

- Scratchcard scenario depicted a situation in which the protagonist won 2 euro 
with a scratchcard. He is feeling lucky. He has to decide whether collect the winning,  
buy something else, or buy another scratchcard (of 2 or 5 euro).  

- Final match scenario described a situation in which the protagonist is going to 
watch the final match of his favourite team. He really desires his team to win. In that 
moment, his friends are betting for the winning of the team. He has to decide whether 
to bet and, if yes, the bet amount (5, 10 or 20 euro). 

- Long play record selling scenario: the protagonist is selling some of his stuff 
and he is forced to sell a long play record he loves. The estimated price is 200 euro 
and he has to establish the price at which he is willing to sell it (180, 200, 220 or 240 
euro).  

An example of the casino scenario with the four choice options was the following:  
 “It’s your first time in a gambling casino. After having observed different gaming 

situations for about an hour, you are ready to start playing. You changed 500 euro and 
you have other 500 euro, which you preferred not to change in fiches. You start play-
ing roulette and you win, now you have 600 euro in fiches. Red came out 4 times in a 
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row and people around suggest you to wager a large bet on black: “This is your 
chance!” they say. You know it’s late, after this bet you have to come back home. At 
this point, you have to decide what to do.”  

The four options were: not to bet, bet 100 euro (cautious options); bet 300 euro, bet 
600 euro (risky options). 

Lastly, participants completed the SOGS questionnaire. 

2.2 Results 

In order to reduce the number of emotions, an explorative factor analysis (with prin-
cipal component extraction method) was performed on the eight emotions. Varimax 
rotation was used after controlling the independence of the factors. Two factors were 
extracted with eigenvalue ≥ 1, explaining 63,02% of variance: negative emotions and 
positive emotions. Results are reported in Table 1. SOGS scores have been trans-
formed in a dummy variable: potential pathological gamblers (SOGS≥3; 27 partici-
pants) and healthy individuals (SOGS<3; 33 participants).  

Table 1. Results of factor analysis performed on the emotions 

Factor 
labels 

Emotions Loadings 
Percent of 
variance 

Cumulative 
percent of 
variance 

Negative  
emotions 

disappointment 
anger  toward circumstances 

.816 

.762 

39.39 39.39 
sadness .716 

fear .708 
regret .672 

anger toward oneself .648 
Positive 
emotions 

joy .886 
23.63 63.02 

relief .882 
 

 
In order to test whether the mood manipulation was efficacious, we conducted two 

ANOVA 2x2 on the two factors emerged from factor analysis (one for negative emo-
tion and another for positive emotions) as manipulation check. Gender was put in the 
analysis as covariate.  The independent variables were: attitude toward gambling (po-
tential pathological gamblers vs. healthy group) and mood induction (negative vs. 
none). Results on negative emotions factor showed a main effect of the mood induc-
tion (F1,55=18.02; p<.001; p-ƞ²=.25) and an interaction effect mood induction x 
gambling attitude (F1,59=4.37; p<.05; p-ƞ²=.07) examined by simple effects analysis. 
Negative emotions were higher in negative mood than in no induction condition; in no 
induction condition, negative emotions were higher in gamblers than in healthy indi-
viduals, whereas no difference emerged in negative mood induction condition.  Re-
sults on positive emotions factor showed an interaction effect of mood induction x 
gambling attitude (F1,59=5.19; p<.05; p-ƞ²=.09) examined by simple effects analysis: 
among potential pathological gamblers, positive emotions were higher in no mood 
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induction than in mood induction condition; no difference emerged among healthy 
individuals. 

In order to test the effects of the mood induction on the choices of the two partici-
pant’s groups, a mixed ANOVA 2 (attitude toward gambling: potential pathological 
gamblers vs. healthy individuals) x 2 (mood induction: negative vs. none) x 4 (type of 
scenario situation: casino, scratchcard, final match, long play record) was conducted. 
The first two variables were between-subjects, the last was within subjects. The de-
pendent variable was the participants’ choice. Note that we dichotomized the four 
choices by coding as 1 the two risky option choices and as 0 the two cautious option 
choices. Gender (coded as dummy variable: 1 = male and 0 = female) was put in the 
analysis as covariate. 

Mean percentages of risky choices are reported in fig. 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Mean percentages of risky choices as function of gambling attitude (potential pathologi-
cal gamblers; healthy individuals) and mood conditions 

Results showed two main effects: type of scenario situations (F3,165=9.73; 
p<.001; p-ƞ²=.15) and attitude toward gambling (F1,55=21.18; p<.001; p-ƞ²=.28). 
Participants chose more risky options with scratchcard scenario (M=0.91; s.e.=0.4) 
than in the other situations. Indeed, casino scenario (M=0.35; s.e.=0.6), final match 
scenario (M=0.35; s.e.=0.5) and long play record selling scenario (M=0.49; s.e.=0.6)  
did not display any significant difference from each other. As far as the effect due to 
the attitude toward gambling is concerned, results showed that the participants classi-
fied as potential pathological gamblers chose more risky options (M=0.66; s.e.=0.4) 
than those classified as healthy individuals (M=0.39; s.e.=0.4). 

Results also showed an interaction effect between mood condition and attitude to-
ward gambling (F1,55=11.36; p=.001; p-ƞ²=.17). The interaction effect was examined 
by means of simple effects analyses followed by pairwise comparisons with  
Bonferroni adjustment for multiple tests. The data showed that healthy individuals 
(p<.05) chose more risky options in “no mood induction” (M=0.47; s.e.=0.5) than in 
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“negative mood” (M=0.3; s.e.=0.6). The opposite occurred with potential pathological 
gamblers (p<.01), which chose more risky options in “negative mood” (M=0.78; 
s.e.=0.6) than in “no mood induction” (M=0.54; s.e.=0.6) condition (see fig.2). 

Gender showed no significant effect. 
 

 

Fig. 2. Interaction effect between the attitude toward gambling (potential pathological gam-
blers; healthy individuals) and the mood induction (none induction; negative mood induction) 

3 Conclusion 

The aim of this study was to investigate the effects of induced negative mood on deci-
sion-making of both potential pathological gamblers and healthy individuals. 

Results on mood manipulation showed, as expected, that negative emotions were 
higher in negative mood induction condition compared to the control condition, with-
out mood induction. Furthermore, results showed that, in absence of mood induction, 
potential pathological gamblers felt higher levels of both negative and positive emo-
tions than healthy individuals. This finding suggests that potential pathological gam-
blers are more sensitive to emotional stimuli rather than individuals without gambling 
problem. Williams and her colleagues [31], for example, found a positive relationship 
between gambling behaviour and negative emotional states; furthermore, they high-
lighted that individuals with gambling disorders reported a greater lack of awareness 
about their high levels of arousal and their emotions’ intensity in comparison with 
healthy individuals. 

Results on monetary choices showed, as expected, that potential pathological gam-
blers made more risky choices compared to healthy group. The only situation in 
which both groups of participants chose more risky options was the scratchcard sce-
nario, a finding that is plausibly due to the scenario content effect. On the one hand, 
the availability of scratchcards has considerably increased in the last time period and, 
consequently, this scenario describes a more familiar situation as compared with the 
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situations of the other three scenarios. On the other hand, the monetary value of the 
scratchcard and of the winning (2 euro of winning and 2 or 5 euro for buying another 
scratchcard) was very small. So, most participants preferred to grope their luck rather 
than requiring the payoff. 

The most interesting result obtained in this study concerns the difference in risky 
choices between potential pathological gamblers and healthy individuals in function 
of their mood condition. Healthy individuals made more risky choices in the control 
condition than in the negative mood condition. In contrast, potential pathological 
gamblers chose more risky options in the negative mood condition rather than in the 
control condition.  

This finding suggests that healthy individuals when being in a negative mood en-
visage a more conservative and cautious behaviour, in conformity with the idea that 
negative mood can be associated with a more elaborative and analytic cognitive proc-
essing [13,14]. On the contrary, potential pathological gamblers' choices are in line 
with the findings that negative affective states increase risk seeking and, conse-
quently, risky choices [31,32,33]. Perhaps such result could support the idea that 
some individuals gamble in order to avoid or to reduce negative emotional feelings 
[8]; however, in this study we did not directly investigate this hypothesis. 

On the whole, the results of this study seem to be promising but more findings are 
required in order to better understand the relationship between emotional states and 
attitude toward gambling. More specifically, future research could investigate the 
effect of both positive and negative emotional states on both gamblers’ and healthy 
people’s decision making. In particular, the effects of definite emotions, such as an-
ger, happiness, satisfaction, regret, sadness or guilt, should be examined in order to 
establish whether there is a relationship between specific emotions and the decision 
making outcomes.  
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Abstract. Emotion is omnipresent in our daily lives and has a signifi-
cant influence on our functional activities. Thus, computer-based recog-
nising and monitoring of affective cues can be of interest such as when
interacting with intelligent systems, or for health-care and security rea-
sons. In this light, this short overview focuses on audio/visual and tex-
tual cues as input feature modality for automatic emotion recognition.
In particular, it shows how these can best be modelled in a Neural Net-
work context. This includes deep learning, and sparse auto-encoders for
transfer learning of a compact task and population representation. It
further shows avenues towards massively autonomous rich multitask-
learning and required confidence estimation as is needed to prepare such
technology for real-life application.

Keywords: Deep Learning, Neural Networks, Emotion Recognition,
Affective Computing.

1 Introduction

Emotion is omnipresent in our daily lives and has a significant influence on
our functional activities. Thus, computer-based recognising and monitoring of
affective cues can be of interest such as when interacting with intelligent systems,
or for health-care and security reasons.

Machine Learning aspects have been one of the major factors to boost the per-
formance of automatic emotion recognition ever since along side search for the
‘ultimate feature representation’, general emotion representation such as by cat-
egories (such as one or several emotion labels or tags per instance of analysis) or
dimensions, units of analysis such as frames, ‘speaker turns’ or longer sequences
and finally data. In fact, any of the latter obviously impacts on the machine
learning architecture. In this short overview, a discussion will be provided on
recent trends related to machine learning aspects for automatic emotion recog-
nition with a slight emphasis on neural approaches. Starting with deep learning
in section 1 where some important ‘tweaks’ will be highlighted, section 2 will
then focus on the title’s ‘everyday’ aspect by touching upon lifelong learning and
its implications. A short conclusion will be provided at the end.
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2 Deep Learning

Recently, there is an increasing tendency in the field of machine learning to use
deep learning methods for various kinds of applications owing to their great
success in improving accuracies. A comprehensive recent overview on the topic
is found in [[30]]. Having been impressively applied to various kinds of speech,
video, and image analysis tasks, it is not surprising that deep learning has found
its way also into automatic emotion recognition. A first example is emotion
recognition from speech [[32]]. In the works of Brueckner et al. further related
speaker states and traits from the ISCA Interspeech Computational Paralin-
guistics Challenges have been considered – often outperforming the best results
obtained in those [[3,4,5,6]]. Further examples for emotional speech recognition
include [[7,25,26,1,21,29]]. In a related way, deep learning has also been success-
fully applied to emotion recognition in music [[31]]. Further, a number of works
combine video cues such as facial information with speech analysis in a deep
learning paradigm, such as in [[24]] or in the winning contribution to the 2013
Emotion in the Wild Challenge held at ACM ICMI [[23]] which was able to
raise the organisers’ baseline of 27.5% accuracy to 41.0%. Manifold further ar-
ticles report gains in facial expression analysis, including even lip shape analysis
for emotion recognition [[28]]. Also physiological measurements such as by EEG
data analysis [[22]] have recently been implemented successfully in deep learning
architectures beyond further studies dealing with textual and other cues.

In fact, deep neural networks (DNNs) composed of multiple hidden layers
were first suggesed decades ago. However, their training was difficult. Neural
networks are usually learnt by stochastic gradient descent (SGD) such as the
well-known backpropagation algorithm. Yet, having large initial weights, the
network parameters tend to converge towards poor local minima. On the other
hand, having small initial weights tends to make the gradients in the lower
layers vanish. Accordingly, training networks with many hidden layers becomes
challenging. In addition, the paramter space for deep networks with many hidden
layers and many hidden units in each layer is often large making it likely that the
networks overfit the data sets. This is crucial in the field of emotion recognition
where data sets are relatively small. Hinton et al. [[20]] helped to overcome these
limitations by an efficient method to pre-train DNNs layer by layer. Originally,
an undirected graphical model – the Restricted Boltzmann Machine (RBM) –
was used. Interestingly, this pre-training is entirely unsupervised, i. e., without
having target labels. Such pre-training moves the network parameters near to
a local optimum in the parameter space. Later, the parameters can further be
optimised by (supervised) iterations of SGD on the pre-trained network. This
fine-tunes the network to the task at hand – emotion recognition in our case.

2.1 Deep Belief Networks

Once the weights of an RBM or suited alternative such as a denoising auto-
encoder (DAE) network has been learnt, the outputs of the hidden nodes can
be used as input data for training a ‘next’ RBM or similar which will learn
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a more complex representation of the input data to step-wise establish a deep
belief network (DBN) by stacking layers. Such layer-wise construction of a deep
generative model is known to be considerably more efficient than learning all
layers at once.

Importantly, in DBNs hidden states can be inferred very efficiently by a single
bottom-up pass in which the top-down generative weights are used in the reverse
direction. Further, with each added layer of learnt features added, the new DBN
has a variational lower bound on the log probability of the training data that
is better than the variational bound for the previous DBN, provided correct
learning [[20]]. For many applications, discriminative fine-tuning of a such an
initialised neural network leads to better results than the same neural network
initialised with small random weights [[14]]. In fact, greedy layer-wise unsuper-
vised pre-training is crucial in deep learning by introducing a useful prior to the
supervised fine-tuning training procedure [[14]]. While a DBN is a generative
model consisting of several RBM layers, it can be used to initialise the hidden
layers of a standard feed-forward DNN. One then adds an output layer such
as a softmax layer for (emotion) classification or a linear layer for (emotion)
regression. Note that the terms DBN and DNN are often used interchangeably.

2.2 Dropout

To overcome overfitting, dropout was introduced [[19]] to prevent complex co-
adaptations in which a hidden unit is only helpful in the context of several
other specific hidden units by randomly omitting each hidden unit from the
network. This is done with a given probability, such that a hidden unit cannot
rely on ‘the other’ hidden units being present. This can be seen as equivalent to
adding (particular) noise to the hidden unit activations during the forward pass
in training, similar to [[33]]. However, dropout can be used in all hidden and
input layers of a network and also during the final fine-tuning. While dropout
strongly reduces overfitting, it increases the training time.

2.3 Rectified Linear Units

The key computational unit in a neural network is a linear projection followed
by a point-wise non-linearity. The latter is often chosen as a logistic sigmoid or
tanh function. Alternatively, the recently proposed rectified linear unit (ReLu)
can improve generalisation and make training of deep networks faster and simpler
[[27,35]]. It is linear when its input is positive and zero otherwise. If it is activated
above zero, its partial derivative is one. Accordingly, vanishing gradients do not
exist along paths of active hidden units in an arbitrarily deep network. Furher,
they saturate at exactly zero. This can be useful when using hidden activations
as input features for a classifier.

3 Life-Long Learning

Still to the present day, likely the major bottleneck in automatic emotion recog-
nition systems is the lack of training data. This is likely to be overcome only
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by using efficient manners of label acquisition. Moreover, ideally emotion recog-
nition systems of the next generation will keep learning, e. g., in targeted and
efficient interaction with their users or by exloiting sources of (rich) data such
as the Internet or television, etc.

3.1 Transfer Learning

Even more efficiently, existing resources can be reused to ‘transfer’ knowl-
edge across these different factors such as learning from adult material how
to recognise emotions of children or elderly, etc., e. .g., by DAE neural networks
[[12,11,13]]. In fact, emotional data resources often come in very different la-
bellings such as (often different) categories or dimensions – transferring by suited
approaches of machine learning can also be of help in this respect. Further, it
has been shown that this can go as far as transfering similarities of emotion as
manifested across speech and music [[8]] or speech and sound [[34]].

3.2 Collaborative Learning

In fact, it is not the data that is usually sparse, but rather the labels. Thinking
of the need to acquire data from different cultural backgrounds, in different lan-
guages, of different nature such as acted, elicited, masked, spontaneous, etc., of
different parts of the population such as from children or aged persons, and cov-
ering also less researched states such as social emotions, one can barely imagine
the effort that would need to go into a purely human-based data acquisition. It
thus appears wise to include the computer systems in a ‘cooperative learning’
approach – ideally mixed with dynamic crowd sourcing to cover for experts of
different cultures, languages, etc. Active learning [[37,17]] in combination with
semi-supervised learning [[38,15]] provide a good basis to this end by allowing a
machine to decide whether it can label new data itself, needs human aid, or can
discard it as it seems not to be of sufficient interest. The first aspect, i. e., be-
ing sufficiently confident, can be based on the computation of suited confidence
measures as will be touched upon in the next subsection. The second aspect,
i. e., if the new data instance is of sufficient interest, can be decided based upon
sparseness of the instance, where sparse examples naturally appear of particular
interest. Sparseness can thereby be found in all sorts of different ways as men-
tioned at the beginning of this subsection, e. g., coming from a sparse emotion
class, subject group, culture, etc. Further methods are of more technical nature
such as the expected change in model parameters given the data instance would
be used in learning. Ideally, such request for human aid could be scaled for most
efficiency, such as making a decision on how many human opinions need to be
casted, e. g., by crowd-sourcing. As an example, a machine could weight labels by
itself and raters based on confidence measures and agreement ‘so far’ to decide
on whether a further opinion will be needed.
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3.3 Confidence Measures

For the above mentioned collaborative learning, meaningful measures of confi-
dence in an emotion recognition engine’s decision need to be established [[36]].
While there have been very few works addressing this topic in particular for
the recognition of emotion by computer systems, there are some first successes
reported. These base on predicting the human labelers’ agreement (rather than
the emotion) and good correlation between this estimated agreement of humans
and the confidence one can have in the machine’s prediction of the emotion
per se where observed [[9]]. A second alternative trains systems on other emo-
tional speech databases to learn in a semi-supervised manner to predict potential
mistakes of the target emotion recognition system of interest [[10]].

3.4 Distributed Learning

In order to be able to collect large amounts of data from users while preserv-
ing privacy of these, distributed processing may become crucial. This allows to
collect large amounts of data on a server for the update of recognition models.
Seemingly, data can be reduced considerably without too big losses in recognition
accuracy, but high gains in privacy protection due to reduced feature informa-
tion by (split) vector quantisation [[18,2]]. In addition, distributed learning can
allow for highly efficient processing.

3.5 Multitask Learning

Finally, training multiple emotion dimensions [[16]] or person state and trait
informtion in parallel has been shown to boost performance for each individual
task. This can be easily implemented in (deep) neural architectures by adding
further output nodes to a network.

4 Conclusion

In this overview on selected recent machine learning trends in the automatic
recognition of human emotions deep learning was discussed as a promising future
direction in a field where unity on the best learning approach is entirely missing.
Further, ways to reach a life-long learning approach have been touched upon.
Overall, one can expect life-long deep learning emotion recognisers that exploit
‘big’ amounts of data as a likely future solution to make these systems ready for
everyday usage.
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Abstract. Humans produce handwriting samples in their every-day life
activity. Handwriting can be collected on-line, thanks to digitizing tablets,
or off-line by scanning paper sheets. One question is whether such hand-
writing data can tell about individual style, health or emotional state of
the writer. We will try to answer this question by presenting related works
conducted on on-line and off-line data. We will show that pieces of off-line
handwriting may be useful for recognizing a writer or a handwriting style.
We will also show that anxiety can be recognized as an emotion from on-
line handwriting and drawings using a non parametric approach such as
random forests.

Keywords: Anxiety recognition, Style recognition, Emotion recogni-
tion, Random forests.

1 Introduction

Handwriting is still a popular means of communications. Handwriting data can
be collected either on-line [1], off-line [2] or both [3]. On-line handwriting consists
in recording the way how strokes are drawn including stroke order, direction and
speed (i.e the ductus), along with pen position and pressure. In addition in-air pen
positions are also recorded, i.e. when the pen is near the tablet though not touching
it. From such on-line data, writer gestures can be recovered as seen in Fig. 1-a. In
contrast, with off-line handwriting collection, writer gestures have been lost and
data consist in grey level or black and white images (see Fig. 1-b ).

Since handwriting is easily produced, both on-line and off-line handwriting
have been extensively studied. Reading systems are able to process whole text-
lines with Hidden Markov Model (HMMs) and Recurrent Neural Network (RNN)
approaches [4][5]. Thus the recognition of handwritten envelopes, checks and
mail is possible for postal, banking and mail management applications. The
recognition of historical documents is also possible when the writing is regular
[6]. For irregular writings, keyword spotting approaches are preferable [7][8].
Besides recognition, writer authentication or identification can be achieved from
pieces of handwriting, using similarity measures and Kohonen Maps [9][10][11].

c© Springer International Publishing Switzerland 2015 347
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Fig. 1. a) On-line handwriting sample with on-paper (black) and in-air (red) points.
b) off-line handwriting sample: grey level image (from [2]).

Other applications consist in separating handwriting from printed items within
a document as in the MAURDOR challenge [12].

In another perspective, clinicians have observed that writing abilities can be
modified with age, fatigue or illnesses [13]. To assist clinicians in their diagnosis,
computerized platforms have been developed which collect and make measure-
ments on handwriting. Among them,

– the ClockMe system [14] which automatically evaluates the score of the clock
drawing test (CDT).

– The Compet system [15] which can predict age, and various health disorders
such as major depression from measures extracted from handwriting tasks
such as text copy.

– The ’strokes against stroke’ system, which detects brain stroke risk from
stroke measurement achieved on a tablet according to stimuli displayed on
a screen [16] [17].

Other systems deal with detecting various motor disorders due to Parkinson
(PD), Alzheimer (AD), sclerosis [18] or schizophrenia [19] deseases.

In the following we will detail research works related to style and emotion
recognition.

2 Style Recognition

Handwriting style results from a combination of several factors such as refer-
ences to glyphs learnt at school, personal habits and motor control abilities [20].
Handwriting style may refer to writer style since each handwriting is unique.
Handwriting characteristics at the motor or ink level are for instance studied in
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[21][22]. Handwriting style may also refer to broad classes of handwriting, includ-
ing clusters of writings which look similar, but from different writers . This is the
case for paleographical studies which mainly consist in comparing documents,
looking for similarities and disimilarities. The comparison is based on features
such as layout (spacings) and stroke angles. From an automatic processing point
of view, documents or small pieces of writing, can be represented by such angle
features. Among angle-based representations: directional histograms [23], matrix
of curvatures occurences [24], and fractal dimension [25]. We have proposed [26]
a document representation based on probability density functions (denoted as
pdfs in the following). The probability density functions of a document is ob-
tained by collecting angle values of pixel contours. The angles are obtained with
a bank of Gaussian filters. The histogram of these angle values are smoothed
and normalized as a probability density function. We propose several measures
on these pdf curves in order to compare documents. The main ones are:

– Mode: refers to the principal mode and is indicative of the preferential slant
direction of the script.

– Entropy: is the entropy of the pdf curve and varies mostly with curliness
and stroke density. The higher the entropy, the flatter the pdf curve. A flat
curve coresponds to a round writing. Conversely, a low entropy corresponds
to a peaked curve and a writing with a dominant direction.

– Full amplitude: is the value of the pdf curve at the location of the mode.
The higher the amplitude, the more linear is the writing.

– Modality: represents the number of modes in the pdf curve and relates per-
ceptually to the presence of multiple strong writing directions.

Fig. 2. Histogram of pixel angle values and corresponding probability density function
curve (in red). Measurements on the curve (from [26]).

From one document, documents in a collection can be ranked according to
each of these measures. Thus the more similar documents according to a cho-
sen measure are retrieved by such comparison. This approach can be used to
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retrieve documents from the same writer, or documents which share style char-
acteristics with the query document, such as the dominant writing direction. For
this task, the authors in [26] developed a demonstrator called REX, available at
http://glyph.telecom-paristech.fr/.

3 Anxiety Recognition

As defined by Eysenck et al. [27](pp.336) ”Anxiety is an aversive emotional and
motivational state occurring in threatening circumstances”. It is a secondary
emotion [28] which affects cognition and reduces the individual’s effectiveness
and efficiency in performing cognitive tasks. It is thus desirable to assess anxiety.

The Depression Anxiety Stress Scale (DASS) is a popular tool for assessing
anxiety, along with other disorders such as depression and stress. It consists in
filling a questionnaire including 42 questions such as ”within the past 2 weeks, I
had a feeling of shakiness (e.g. legs going to give away)”. DASS provides a score
for qualifying the anxiety level as normal, mild, moderate or severe.

Even though the DASS psychometric properties are well assessed [29], it is
desirable to relate its properties to daily cognitive functional activities, such
as handwriting, in order to automatize the discrimination process (supporting
the clinician’s diagnose and reducing health care’s costs) between clinical and
non-clinical indicators of the abovementioned disorders.

This can be down at low cost with non harmful device by exploiting handwrit-
ing as mentioned in Section 1. Thus we propose to build an automatic system
which relates handwriting to emotion such as anxiety.

3.1 Data Collection

For building an emotion recognition system from handwriting, we need labeled
data. This consist in collecting handwriting samples from subjects. DASS scores
have been used for labeling the emotional state of each subject. In this study, we
have collected samples from 50 subjects (from which two had to be discarded).
The emotional states have been dichotomized into non anxious (normal DASS
scale) and anxious (DASS moderate to severe).

The handwriting samples have been collected from an ensemble of five hand-
writing/drawing tasks, extracted from seven exercices completed on a sheet of
paper laid on the digitizing tablet (see Fig. 3): pentagons, house drawings, hand-
print writing, circles (right hand, left hand), clock drawing, cursive writing.
Circles were discarded because these exercises did not include in air strokes.

3.2 Extracting Features on Handwriting

The second step of a recognition system consists in extracting features for each
subject. Twenty-five features f1 to f25 (five tasks, five features per tasks), are
extracted for each subject from his/her handwriting. The five features extracted
from each task can be divided into time-based and ductus-based features, as
listed below:
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– f1: time spent in-air while completing the task
– f2: time spent on-paper while completing the task
– f3: time to complete the whole task

– f4: number of on-paper strokes 1 while completing the task
– f5: number of in-air strokes while completing the task

Features f1 to f5 correspond to the pentagon task. Features f6 to f25 correspond
to the remaining tasks in the following order: house drawing, handprint, clock,
cursive writing.

We thus extract both on-paper and in-air features per subject and we aim
at recognizing subject’s emotional state (anxious or not) from these features. In
the following we use random forests both for recognizing anxiety from features
but also to improve recognition by selecting the best features.

3.3 Selection of Best Features with Random Forests

We propose to recognize anxiety from these handwriting data with a non-parame-
tric machine learning approach, namely random forests [30]. The main advantage
with a machine learning approach is that measurements are not analysed in iso-
lation but in combination. This is useful when classes overlap or when a variable
has several modes. In addition, we need not to assume Gaussian distribution for
the extracted measures as for parametric approaches. Moreover such non para-
metric approach is compliant with our scarce emotional data extracted from
48 subjects. Random forests also have the advantage of ranking the input fea-
tures according to their importance. It thus provides cues for interpreting the
recognition process in terms of relevant tasks and corresponding features.

Training a random forest consists in building N decision trees which are com-
bined at decision level. Each tree is built from a subset of the training data (the
remaining set includes the out-of-bag points or OOBs) and from a subset of the
features. We use the four importance measures provided through random forest
training. The ranks of the 25 features differ according to each measure. The
automatic ranking process is the following. The ranks of each feature according
to each importance measure are summed up. The lowest the sum, the best the
feature.

For anxiety recognition, the seven most relevant features are the following:

– timing-based f1 and f6 features (time spent in-air) when completing pen-
tagon and house drawing tasks.

– ductus-based f9, f10 and f24 features which are the number of on paper and
in air strokes when completing the house drawing and cursive writing tasks.

– timing-based f2 feature (time spent on paper) when completing the pentagon
drawing task.

– timing-based f13 feature (total time for a task) when completing the hand-
print writing task.
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Fig. 3. top: whole set of tasks filled by one user. bottom: Sample of the pentagon
drawing task with on paper (in black) and in-air points (in red). In blue, extrapolated
lines between two in-air strokes.

Forests used in these experiments are built with ntree = 10 trees. But this
number can largely be increased. Since we have nfeat = 25 features, mtry =√
nfeat = 5 is a popular tuning for the number of variables considered at each

tree node. We use the R-language and random forest package [31].

Our first finding is that a majority of features selected by the random forest
are related to in air strokes (f1, f6, f9, f24). This shows the importance of in-air

1 A stroke in this context corresponds to consecutive drawing points achieved without
lifting the pen.
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Table 1. Number of (best) features for each task

Tasks Pentagons House Handprint Clock Cursive

Number of features 2 3 1 0 1

Table 2. Leave-one-out accuracies. Anxiety is recognized either using the whole set of
features, or a subset of best features

Anxiety recognition All features Best features

Accuracy 62.5 % 68.7 %

motions, which cannot be observed in the ink trace. Drawing is a less automatic
task than copying a text. Thus drawing tasks are more related to emotion affects
as shown in Table 1. However both handprint or cursive writings are useful for
complementing drawing tasks.

To provide results for anxiety recognition, we conduct one-leave-out cross val-
idation experiments. At each run, a forest is built from all but one data point,
and from the whole set of features. This forest is used to test the remaining
data point. From the 48 runs, 48 classification results are collected and the cor-
responding accuracy is shown in Table 2 (column ”All features”). The second
cross validation experiment provides recognition accuracy when a subset of fea-
tures is selected. At each run, the selection process provides the best features
from 47 data points. A second random forest is then built from the selected fea-
tures and tested on the remaining data point. Recognition accuracy is provided
in Table 2 (column ”Best features”). It can be noted that the subset of selected
features slightly varies from one run to another.

The increase in accuracy when selecting features is greater than 6 % in ab-
solute value. This shows the importance of selecting features within a classifier,
and the efficiency of the selected features.

4 Conclusion

Writing and drawing can be easly collected through on-line device or scanned
sheets. The ink trace can be characterized locally by angle values or globally
by measurements on handwriting representations (such as probability density
functions), and related to the style of the writing.

There is less control on motions necessary to produce a pattern than on the
pattern itself. In a second part, we have assumed that emotion affects hand-
writing characteristics. We have proposed a machine-learning approach, namely
random forests, in order to recognize secondary emotions such as anxiety. The
assessment of anxiety was made by exploiting the DASS questionnaire. The col-
lected database, called EMOTHAW for EMOTion recognition through HAnd-
Writing will be made publicly available in the future.
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Handwriting may be useful to recognize other emotions such as those evalu-
ated through the DASS scale. Besides disorders, handwriting may be also useful
for evaluating healing during physical rehabilitation, in an autonomous way [32].
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Abstract. Spiking neural networks (SNN) are brain-like connectionist methods, 
where the output activation function is represented as a train of spikes and not 
as a potential. This and other reasons make SNN models biologically closer to 
brain principles than any of the alternative Artificial Neural networks (ANN) 
models proposed. In fact, they have great potential for solving complicated 
time-dependent pattern recognition problems defined by time series because of 
their inherent dynamical representation. A lot of works have been presented in 
the last decade about SNN which promote these models as third generation 
ANN. Nevertheless, several still open challenges have been reported in these 
studies. In this paper we analyze a particular type of SNN, the evolving SNN 
(eSNN), mainly focusing on their weights, parameters and features optimization 
using a new evolutionary strategy.  

Keywords: Spiking Neural Network (SNN), evolving SNN (eSNN), 
Evolutionary Algorithms (EA), Quantum EA (QEA), Quantum Particle Swarm 
Optimization (QPSO). 

1 Introduction 

Spiking Neural Networks (SNN) represent a special class of artificial neural networks 
(ANN), where neurons communicate by train of spikes. Networks composed of 
spiking neurons are able to process the information using a relatively small number of 
spikes [1]. Being very similar to biological neurons on a functional point of view, 
they are used in powerful tools for the analysis of elementary processes in the brain, 
including neural information processing, plasticity and learning. At the same time 
spiking networks offer solutions to a broad range of specific problems in applied 
engineering, such as fast signal-processing, classification, time-series event 
prediction, pattern recognition, etc. It has been demonstrated that SNNs can be 
applied not only to all problems solvable by non-spiking neural networks, but that 
spiking models are computationally more powerful than perceptrons and sigmoidal 
gates [2]. Several improvements and variants of the spiking neuron model have been 
developed. An Evolving Spiking Neural Network (ESNN) is proposed by Wysoski et 
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al. [3] where the output neuron evolves based on the input patterns and weight 
similarity, and the neural model is trained by a fast one-pass learning algorithm [4]. 
Due to its evolving nature the model can be updated whenever new data becomes 
available, without requiring the retraining of earlier presented data samples. Some 
promising results could be obtained both on synthetic benchmarks and real world 
datasets. Like other neural network models, the correct combination of parameters 
would influence the performance of the network. On the other hand, increasing the 
number of used features does not necessarily translate into a higher classification 
accuracy. In some cases, having fewer significant features could help both to reduce 
the processing time and to produce good classifications. This study combines the 
ESNN architecture with a Quantum inspired evolutionary algorithm (QEA), so as to 
investigate the potential of ESNN when applied to Feature Subset Selection (FSS) 
problems following the wrapper approach.. The latter one is used to identify relevant 
feature subsets and simultaneously evolve an optimal parameter setting for the ESNN, 
while the ESNN itself operates as a quality measure for a given feature subset. By 
optimizing two search spaces in parallel, we expect to evolve an ESNN configuration 
specifically generated for the given dataset, providing in the meanwhile a specific 
feature subset maximizing classification accuracy. In particular, our aim is twofold: i) 
to describe the use of Evolutionary algorithms useful for training SNNs; and ii) to 
propose a clever algorithm based on Particle Swarm Optimization (PSO) joint with 
Quantum principles for simultaneous features and parameters optimization of an 
ESSN. 

The paper is organized as follows. In Section 2 an overview of the main 
components of the proposed model is provided, starting from the adopted Spiking 
model and related optimization issues, and proposing next a brief review of PSO and 
its Quantum inspired generalization. In Section 3 the theoretical framework is 
described while experimental results are reported in Section 4. Finally, in Sections 5 
and 6 results and conclusions are presented, giving some hints on possible future 
trends. 

2 Spiking Neural Networks 

SNNs represent information as trains of spikes, rather than as single scalars, thus 
allowing the use of features such as frequency, phase, incremental accumulation of 
input signals, time of activation, etc. Neuronal dynamics of a spiking neuron are 
based on the increase in the inner potential of a neuron (post synaptic potential, PSP), 
after every input spike arrival. When a PSP reaches a certain threshold, the neuron 
emits a spike at its output.  In biological neural networks, neurons are connected at 
synapses and electrical signals (spikes) pass information from one neuron to another. 
SNN are biologically plausible and offer some means for representing time, 
frequency, phase and other features of the information being processed. A simplified 
diagram of a spiking neuron model is shown in Fig. 1(a). Fig. 1(b) shows the mode of 
operation of a spiking neuron, which emits an output spike when the total spiking 
input – Post Synaptic Potential (u(t) in the figure), is larger than a spiking threshold. 
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The information in ESNN is represented as spikes; therefore, input information must 
be encoded in spike pulses. There are several information encoding methods in 
Spiking Neural Network (SNN). In this paper we have used a well-known encoding 
technique for ESNN: the Population Encoding [5]. Population Encoding distributes a 
single input value to multiple pre-synaptic neurons. Each pre-synaptic neuron 
generates a spike at firing time. The firing time is calculated using the intersection of 
Gaussian function. The centre of the Gaussian function is calculated using Equation 
(1) and the width is computed using Equation (2) with the variable interval of [Imin, 
Imax]. The parameter β controls the width of each Gaussian receptive field. 

µ  = Imin + (2 * i-3) / 2 * (Imax – Imin)/(M – 2)  (1) 

σ = 1 / β (Imax – Imin)/(M – 2) where 1 ≤ β ≤ 2  (2) 

 

Fig. 1. (a) A short visualization of a simple spiking neuron model with its spike representation 
in time. (b) The representation of a spiking neuron emitting an output spike when the total 
spiking input – Post Synaptic Potential (u(t)representing the PSP), is larger than a spiking 
threshold [6]. 

2.1 Evolving Spiking Neural Networks (ESNNs) 

ESNNs evolve/develop their structure and functionality in an incremental way from 
incoming data based on the following principles [6]: (i) new spiking neurons are 
created to accommodate new data, e.g. new patterns belonging to a class or new 
output classes, such as faces in a face recognition system; (ii) spiking neurons are 
merged if they represent the same concept (class) and have similar connection 
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weights (defined by a threshold of similarity). In [4,8] an ESNN architecture is 
proposed where the change in a synaptic weight is achieved through a simple spike 
time dependent plasticity (STDP) learning rule: 

 Δwj,i = mod order( j) (1) 

where: wj,i is the weight between neuron j and neuron i, mod  (0,1) is the modulation 
factor, order(j) is the order of arrival of a spike produced by neuron j to neuron i. For 
each training sample, the winner-takes-all approach has been used, where only the 
neuron that has the highest postysynaptic (PSP) value updates its weights. The 
postsynaptic threshold (PSPTh) of a neuron is calculated as a proportion c  [0, 1] of 
the maximum postsynaptic potential, max(PSP), generated by modulating the training 
sample with the updated weights, i.e.:  

 PSPTh = c max(PSP)  (2) 

The One-Pass Algorithm is the learning algorithm for ESNN which follows both the 
SDTP learning rule and the time-to-first spike learning rule [7]. In this algorithm, 
each training sample creates a new output neuron. The trained threshold values and 
the weight pattern for that particular sample are stored in the neuron repository. 
However, if the weight pattern of the trained neuron greatly resembles a neuron in the 
repository, it will merge into the most similar one. The merging process involves 
modifying the weight pattern and the threshold of the merged neurons to the average 
value. Otherwise, it will be added to the repository as a newly trained neuron. The 
major advantage of this learning algorithm is the ability of the trained network to 
learn incrementally new samples without retraining. 

Creating and merging neurons based on both localised incoming information and 
system performance are the main operations of the ESNN architecture that makes it 
continuously “evolvable”. 

2.2 Optimization Challenges 

In order to provide an efficient and accurate solution to the simultaneous optimization 
task of features and parameters of an ESNN, for its interesting properties in terms of 
solution quality and convergence speed, a Versatile Quantum-inspired Evolutionary 
Algorithm (vQEA) [9] has been used in [10]. The method evolves in parallel a 
number of independent probability vectors, which interact at certain time intervals 
with each other, forming a multi-model Estimation of Distribution Algorithm (EDA) 
[11]. It has been shown that this approach performs well on epistatic problems, is very 
robust to noise, and needs only a minimal fine-tuning of its parameters. Moreover, the 
standard setting for vQEA is suitable for a large range of different problem sizes and 
classes, and in particular fits well to the feature selection problem under 
consideration. For the optimization of general numerical problems a QEA has been 
proposed in [12] as a clever modification of the technique introduced by Han and Kim 
[13]. In this paper we want to introduce another type of QEA for training ESNN, 
starting from the general optimization technique described in [12]. 
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2.3 Quantum Inspired Particle Swarm Optimization 

Particle Swarm Optimization (PSO) is a population based optimization technique 
developed by Eberhart and Kennedy in 1995 [14]. Individual particles work together 
to solve a given problem by responding to their own performance and to the 
performance of other particles in the swarm. Each particle computes its own fitness 
value during the optimization process and stores the best fitness value achieved so far, 
normally referred to as personal best or individual best (pbest). Likewise, the overall 
best fitness value obtained by any particle in the population is called global best 
(gbest). Each particle n moves to a new position xn(t) by computing, through the value 
of pbest and gbest, its velocity vector vn(t), according to the following formulas:  

vn(t)  = w vn(t–1) +  c1 r1 (gbestn – xn(t)) + c2 r2 (pbestn – xn(t)) (3) 

        xn(t) = xn(t–1) + vn(t)                   (4) 

where: c1 > 0 and c2 > 0, called the cognitive and social parameters, control the 
particle acceleration towards the personal best or global best position, r1 and r2 are two 
uniform random realizations, and w > 0 is a constant called the inertia parameter. 
Moreover to create a swarm of N particles, at time t each particle i has: 

1. a current position vector xi(t), 
2. a current velocity vector vi(t), 
3. a record of its own best positions pbest = (pbest1,...,pbestt), 
4. a record of the best global position  gbest = (pbest1,...,pbestt) 
 
As previously reported a QEA has been presented in 2002 [13] as inspired by the 
concept of quantum computing. According to the classical computing paradigm, 
information is represented in bits where each bit must hold either 0 or 1. However, in 
quantum computing, information is instead represented by a qubit in which a value of 
a single qubit could be 0, 1, or a superposition of both. Superposition allows the 
possible states to represent both 0 and 1 simultaneously based on their probability. 
The quantum state is modeled by the Hilbert function and is defined as | Ψ > = α | 0 > 
+ β | 1 >  where α and β are complex numbers defining probabilities of being in the 
corresponding state (when a qubit collapses, for instance, when reading or 
measuring). Probability fundamentals require 

| α | 2  + | β | 2  =  1 

where | α |2 (resp. |β|2) gives the probability that a qubit is in the OFF (0) (resp. ON 
(1))state. General notation for an individual with several qubits can be defined as  

 

The Quantum inspired PSO (QPSO) was first discussed in [15], and several variants 
of QPSO [16,17] have been developed thereafter. The main idea of QPSO is to use a 
standard PSO function to update the particle position represented in a qubit. In order 
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for PSO to update the probability of a qubit, the quantum angle θ is used, which can 

be represented as  . 

3 Theoretical Framework 

This paper presents QPSO as a new optimizer for ESNN. From the well-known 
wrapper approach, QPSO interacts with an induction method (the ESNN), optimizes 
the ESNN parameters: modulation factor (mod), proportion factor (C), and neuron 
similarity (sim), and finally identifies relevant features. 

All particles are initialized with a random set of binary values and they 
subsequently interact with each other based on classification accuracy. Since there are 
two components to be optimized, each particle is divided into two parts. The first part, 
used for feature optimization, holds the feature mask values (value 1 represents a 
selected feature, 0 otherwise), while the second part holds binary strings for parameter 
optimization, where a set of qubits represent the parameters value. In fact, information 
held by each particle is in binary representation, therefore, conversion into real value 
is required. For this task, Gray code method is chosen since it is proven to be a simple 
and effective way in representing real value from binary representation. The proposed 
framework is depicted in Fig. 2. 

 

 

Fig. 2. A conceptual representation of the Framework QPSO-ESNN 

⎥
⎦

⎤
⎢
⎣

⎡
)sin(

)cos(

θ
θ



 On the Use of Quantum-inspired Optimization Techniques 365 

4 Experimentations 

The proposed QPSO-ESNN method is tested using the uniform hypercube dataset 
introduced in [18]. Only two of the ten features created, namely f1 and f2, are relevant 
to determine the output class. The problem consists of 600 samples grouped in two 
classes: 276 samples belong to class 1 and 324 to class 2; in particular, a sample 
belongs to class 1 when fi < α * γi-1  for i  = 1 and 2, where γ  = 0.8 and α  = 0.5. The 
irrelevant features consist of four unit random values and four redundant copies of the 
two relevant features with the addition of a Gaussian noise having zero mean and 
standard deviation equal to 0.3. To compute performance measures, 10-folds data 
cross validation has been used. 

From our preliminary investigation, we found that the location of the relevant 
features has a direct effect on the threshold value. In this experiment, features 1 to 4 
are set as random, 5 to 8 as redundant, while 9 and 10 are defined as relevant. This is 
the reason to investigate the ability of QPSO in optimizing value of parameter C 
where it should be more than 0.5, since the relevant features are at the end of the 
ordered features. In reception Blocks described in Fig. 2, receptive fields were used to 
produce a weights pattern or weights vector of a particular sample for identifying the 
output class. During our experiments, different numbers of receptive fields for each 
dataset influenced the results accuracy. In our preliminary experimentation, 10 
receptive fields were chosen, and 20 particles were used to explore the solution. The 
variables number to be optimized by QPSO are three ESNN parameters and 10 
features. Since all three parameters ranged between 0 and 1, six qubits were sufficient 
to represent the real value. Cognitive and social parameters c1 and c2 were set to 0.05, 
leading to a balanced exploration between gbest and pbest, while the inertia weight w 
was set to equal to 2.0.  We compared ESNN with feature optimization with and 
ESNN with all features; in both cases we performed parameter optimization for 15 
continuous times iterations, computing the average results after 100 iterations. During 
our experimentation we also compared the ESNN considered with PSO (ESNN-PSO) 
as optimizer and the QPSO-ESNN proposed here. The ESNN-PSO algorithm, 
although with a high classification accuracy is highly dependent on the parameter 
optimization which has affected the results, giving the lowest accuracy compared with 
QPSO-ESNN. Accuracy obtained during the test phase for ESNN-PSO is in fact of 
80% vs 90% of QSPO-ESNN. 

5 Results 

Results of our experimentations show that QPSO can optimize parameters and 
features in less than 80 iterations. The average accuracy for the ESNN with feature 
optimization is consistently above 90% compared to ESNN using all features whose 
mean accuracy attests toward 60%. In the latter case, the network was unable to react 
to the redundancy introduced by the irrelevant features. Moreover, it has been 
interesting to observe that the average accuracy of ESNN with feature optimization in 
the first iteration is extremely high, around 80%, thanks to the presence of a particle 
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able to reach an extremely good solution in the early stage of the algorithm. Due to 
the best global position gbest, the other particles then updated their position toward 
the best solution in a few iterations.  

During the learning process, from the 10 features, the gbest particle is able to 
reduce number of features at the average of six features in the early iteration. Then, 
the algorithm keeps deleting irrelevant features in order to identify the most relevant 
ones. The two relevant features are always selected until the end of learning process 
in 15 runs. However, sometimes no significant features have been selected together 
with relevant features until the end of learning process and in this case, the proposed 
method was still able to identify the weights pattern to classify the output class 
correctly. In this experiment, QPSO managed to optimize binary string information, 
which represents ESNN parameter values as expected. Mod was used as a weight 
value with the objective to have different set of weights pattern to differentiate output 
class, therefore, normally the value must not be too low. If a lower value is selected, 
there would be only several connections with the weight value and this would make it 
difficult to have different set of weights pattern. In contrast, higher value means most 
of the weights will have the connection value, which can be translated into a well-
presented weights pattern in accordance to their output class. Thus, in our preliminary 
investigation, we found that the Mod value should be between 0.6 and 1.0 and QPSO 
managed to come out with the Mod value within that range in this experiment. With 
the relevant features located at the last two features, result shows that the average C 
value found in this experiment is around 0.8, which is more acceptable. Finally, 
average Sim value found is 0.1 that is fairly adequate since the weights pattern is 
quite similar between input samples in the same class. Overall, all three parameters 
evolve steadily towards a certain optimal value, where the correct combination leads 
to the better classification accuracy. 

6 Conclusions 

This paper presents a new integration method for simultaneous optimization of 
features and parameters in an ESNN using QPSO starting from a more general QEA. 
The results have shown that QPSO is able to select the relevant features as well as to 
optimize ESNN parameters that generate higher classification accuracy for QPSO-
ESNN with feature and parameter optimization compared to QPSO-ESNN using all 
features. Moreover also a comparison with an ESNN with a PSO as optimizer has 
been done highlighting that QPSO-ESNN performs better than the previous one both  
in terms of classification accuracy and for feature selected. Future work will focus on 
how to find a more effective method for eliminating the less relevant features, also 
proposing a general QEA for optimization [12] adapted to ESNN and compared it 
with the approach presented in this paper. The optimization also of other crucial 
aspects for a SNN, e.g. Connections and threshold to cause the spike of neurons will 
be analyzed.  The proposed method will also be tested on different types of dataset 
such as string dataset as well as other real world dataset with comparison to the other 
classification algorithms like [19,20]. 
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Abstract. Memristors are memory resistors that promise the efficient
implementation of synaptic weights in artificial neural networks [1]. This
kind of technology has permitted the implementation of a large number of
real world data in an evolutionary learning artificial system. Human brain
is capable of processing such data with standard always equal signals that
are the synapsis. Our goal is to present a circuit which responds with
binary outputs to the signal exiting from the memristors implemented
in an artificial neural system that functions through a high efficiency
learning algorithm.

Keywords: Memristor, Memristor–based Circuits, Binary Synapses,
Neural Networks, Pattern Recognition.

1 Introduction and Background

1.1 Memristor Model

In 1971 Prof. Leon Chua introduced a theoretical model of the memristor [2].
The memristor is a two-terminal non–linear element capable of changing and
maintaining its resistance (memristance), defined as R(q) = dϕ

dq , is only function

of q. The equation ϕ(q) is the flux in the device and it is considered the consti-
tutive equation of the memristor. Several model have been proposed to describe
the nonlinear behavior of memristor devices. In this manuscript we exploit the
Generalized Boundary Bondition Memristor model (GBCM), developed by As-
coli et.al, which preserves the features of the Boundary Condition Mermristor
model (BCM) but allows the tuning of activation based dynamics and if ibidem
data processing and storage capability [3,4,5]. Let D denote the length of the
nano–film and x = (w/D) ∈ [0, 1] represent the longitudinal extension of the
conductive part of the nano–film. The model equations are [3]
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d x(t)

dt
= ki(t)fp(x(t), v(t)) (1)

i(t) = W (x(t))v(t) (2)

where k ∈ R is a constant depending on physical properties of the memristor
(its dimension is C−1, thus it is also referred to as memristor charge normaliza-
tion factor), and W (x(t)) describes the state-dependent memory-conductance.
On the other hand fp(x(t), v(t)) ∈ [0, 1] is a parametrizable window–function
that describes the activation dynamics of the device under suitable boundary
conditions. To perform learning essays the GBCM model was built on PSpice as
shown in the referring article (see [3] for more details).

1.2 Learning Algorithm

Baldassi et al. in 2007 developed a learning algorithm called Stochastic Belief–
Propagation-Inspired (SBPI) [6]. This kind of algorithm was studied to simulate
biological learning dynamics with binary synapses. Here, we preliminary describe
a simplified version of that algorithm (called CP in [6]), and we present a circuit
which implements it. The CP algorithm has a reduced performance with respect
to the SBPI algorithm, but our scheme can be extended rather straightforwardly
to SBPI, or a variant thereof (such as the one proposed in [7]), since it is already
able to model the most crucial quantities used in the algorithm; the extension
to complete SBPI algorithm will be the subject of a future work, currently in
preparation. A set ξ of binary patterns is presented to a network of N . The
current outflowing from each memristor is function of the synaptic weight

w =
1

2
(sign(h) + 1)

where h ∈ [−1, 1] is the normalized memristance value (h = 0 when Rmem =
(Ron +Roff )/2). At the same time the networks response (binary) is compared
with the desired binary output σ. Given a set of p = αN (where α ∈ [0, 1])
patternsxi and computed the stability parameter Δ = (2στ − 1)(I − θ) where
I =

∑
iw

τ
i ξ

τ
i and θ is the threshold to obtain the desired binary response σ, at

the time τ then (see [6] for a detailed presentatin of the SBPI algorithm)

(R1) If Δ ≥ 0, then all wτ
i = w

(τ+1)
i

(R2) If Δ < 0, then all h
(τ+1)
i = hτ

i + 2ξτi (2σ
(τ+1))

with i ranging from 1 toN . All hi can assume a numberK of values (intermediate
hidden states) supra- and under-threshold. A greater number of K states can
ensure a better performance of the algorithm enabling the enlargement of the
set of p patterns enhancing the uniqueness of the solution.
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2 Methods

2.1 Electronic Circuit

In order to implement a circuit able to perform the tasks required for the CP
algorithm, it was necessary to generate a binary response to the ξ patterns pre-
sented to the system. Figure 1 shows the Binary Synapse Circuitry (BSC) model
that was designed to enable a binary response for each memristor implemented in
the system [8]. In order to obtain a binary response by means of the memristance
a CMOS system was designed as a logical NOT port.

Fig. 1. Binary Synapse Circuitry model

Fig. 2. Memristor Contribution Sum Unit and the Sigma Calculator Unit circuitry
scheme
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Fig. 3. Input and Output signal of the single BSC system

In order to perform the CP algorithm all the outputs of each binary memristor
unit must be somehow summed and compared with the threshold θ in order to
compare the outputs of the system with the desired response σ. Figure 2 shows
the Memristor Contribution Sum Unit (MCSU) which was implemented with
an op–amp. This solution permits to sum the binary voltages instead of the
currents which results to be more efficient on the circuitry design level. MCSU
was combined with the Sigma Calculator Unit (SCU) designed with the use
of a double current mirror comparator. SCU has the scope of comparing the
current outflowing from the MCSU with the θ threshold given by a voltage
source connected to the nMOS mirror composing the SCU. Both MCSU and
SCU are to be connected to a control unit able to calculate and switch from the
”reading mode” to the ”writing mode” of the memristors.

3 Results

The GBCMmodel, the BSC, the MCSU and the SCU were built on PSpice, while
a model of the control unit performing the required actions of the CP algorithm
was built with the use of Simulink. The two models were then coupled with
the use of the Cadence tool SLPS. Several essays were performed to evaluate
the activation and deactivation (Roff to Ron and Ron to Roff respectively)
dynamics of the memristors, their required binary responses and the learning
efficiency of the algorithm varying the θ threshold. As proof of concepts it was
fixed a minimal Iref in order to better evaluate the binary response of the only
BSC system. By applying a 3.3V and a −3.3V potential to the memristor, as
shown in Figure 3 it was possible to obtain binary responses.
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Fig. 4. Learning efficiency of the system (mean αc) vs. θ

Since the supply voltage of the whole system was set to 3.3V , for simplicity,
also the ξ patterns and the writing inputs were set at the same amplitude. From
the simulations that were ran on the system it was shown that the memristances
did not vary with spikes that presented a period shorter than 1μs. By setting this
period to the ξ pattern spikes the system was able to perform the BSI algorithm
without changing the synaptic weights at every pattern presentation. Figure 4
shows the learning efficiency of the system performing the BSI algorithm for θ
values ranging from 0.6N to 0.36N .

It is shown that for θ = 0.16 there is a peak of efficiency of the system (mean
αc = 68% of the total ξ patterns acquired). The final proof of the efficiency of this
system composed by memristors was given by the analysis of the same system
implemented with only CMOS technology. It was proven that a memristor which
dynamics is divided in K states can be replaced with a number of transistors
proportional toNt = N log2 K. So forK > 3 the use of the memristor technology
is preferable also in a design point of view.

4 Conclusion

Neural Networks trained with the BPI algorithm are able to learn a number of
associations close to the theoretical limit in time that is sublinear in the number
of input. Using binary synapses, implemented by a memristor, a single layer
perceptron with BPI has been proposed and investigated.

Acknowledgements. This work has been partially supported by the Italian
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Direzione Generale per la Promozione del Sistema Paese”.
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Abstract. A novel experimental set-up realized for the real time analysis of  
reconfigurable complex networks, with chaotic Chua’s circuits as nodes, is con-
sidered. It has been designed to easily perform large scale experiments on net-
works of chaotic oscillators, possibly exploring in real time the parameters 
space in terms of topologies, coupling strengths, nodes’ dynamics, with poten-
tial application in the area of neuro-computing and associative dynamic memo-
ries. A sample of the capabilities is given by considering diffusive coupling 
with a large range of coupling strengths in a set of topologies, and first experi-
ments on a ring of 32 chaotic nodes are reported. Synchronization, chaotic 
waves and patterns are experimentally observed, and the potential of the rea-
lized set-up in terms of accuracy, flexibility and analysis time is fully revealed. 

Keywords: Complex networks, nonlinear oscillatory networks, chaotic  
synchronization, chaotic waves. 

1 Introduction 

The exploration of complex networks, defined as eventually large ensemble of simple 
dynamical units with arbitrary, and possibly evolving topological structure, is strongly 
motivated as paradigmatic of very different phenomena, from neurobiology to social 
science [1,2]. Collective behavior (also referred as “emerging dynamics”) are much 
richer than individual (stand alone) dynamics, with complexity arising from the com-
bination of non linearity (local activity, [3]) and topological structure. Such studies 
embrace a vast range of applications; it is well known that Cellular Neural/nonlinear 
Networks (CNN) represent revolutionary paradigms for the information processing 
[4-5]. In particular modeling neurons as non linear oscillators has lead to bio-inspired 
paradigms for neurocomputers (see [6] and references therein). 

In this context electronic systems have been clearly recognized as good candidates 
for modeling different real systems [7], mainly because of the availability of well 
developed simulation tools and, in principle, the possibility of realizing prototypes as 
integrated structures. A vast range of theoretical and numerical results is available in 
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literature, in particular for networks of interconnected non linear oscillators [7-10]. 
More rare is to find extensive experimental studies, especially when general purpose 
and configurable networks are considered. 

We describe here the main features of a dedicated setup designed and realized as 
an analog simulator of configurable networks with high complexity nodes (Chua’s 
circuits), and complete control on topology, type and strength of the interconnections. 
It allows real time experiments on complex dynamics with the double advantage of 
being more realistic than simulation and, at the same time, drastically reducing the 
time for getting results. In this work the structure and the potential of the realized 
setup is presented, and a sample of the experimentally observed dynamics is reported.  

2 The Experimental Setup 

The structure and realization of the experimental setup has already been described in 
quite detail in previous papers [11,12], and will not be repeated here, where only its 
major features will be briefly summarized. The network is based on a modular set of 
Chua’s circuits, taken as paradigmatic case of complex and chaotic dynamic nodes. 
Stand-alone dynamics of individual nodes can be (individually) settled onto periodic 
or chaotic trajectories, by properly setting the values for the Chua’s linear resistor R, 
allowing different regimes. The network nodes are interconnected via a fully confi-
gurable link network, with adjustable topology and settable coupling strength.  
Figure 1 depicts a schematic draw of the Chua’s nodes and the interconnecting links,  
along with symbols and parameters used within the text. Figure 2 shows some of the 
topologies considered up to now. 
 

 

Fig. 1. a) Chua’s circuit schematic, reference parameters, b) Chua’s diode characteristic,  
c) general schematic of the link network 
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A modular National Instruments USB multi-channel data acquisition system is 
used to measure and monitor the variables of interest (nodes’ states) in real time. Up 
to 64 state variables can be synchronously acquired by a single unit, at 60 k-sample/s 
rate for each channel. The whole network is controlled via a USB interface from a PC 
running LabVIEW. Two executive modes are possible: a “control mode”, which al-
lows to set all the network parameters, displaying in real time the waveforms of the 
signals; a “scan mode”, which performs a scan of some preset values for network 
parameters (at present the topology is fixed at the beginning of each scan). Scan mode 
automatically sets, at each step, the defined parameter (link resistance value) in the 
predefined sequence, allows the system to reach regime, then acquires and saves all 
system variables in records up to 2500 samples per channel. A typical execution time 
for an accurate scan of 255 steps in the 32 nodes system is of about 45 minutes, main-
ly limited by the setting time for the link network values. Aside from experimental 
validation of theoretical conjectures and results, this allows very detailed analysis in a 
time by far shorter than any simulation system. 

16 nodes ring 16 nodes array

16 nodes star

16 nodes 4x4 matrix

4 nodes all-to-all 4 nodes ring 4 nodes star

4 nodes array 4 nodes random 4 nodes near all

8 nodes ring 8 nodes array 8 nodes star

8 nodes 
random

8 nodes hub
8 nodes 

second near

16 nodes double ring

16 nodes double array  

Fig. 2. A set of experimentally explored topologies 

3 Experimental Results 

The realized set-up allows in principle a wide exploration of link topologies and pa-
rameters space, with real time results. In particular the nodes oscillators can be set to 
different periodicity regimes as well as in chaotic behavior, and the link network can 
evolve in structure and link strength. Here we report briefly some results on chaotic 
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synchronization [13], spatio-temporal patterns and waves for the case of nominally 
identical nodes, settled in double scroll chaotic regime when uncoupled, and bilateral 
diffusive coupling, as a function of coupling strength (equally weighted on the links). 
Other remarkable results, obtained with different versions of the same assembly, are 
given in [14] (with reference to directed links and Pinning control) and [15] (with 
reference to links with dynamic elements). 

Complete synchronization has been considered for all the network configurations 
as shown in figure 2 in the double scroll chaotic regime, and a proper defined RMS 
distance [11] in waveforms is calculated from measured data. Results are shown in 
fig. 3, where such RMS distance (in %) between corresponding variables are plotted 
as function of the resistance link values. It can be easily distinguished a strong  
threshold mechanism for the loss of synchronization, with an extremely good  
agreement to Master Stability Function (MSF) theoretical thresholds calculated as 
described in [16]. 
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Fig. 3. Measured RMS distance for the 8 nodes topologies considered in figure2, as function of 
link resistance Rc; solid vertical lines correspond to theoretical thresholds calculated by MSF 

A N=32 nodes ring structure has been realized with the same assembly, and we re-
port here, for the first time, some results on patterns and waves. In figure 4 a typical 
output of the experiment is shown, for low value of link resistance (Rc=198 Ω). Figure 
4a illustrates the space state vC1k-vC2k dynamics for each system node, fig. 4b the syn-
chronization diagrams of vC1k, for k=1..N, fig. 4c the vC1k waveforms for the node’s 
system, fig. 4d an averaged RMS distance between node’s state (Is(i,j)). Dynamics of 
the nodes result in single scroll chaotic regime, and a space periodicity of N is recog-
nized from the synchronization plots and the Is(i,j) distance matrix entries. A time-
chaotic travelling (or “rotating”) wave is clearly distinguishable from the waveform 
graphs. Exact space periodicity can be easily noted from the synchronization diagram 
N=1 vs. N=32 (bottom right in figure 4b) 

A complete scan in the coupling resistance parameter range has been carried  
out, with dynamical behaviors in very good agreement to theoretical and numerical 
predictions given in [17]. 
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In fig. 5 the dynamics corresponding to Rc=234 Ω link resistance is shown, in 
terms of vC1k waveforms and the Poincaré diagrams referring to the vC2k=0 condition. 
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  (a)     (b) 

 
  (c)     (d) 

Fig. 4. results for the case N=32, ring, Rc =198 Ω: (a) phase plots for the nodes (vC1- vC2);  
(b) synchronization plots (vC11- vC1k); (c) waveforms (vC1k); (d) distance index matrix (Is(i,j)) 

 
  (a)     (b) 

Fig. 5. results for the case N=32, ring, Rc =234 Ω: (a) waveforms (vC1k); (b) Poincaré sections 
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Clock-wise and counter clock-wise rotating waves are distinguishable. As the link 
resistance increases, envelope oscillation frequency increase and loss of periodicity 
are observed (as shown in fig. 6). For higher values of RC, N/2 wavelength chaotic 
waves appear (fig. 7). 

 

 

Fig. 6. Loss of periodicity (Rc=334 Ω). 
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Synchronization Plots - (Chua 1 vs Chua k) -  Rc = 945Ω

  (a)     (b) 

 
  (c)     (b) 

Fig. 7. Period N/2 rotating waves, (Rc=945 Ω); (a) synchronization plots; (b) relative distance 
index; (c) waveforms (vC1k); (d) Poincaré sections; 
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4 Conclusions 

The structure and the experimental potential of the analogical realization of a non 
linear network with re-configurable structure has been illustrated. It represents a flex-
ible and accurate analogical simulator for real time analysis of dynamics in complex 
networks. It has been demonstrated as an effective validation tool of theoretical re-
sults, such as MSF, and a real system example for the observation of patterns and non 
linear waves. Moreover such analogical analysis, apart from being a realistic model of 
continuous systems, compete with simulation both in accuracy and granularity, with 
results by far better in terms of experiment time when the number of nodes grows to 
moderately large numbers. The great experimental potential of the considered set-up 
is at the moment still largely unused and will be explored in future works. 
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Abstract. The memristor (a memory–resistor) is a fundamental two-
terminal circuit element with a nonlinear relationship between the in-
tegral of the voltage and the charge. In the literature, the research
interest in the development of new memristive systems is growing, due
to the potential applications as analog memories or as synapses in neu-
romorphic systems. In this paper, the possibility of using an electro-
static loudspeaker as a memristor-based system is explored. This kind of
loudspeakers use a thin flat polarized diaphragm, usually consisting of a
plastic sheet coated with a conductive material, between two electrically
conductive plates, with a small air gap between them. When an elec-
trostatic field is applied to the plates, a force is exerted on the charged
diaphragm, and its resulting movement drives the air on either side of it.
To get a memristor, the deformation of the diaphragm is here converted
in a resistance value using a strain gauge attached over it. A mathemat-
ical model of the system is developed. Simulation results show that the
device based on the combination of an electrostatic loudspeaker and a
strain gauge has all the properties of the memristive systems.

Keywords: Memristor, Memristive system, Electrostatic Loudspeaker,
Nonlinear circuit, Memory devices, Strain Gauge.

1 Introduction

The existence of a device that works as a resistor with memory capability was
predicted by Prof L. O. Chua in 1971 [1]. Such a bipole was named memristor
(memory-resistor). The ideal memristor is just one element from a large class of
nonlinear dynamical systems, named memristive (memristor-based) systems [2].
Only more than 30 years later than the first theoretical studies, a nano-device
with memristive properties based on titanium dioxide films was built at the HP
labs [3].

Recently a great interest in this device is growing. Different simulators have
been developed to study the titanium dioxide memristor developed at the HP
labs. For example, a mathematical model is discussed in [4], where the dynamical
behavior of such a system is shown to be highly nonlinear and asymmetric. In [5]
and [6], SPICE models of the same memristor are also introduced. Another work
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based on simulations proposed a memristive system with a current threshold and
a nonlinear dependence on the charge [7]. In a recent paper [8], the dynamical
behaviors of different memristor models are compared.

Other devices showing memristive properties were developed based on ma-
terials which are alternative to the titanium dioxide: polymeric materials [9],
ferroelectric memristors [10], spintronic devices [11], spin-transfer torque magne-
toresistances [12], spin memristive systems [13], superconductive materials [14],
Mn doped ZnO films [15].

Finally, simple memristive systems including only passive components were
developed, mainly for didactic purposes. For example, the electronic circuit pro-
posed in [16] had the most important features of a memristor-based system [17],
despite of its simplicity, as it included only a Graetz bridge with a RLC series
filter. However, it had no memory capability, which was then added using a
transfer charge circuit [18].

Memristors are founding fascinating potential applications. For example, a
memristor based approach to artificial intelligence was introduced in [19], where
a software that mimics how neurons process information was build based on
memristive systems. This software can be used to describe neuromorphic sys-
tems. Moreover, memristors can be included as a readily used building block for
bioelectrical data analysis and modeling [20].

In this paper, a new memristive system is proposed, based on an electrostatic
loudspeaker and a strain gauge. The electrostatic loudspeaker has a membrane
which is deformed by an external voltage; such a deformation induces a variation
of the resistance of the strain gauge attached to the diaphragm. The electrostatic
loudspeaker can maintain the deformation of its membrane due to the charge
stored on its plates, showing memory properties.

2 Methods

2.1 The Electrostatic Loudspeaker

An electrostatic loudspeaker is composed by three main parts: the diaphragm
(which is the moving part), the stators (plates that drive the diaphragm) and the
spacers (separating stators and diaphragm) [21]. The diaphragm is a thin and
lightweight membrane coated with a conductive material that is placed between
the stators (dividing the room in two chambers) and polarized by applying a
potential Vp (see Figure 1). When a voltage is applied to the stators, the mem-
brane is subjected to an electrostatic force which deforms it, driving the air in
the room and eventually producing a sound. Indeed, if an attractive electrostatic
force acts between a rigid plate and the diaphragm, the membrane will be pulled
closer to the plate [22].

We suppose to use a mylar membrane (Poisson’s ratio ν = 0.35, Young’s
modulus E = 0.62 GPa, and mechanical stress T = 297.2 N/m). We assume to
neglect the effect of the mechanical resistance of the conductive material covering
the mylar on the deformation of the membrane. The membrane and the stators
are assumed to be square, with size 0.1 m. The thickness of the membrane is
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Fig. 1. Block diagram of the electrostatic loudspeaker

38 μm while the distance between the two plates is 760 μm (the membrane is
supposed to be exactly in the middle of the plates).

2.2 Mathematical Model of the Electrostatic Loudspeaker

Referring to [23], the deformation of a thin diaphragm (or membrane) induced
by an external pressure can be described as

c2Δ
2f − c1Δf = P (1)

where f = f(x, y) is the vertical deformation (which is a function of the x and y
spatial variables), P is the pressure applied to the membrane, Δ and Δ2 indicate
the Laplacian and the Bilaplacian operators, respectively, c1 and c2 are constants
which depend on the material

c1 = T (2)

c2 =
Ee3

12 (1− ν)
(3)

where e is the thickness of the diaphragm.
Two boundary conditions are imposed [23]

– The membrane is locked along the edges, in which the deformation is null
(Dirichlet homogeneous boundary condition)

f |∂Ω = 0 (4)

where ∂Ω is the boundary of the domain Ω in which the function f(x, y) is
defined.

– The membrane is elastically clamped (Neumann homogeneous condition)

∂f

∂n

∣∣∣∣
∂Ω

= 0 (5)

where n is the versor orthogonal to ∂Ω.
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In the electrostatic loudspeaker, the pressure applied to the diaphragm is the
difference between the two electrostatic forces applied by the plates

P =
ε

2

(V − Vp)
2

(d2 − f(x, y))2
− ε

2

(−V − Vp)
2

(d2 + f(x, y))2
(6)

where ε is the permittivity of the air, d is the distance between the plates, the
membrane is assumed to be equidistant from them (in relaxed conditions), Vp is
the polarization potential of the membrane and V is the potential between plates
and membrane (see Figure 2). Introducing this expression in (1), the equation
of a simply supported membrane under the effect of the electrostatic forces from
the 2 plates is obtained [24] [25]

c2Δ
2f − c1Δf =

ε

2

(V − Vp)
2

(d2 − f(x, y))2
− ε

2

(−V − Vp)
2

(d2 + f(x, y))2
(7)

2.3 Mathematical Analysis of the Electrostatic Loudspeaker

Equation (7) was solved numerically, by the finite difference method [23]. Nodes
were distributed uniformly (50 nodes for each space direction). Second and fourth
order derivatives were discretized with a second and forth order precision, re-
spectively. The nonlinear equation was solved iteratively, using the last estimated
deformation to define the pressure for the subsequent iteration. As initial value,
we used an approximated analytical solution, which is also useful to obtain some
analytical estimates. Assuming that f << d, the right hand side of (7) was
linearized as follows

ε
2
(V −Vp)

2

( d
2−f)2

− ε
2
(V+Vp)

2

( d
2+f)2

≈ 2ε
d2

(
(V − Vp)

2
(
1 + 4 f

d

)
+ (−V − Vp)

2
(
1− 4 f

d

))
=

= 2ε
d2

(−4VpV + 4
d (V

2 + V 2
p )f

)

(8)
Equation (7) was then written as

Δ2f − cΔf = α+ βf (9)

where:

c =
c1
c2

α = −8VpV ε

c2d2
β = 16

ε

c2d3
(V 2 + V 2

p ) (10)

Equation (9) is linear and can be solved introducing the following Fourier series

f(x, y) =
∑∞

m=1

∑∞
n=1 Fmn sin nπx

L sin mπy
L

α =
∑∞

m=1

∑∞
n=1 amn sin

nπx
L sin mπy

L → amn = 16α
π2mn

(11)

where the space variables are assumed to vary between 0 and L (size of the
diaphragm and plates). Only the coefficients corresponding to odd values of the
indexes m and n are different from zero (due to the symmetry of the problem).
Note also that the sinusoids vanish on the boundary. The Fourier coefficients can
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be obtained substituting the expressions (11) in (9) and using the orthogonality
of the sinusoidal functions

Fmn =
16αL4

π2mn(π4(n2 +m2)2 + cπ2L2(n2 +m2)− βL4)
(12)

2.4 The Charge

The charge on the plates is the state variable of the memristor. We can compute
it once we know the deformation of the membrane. The equation relating the
charge on a surface and the potential is

−∇v · n|S =
σ

ε
(13)

where v = v(x, y, z) is the potential, n is the versor normal to the surface S
of the plate and σ is the surface density of the charge (

∫
S
σds = q±, where q+

and q− are the total charges on the two plates). Thus, from equation (13), the
total charge in a plate can be computed if we know the gradient of the electric
potential along the direction normal to the surface of the plate. This requires to
solve the following electrostatic problem in each of the two chambers in which
the system is divided by the membrane

⎧
⎨

⎩

−Δv = 0
v|z=±L = ±V
v|z=f(x,y) = Vp

(14)

For simplicity, as the deformations of the membrane are not so large, an ap-
proximate method was applied (instead of solving equation (14) and computing
the integral of the surface charge density defined in (13)). Each chamber is con-
sidered as a capacitor, with capacitance

Ci = ε
S

Di
, i = 1, 2 (15)

where Di is the average distance between the ith plate and the membrane. As

the membrane has an average position given by f̄ = 1
S

∫ L

0

∫ L

0
f(x, y)dxdy, we

have the following distance between the ith plate and the membrane

Di =
d

2
∓ f̄ (16)

Thus, finally, from the definition of capacitance of a capacitor, the charges on
the two plates can be computed

q+ = C1(V − Vp) q− = −C2(V + Vp) (17)
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Fig. 2. Block diagram of the memristive system based on the electrostatic loudspeaker
and the strain gauge

2.5 Electrostatic Loudspeaker Based Memristive System

A strain gauge is attached on the median line of the membrane (as shown in
Figure 2). We suppose to neglect the effect of mechanical resistance of the strain
gauge on the deformation of the membrane. When the membrane is deformed
by the application of an electrostatic force, the strain gauge is consequently
deformed, causing its electrical resistance to change. The resistance variation
ΔR of the strain gauge is related to the deformation of the membrane by the
following formula

ΔR = GF
ΔL

L
R (18)

where GF is the gauge factor of the strain gauge, R is its rest resistance, L is
its length at rest (equal to that of the membrane) and ΔL is the lengthening
(induced by the deformation of the membrane).

From the electrical point of view, the strain gauge and the plates are connected
together, according to the block diagram shown in Figure 2, obtaining a bipolar
device (a required condition for being a memristive system).

3 Results

An example of simulation of the electrostatic loudspeaker is shown in Figure 3.
The deformation of the membrane is shown for different applied input voltages
(polarization voltage Vp = 50 V). In A), since the voltage applied to the top plate
is positive with respect to that in the bottom plate, the membrane is deformed
downward. In B), a positive voltage is again applied to the system (so that the
membrane is deformed downward), but the deformation is smaller than that in
A) since the applied voltage is lower. In C), no voltage is applied to the plates,
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Fig. 3. Simulation of the electrostatic loudspeaker for different voltages: A) V = 1000
V, B) V = 500 V, C) V = 0 V, D) V =-1000 V

so that the membrane is not deformed. In D), a negative voltage is applied to
the system so that the membrane is deformed upward.

Figure 4 shows a comparison between A) the numerical and B) the analytical
solution of the problem for an applied voltage V = 1000 V and a polarization
voltage Vp = 50 V. A few Fourier coefficients are enough to obtain a good
approximation, as indicated in C).

Figure 5 shows the resistance variation of the device for different applied
voltages in different conditions. The numerical solution of the mathematical
model of the electrostatic loudspeaker was used. The input voltage VIN of the
system was a sine-wave with amplitude of 11.25 V and the winding turns ratio of
the transformer was assumed to be equal to 200 (a sinewave with an amplitude of
2250 V is applied to the electrostatic loudspeaker). In A), different gauge factors
are tested, keeping constant the polarization voltage applied to the membrane.
In B), keeping constant the gauge factor of the strain gauge, different values of
the membrane polarization voltage are tested.

The resistance variation of the strain gauge is very small, and can be read using
a Wheatstone bridge, inserting the strain gauge in one of the four positions of the
bridge, and resistors with a value equal to the rest resistance of the strain gauge
in the others. Using the Wheatstone bridge, a differential voltage proportional
to the resistance variation of the strain gauge and to the input voltage VIN is
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Fig. 6. Differential voltage of the Wheatstone bridge used to read the resistance vari-
ation in different conditions. A) Different gauge factors. B) Different values of the
voltage applied to the membrane.

obtained. Figure 6 shows the differential voltage of the Wheatstone bridge for
different applied voltages in different conditions. The applied voltage is equal
to the input voltage VIN of the system. Simulations are equal to those used
for Figure 5. Different gauge factors are tested in A), with a constant value of
polarization voltage VP . Different values of the polarization voltage applied to
the membrane are tested in B), keeping constant the gauge factor of the strain
gauge. The device has the memory property of a memristive system, indeed the
capacitance of the two plates of the electrostatic loudspeaker allows to store the
last voltage value, when no voltage is applied to the device and the switches are
open (see Figure 2).

4 Conclusions and Discussions

In this paper, a memristive system is proposed based on an electrostatic loud-
speaker and a strain gauge. The system allows to store analog values of resistance.
The proposed device can be used to add plasticity in analog hardware devices
for spiking neural networks. A mathematical model was developed to provide
quantitative indications in different conditions, reflecting different parameters
of the system (regarding the mechanical properties of the membrane, the gauge
factor of the strain gauge, the applied voltage, the geometry of the system, etc).
This could help in the design of a system with the specific properties of interest.
Simulations indicate the feasibility of the device as a memristive system. An
experimental demonstrator is under development.
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Fig. 7. Voltage-current characteristic of the electrostatic loudspeaker. A) Mathematical
model with static behavior. B) Mathematical model with dynamic behavior.

Memristive systems should satisfy the directives of Prof. Chua [1]. In particu-
lar, they should show a pinched hysteresis loop in the Lissajoux figure (voltage-
current characteristic), and the area of each lobe has to shrink as the frequency
of the forcing signal increases. The system described in this paper has the mem-
ory capability typical of the memristive systems, it is a bipolar device and it is
pinched in the Lissajoux figure; however, its voltage-current characteristic has
no lobe for any frequency of the forcing signal, as shown in Figure 7A.

This is due to the approximations of the considered mathematical model of
the electrostatic loudspeaker. For example, it does not consider the mechanical
inertia of the membrane, which would introduce a dynamical behavior and the
lobes, as shown in Figure 7B. In particular, the movement of the membrane
would depend on the frequency of the forcing signal, and the area of the loops
would decrease with the increasing of the frequency. Another approximation is
included in our model, as the parasitic effects of the contacts are neglected. They
include a resistance that is in series with the capacitor constituted by the stators,
forming a low pass filter. A final consideration could be given on the possibility of
miniaturizing the device. Mechanical devices have already been miniaturized in
microelectromechanical systems (MEMS). For example, micro cantilevers have
been widely used in sensing applications [26]. A similar technology could be
exploited to miniaturize our membrane. Alternatively, a charged cantilever could
replace our membrane, using again a capacitor to induce deformations and to
store the information.
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Abstract. Due to their intrinsic properties, memristors can be viewed
as resistors in which the internal conductance is modulated by an external
signal with the possibility to remember the previous state. This behavior
is closely related to the functionality of the synapses and, for this reason,
memristors have recently gained increasing attention also for their use
as synapse in artificial neural networks for neuromorphic processing. As
the most difficult step in the implementation of artificial neural networks
is the realization of synapses, which often require a large number of
transistors, the recent demonstration of the memory effect in memristors
suggested a possible realization of synapses at the nanoscale with low
power consumption and small size. In this work we explore the idea of
using memristors as a synapse in a complex network to take advantage of
the dynamics introduced by them and, in particular, propose a coupling
scheme consisting of two HP memristors connected in antiparallel to
achieve adaptive synchronization in two coupled Rössler systems.

Keywords: Memristor, adaptive synchronization, Rössler system.

1 Introduction

Recently, the discovery of resistive switching in thin films, with the understand-
ing and demonstration of this mechanism in memristor devices, promoted the in-
terest towards a variety of analog and digital applications based on these devices
[1]. For its characteristics memristor has been widely explored as a component
for applications in nonvolatile memories, in neuromorphic computing chips or
to build simple Boolean logic gates [2]. Experimentally, memristive properties
have been firstly discovered in films of titanium dioxide [3], where the resistance
changes are due to an electric voltage bias applied to the device. The interest in
memristors relies on the fact that it is able to remember its state even when the
power is turned off and that can be easily realized with inexpensive fabrication
techniques. In fact, besides the most widely used methods, such as nano-imprint
lithography or atomic layer deposition, a breakthrough in the manufacturing of
memristor was the fabrication of a device by spinning a titanium isopropoxide
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solution on a flexible plastic substrate [4]. Memristor devices are not active com-
ponents, so that, to use them in applications where they substitute a number
of transistors by realizing a less dense architecture, is necessary to integrate it
with a CMOS substrate that provides signal restoration and gain. Besides these
applications, perhaps one of the most fascinating ways in which memristors can
be used is to implement synapses for artificial neural networks.

In fact, the memristor characteristics such as its capability to remember the
past state and to change the internal resistance, i.e., the weights, according
to the external input, make it an ideal component to substitute the current
CMOS synapses in neuromorphic chips. There are several examples in litera-
ture on the possible use of memristors as synapse in neural networks. In [5]
the analogy between the memory behavior of memristor and the mechanism of
biological memory that can occur in Physarum, led the authors to the implemen-
tation of memristive electronic circuits describing the ability of amoeba to learn.
Jo et al. [6] demonstrate experimentally how important synaptic function, like
spike timing dependent plasticity (STDP), can be achieved in a system made up
of memristor synapses and complementary metal-oxide semiconductor (CMOS)
neurons. An artificial synapse in which memristors are organized in a bridge-like
structure capable of performing signed synaptic weights was proposed in [7,8].
Four identical memristors are placed in a Wheatstone bridge circuit, in this con-
figuration the polarities of each memristor assure that, according to the sign of
the input signal, the circuit can produce a positive or a negative output, and,
therefore, positive or negative synaptic weight.

Our work proposes a new synapse based on memristors for solving the syn-
chronization problem which arises in the coupling of two dynamical systems or in
networks of nonlinear units [9]. In particular, the idea is to design a synapse that
can be implemented at the circuit level with few components, and is effective for
realizing an adaptive law for synchronization.

2 Model of Rössler Systems Coupled by Two Memristors
in Antiparallel

The scheme adopted in this work is shown in Fig. 1 where two Rössler systems are
coupled through a pair of memristors. We first discuss the model used to describe
the memristor and, then, report the dynamical equations corresponding to the
configuration of Fig. 1.

To simulate memristors, we use the model proposed by Strukov et al. [3] and
derived on the basis of the first experimental observations of memristive behav-
ior. The model refers to a memristor made by a T iO2 thin film, of thickness
D, doped with oxygen vacancies and sandwiched between two metal (Platinum)
contacts. The memristor equations relating current through the device and volt-
age across it are:

v(t) = (RONw(t) +ROFF (1 − w(t))) i(t) (1)
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Fig. 1. Scheme of two Rössler systems coupled through two memristors in antiparallel

where RON and ROFF are technological parameters, and the variable w(t) rep-
resents the width of the depletion zone of the memristor, normalized by the
maximum width D, and therefore limited to values between 0 and 1. The doped
region and the undoped one have different resistivity values (the doped region
typically has a low value, while the undoped one an high value). When the width
of the doped region is equal to the whole thickness (i.e., w = 1), the memristor
has a resistance equal to RON , while, in the opposite case, when the undoped
region covers the whole thickness of the device (i.e., w = 0), the memristor
has a resistance equal to ROFF . The memristor description is completed by the
equation of the dynamics of w(t):

ẇ(t) = η
μvRON

D2
F (w(t), i(t))i(t) (2)

where η (η = 1 or η = −1) accounts for the memristor polarity, that is, how it
is connected in the circuit, and μv is the dopant mobility. F (w, i) is the Biolek
window function [10]: F (x, i) = 1 − (x − stp(−i))2, where stp(i) = 1 when
i ≥ 0, and stp(i) = 0 when i < 0. For the sake of simplicity the term M =
(w(t) + β(1− w(t))) with β = ROFF /RON which represents the normalized
memristance of the device (that is, the value of the equivalent variable resistor,
normalized by RON , associated with the memristor), is introduced.

In this paper we study the effect of the synapse made by two memristors in
antiparallel on a pair of two Rössler systems as in Fig. 1. The study is carried
out on the following dimensionless mathematical model:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

dx1,1

dτ = T1[−x2,1 − x3,1 + k(
x1,2−x1,1

w1+(1−w1)β
+

x1,2−x1,1

w2+(1−w2)β
]

dx2,1

dτ = T1[x1,1 + ax2,1]
dx3,1

dτ = T1[b+ x3,1(x1,1 − c)]
dx1,2

dτ = T1[−x2,2 − x3,2 + k(
x1,1−x1,2

w1+(1−w1)β
+

x1,1−x1,2

w2+(1−w2)β
)]

dx2,2

dτ = T1[x1,2 + ax2,2]
dx3,2

dτ = T1[b+ x3,2(x1,2 − c)]

(3)
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and

{
dw1

dτ = η1F (w1)
x1,2−x1,1

w1+(1−w1)β
dw2

dτ = η2F (w2)
x1,2−x1,1

w2+(1−w2)β

(4)

where T1 is a parameter characterizing the ratio of the time scale of the Rössler
system as compared to that of the memristor, k is the coupling strength, and
a, b, c are system parameters, ruling the dynamical behavior of each unit of the
system.

3 Results

Numerical simulations have been performed on two identical Rössler system
with parameters fixed such that chaotic behavior is assured, a = 0.2, b = 0.2 and
c = 9. A standard Euler algorithm with integration step size equal to Δt = 0.001
has been used for numerical integration of Eqs. (3) and (4).

Fig. 2 shows that the system for an appropriate value of k and T1 may be
synchronized in an adaptive way. To illustrate this, we consider random initial
conditions for the state variables of the Rössler systems and zero initial con-
ditions for the memristor variables w1(0) = w2(0) = 0. When the circuits are
uncoupled (k = 0), they are not synchronized and the memristor variables os-
cillate in the range from 0 to 1 as reported in Fig. 2(a)-(b). In correspondence
of k = 4, instead, the two Rössler systems do synchronize and w1 and w2 reach
a steady state that depends on their initial conditions (Fig. 2(c)-(d)). When a
static coupling is used, synchronization depends on the coupling coefficient. For
two Rössler systems, coupled as in Eqs. (3), there exists two constant α1 and
α2 such that if the coupling coefficient belongs to the interval [α1, α2], the two
systems synchronize (for the system parameters indicated above α1 = 0.093 and
α2 = 2.307 [11]). When the synapse of Eqs. (4) is used, the coupling strength,
given by k( 1

w1+(1−w1)β
+ 1

w2+(1−w2)β
), is not constant as w1 and w2 may evolve

in time. In the case shown in Fig. 2 the system starts from a value of the coupling
strength k( 1

w1(0)+(1−w1(0))β
+ 1

w2(0)+(1−w2(0))β
) which is out of the synchroniza-

tion range, so that synchronization without adaptation would not be possible.
Thanks to the evolution of the memristor variables, the coupling strength evolves
such that α1 < k( 1

w1(t)+(1−w1(t))β
+ 1

w2(t)+(1−w2(t))β
) < α2; this is a condition

ensuring that the synchronization error decreases until it reaches zero and w1

and w2 reach a steady state value.
The synapse allows the adaptation toward synchronization even when the

coupling strength k( 1
w1(0)+(1−w1(0))β

+ 1
w2(0)+(1−w2(0))β

) is initially beyond the

second transition point α2. The case study is illustrated in Fig. 3, where k = 8
and the initial condition of the memristor variables arew1(0) = w2(0) = 1. Under
these conditions, k( 1

w1(0)+(1−w1(0))β
+ 1

w2(0)+(1−w2(0))β
) > α2. Hence, also in this

case synchronization without adaptation would not be possible. The memristor
variables now evolve in such a way that the coupling strength decreases and,
once again, α1 < k( 1

w1(t)+(1−w1(t))β
+ 1

w2(t)+(1−w2(t))β
) < α2, when the steady

state is reached.
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Fig. 2. Behavior of two Rössler systems coupled through memristors for k = 0 (a)-(b)
and k = 4 (c)-(d): (a)- (c) state variables x1,1 (continuous line) and x1,2 (dashed line);
(b)- (d) trend of memristor variables w1 (continuous line) and w2 (dashed line)
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Fig. 3. Behavior of two Rössler systems coupled through memristors for k = 8: (a)
state variables x1,1 (continuous line) and x1,2 (dashed line); (b) trend of memristor
variables w1 (continuous line) and w2 (dashed line)
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4 Conclusions

In this work a synapse based on two memristors connected in antiparallel has
been used to study adaptive synchronization in a pair of Rössler systems. Al-
though there exist models of memristive devices, able to accurately reproduce
many of the physical phenomena appearing in these components (often strictly
related to the fabrication technique and layout of the specific device), here a
trade-off between the level of physical representation and computational efforts
has led the choice of the memristor model: the so-called nonlinear drift model
has been adopted in view of generalization of the approach to networks of N
coupled oscillators, where the number of synapses would grow as N(N − 1).

In the depicted framework, adaptive synchronization has been shown. In partic-
ular, the synapse allows to reproduce the behavior typically found in other adap-
tive laws,where the weight of the connection is started fromzero and growsup until
it is able to guarantee synchronization. However, we have demonstrated that the
synapse may also decrease the value of the weight, as the coupling scheme adopted
for the two Rössler systems is such that, in the static case, either low or high values
of the coupling strength do not guarantee synchronization.
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