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Introduction

Azure Data Factory is the de facto tool for building end-to-end advanced
analytics solutions on Azure. It can handle complex ETL data workflows
and integrates natively with all Azure services with enterprise-grade
security offerings.

For ease of authoring and to make you more productive, it offers a
drag-and-drop user interface with rich control flow for building complex
data workflows, and it provides a single-pane-of-glass monitoring solution
for your data pipelines.

Something that really stands out is the low price-to-performance ratio,
being cost effective and performant at the same time. Its data movement
capabilities with more than 75 high-performance connectors are extremely
helpful when dealing with Big Data coming from various sources. To give
you an example, 100GB data movement would cost you less than $0.40
(that is correct, 40 cents). ADF is an Azure service and bills you in a pay-as-
you-go model against your Azure subscription with no up-front costs.

ADF also supports operationalizing existing SSIS packages on the
cloud, which is helpful if you are modernizing your data warehouse
solution over time with a lot of existing SSIS packages.



CHAPTER 1

Introduction to Data
Analytics

The demand for Big Data analytics services is greater than ever before,
and this trend will only continue—exponentially so—as data analytics
platforms evolve over time. This is a great time to be a data engineer or a
data scientist with so many options of analytics platforms to select from.

The purpose of this book is to give you the nitty-gritty details of
operationalizing Big Data and advanced analytics solutions on Microsoft Azure.

This book guides you through using Azure Data Factory to coordinate
data movement; to perform transformations using technologies such as
Hadoop (HDInsight), SQL, Azure Data Lake Analytics, Databricks, files
from different kinds of storage, and Cosmos DB; and to execute custom
activities for specific tasks (coded in C#). You will learn how to create data
pipelines that will allow you to group activities to perform a certain task.
This book is hands-on and scenario-driven. It builds on the knowledge
gained in each chapter.

The focus of the book is to also highlight the best practices with respect
to performance and security, which will be helpful while architecting and
developing extract-transform-load (ETL), extract-load-transform (ELT),
and advanced analytics projects on Azure.

This book is ideal for data engineers and data scientists who want to
gain advanced knowledge in Azure Data Factory (a serverless ETL/ELT
service on Azure).
© Sudhir Rawat and Abhishek Narain 2019 1
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CHAPTER 1  INTRODUCTION TO DATA ANALYTICS

What Is Big Data?

Big Data can be defined by following characteristics:

o Volume: As the name says, Big Data consists of
extremely large datasets that exceed the processing
capacity of conventional systems such as Microsoft
SQL, Oracle, and so on. Such data is generated through
various data sources such as web applications, the
Internet of Things (IoT), social media, and line-of-
business applications.

o Variety: These sources typically send data in a variety of
formats such as text, documents (JSON, XML), images,
and video.

o Velocity: This is the speed at which data is generated
is by such sources. High velocity adds to Big Data. For
example a factory installed sensor to keep monitor it’s
temperature to avoid any damage. Such sensors sends
E/Sec (event per second) or sometime in millisecond.
Generally IoT enable places has many such sensors
which sends data so frequently.

o Veracity: This is the quality of data captured from
various sources. System also generates bias, noise and
abnormal data which adds to Big Data. High veracity
means more data. It not only adds to big data but also
add responsibility to correct it to avoid presenting

wrong information to the business user.

Let’s think about a fictious retail company called AdventureWorks,
which has a customer base across the globe. AdventureWorks has an
e-commerce web site and mobile applications for enabling users to shop
online, lodge complaints, give feedback, apply for product returns, and so
on. To provide the inventory/products to the users, it relies on a business-
2
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to-business (B2B) model and partners with vendors (other businesses) that
want to list their products on AdventureWorks e-commerce applications.
AdventureWorks also has sensors installed on its delivery vans to collect
various telemetry data; for example, it provides customers with up-to-
date information on consignment delivery and sends alerts to drivers in
the case of any issue, for example a high temperature in the delivery van’s
engine. The company also sends photographers to various trekking sites.
All this data is sent back to the company so it can do image classification to
understand the gadgets in demand. This helps AdventureWorks stock the
relevant items. AdventureWorks also captures feeds from social media in
case any feedback/comment/complaint is raised for AdventureWorks.

To get some valuable insights from the huge volume of data, you
must choose a distributed and scalable platform that can process the Big
Data. Big Data has great potential for changing the way organizations use
information to enhance the customer experience, discover patterns in
data, and transform their businesses with the insights.

Why Big Data?

Data is the new currency. Data volumes have been increasing drastically
over time. Data is being generated from traditional point-of-sale systems,
modern e-commerce applications, social sources like Twitter, and IoT
sensors/wearables from across the globe. The challenge for any organization
today is to analyze this diverse dataset to make more informed decisions
that are predictive and holistic rather than reactive and disconnected.

Big Data analytics is not only used by modern organizations to get
valuable insights but is also used by organizations having decades-old
data, which earlier was too expensive to process, with the availability
of pay-as-you-go cloud offerings. As an example, with Microsoft Azure
you can easily spin up a 100-node Apache Spark cluster (for Big Data
analytics) in less than ten minutes and pay only for the time your job
runs on those clusters, offering both cloud scale and cost savings in a Big
Data analytics project.
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Big Data Analytics on Microsoft Azure

Today practically every business is moving to the cloud because of
lucrative reasons such as no up-front costs, infinite scale possibilities, high
performance, and so on. The businesses that store sensitive data that can’t
be moved to the cloud can choose a hybrid approach. The Microsoft cloud
(aka Azure) provides three types of services.

o Infrastructure as a service (IaaS )
o Platform as a service (Paa$S)
e Software as a service (SaaS)

It seems like every organization on this planet is moving to PaaS. This
gives companies more time to think about their business while innovating,
improving customer experience, and saving money.

Microsoft Azure offers a wide range of cloud services for data analysis.
We can broadly categorize them under storage and compute.

e Azure SQL Data Warehouse, a cloud-based massively
parallel-processing-enabled enterprise data
warehouse

o Azure Blob Storage, a massively scalable object storage
for unstructured data that can be used to search for
hidden insights through Big Data analytics

o Azure Data Lake Store, a massively scalable data store
(for unstructured, semistructured, and structured data)
built to the open HDFS standard

o Azure Data Lake Analytics, a distributed analytics
service that makes it easy for Big Data analytics to
support programs written in U-SQL, R, Python,
and .NET
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e Azure Analysis Services, enterprise-grade data
modeling tool on Azure (based on SQL Server Analysis
Service)

e Azure HDInsight, a fully managed, full-spectrum open
source analytics service for enterprises (Hadoop, Spark,
Hive, LLAP, Storm, and more)

e Azure Databricks, a Spark-based high-performance
analytics platform optimized for Azure

e Azure Machine Learning, an open and elastic Al
development tool for finding patterns in existing data
and generating models for prediction

e Azure Data Factory, a hybrid and scalable data
integration (ETL) service for Big Data and advanced
analytics solutions

e Azure Cosmos DB, an elastic and independent scale
throughput and storage tool; it also offers throughput,
latency, availability, and consistency guarantees with
comprehensive service level agreements (SLAs),
something no other database service offers at the

moment

What Is Azure Data Factory?

Big Data requires a service that can help you orchestrate and
operationalize complex processes that in turn refine the enormous
structure/semistructured data into actionable business insights.

Azure Data Factory (ADF) is a cloud-based data integration service
that acts as the glue in your Big Data or advanced analytics solution,
ensuring your complex workflows integrate with the various dependent
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services required in your solution. It provides a single pane for monitoring
all your data movements and complex data processing jobs. Simply said, it
is a serverless, managed cloud service that’s built for these complex hybrid
ETL, ELT, and data integration projects (data integration as a service).

Using Azure Data Factory, you can create and schedule data-driven
workflows (called pipelines) that can ingest data from disparate data stores.
It can process and transform the data by using compute services such as
Azure HDInsight Hadoop, Spark, Azure Data Lake Analytics, and Azure
Machine Learning (Figure 1-1).

HYBRID DATA INTEGRATION AT SCALE

Data Processing & Movement

: ORCHESTRATES DATA PIPELINE ACTIVITY WORKFLOW & SCHEDULING

Figure 1-1. Azure Data Factory

High-Level ADF Concepts

An Azure subscription might have one or more ADF instances. ADF is
composed of four key components, covered in the following sections.
These components work together to provide the platform on which you
can compose data-driven workflows with steps to move and transform
data or execute custom tasks using custom activity that could include
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deleting files on Azure storage after transforms or simply running
additional business logic that is not offered out of the box within Azure
Data Factory.

Activity

An activity represents an action or the processing step. For example,
you copy an activity to copy data between a source and a sink. Similarly,
you can have a Databricks notebook activity transform data using Azure
Databricks. ADF supports three types of activities: data movement, data
transformation, and control flow activities.

Pipeline

A pipeline is a logical grouping of activities. Typically, it will contain a set
of activities trying to achieve the same end goal. For example, a pipeline
can contain a group of activities ingesting data from disparate sources,
including on-premise sources, and then running a Hive query on an on-
demand HDInsight cluster to join and partition data for further analysis.

The activities in a pipeline can be chained together to operate
sequentially, or they can operate independently in parallel.

Datasets

Datasets represent data structures within the data stores, which simply
point to or reference the data you want to use in your activities as inputs or
outputs.

Linked Service

A linked service consists of the connection details either to a data source
like a file from Azure Blob Storage or a table from Azure SQL or to a
compute service such as HDInsight, Azure Databricks, Azure Data Lake
Analytics, and Azure Batch.
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Integration Runtime

The integration runtime (IR) is the underlying compute infrastructure used
by ADE This is the compute where data movement, activity dispatch, or
SSIS package execution happens. It has three different names: Azure, self-
hosted, and Azure SQL Server Integration Services (Figure 1-2).

Figure 1-2. Relationship between ADF components

When to Use ADF?

The following are examples of when you should use ADF:

e Building a Big Data analytics solution on Microsoft
Azure that relies on technologies for handling large
numbers of diverse datasets. ADF offers a way to create
and run an ADF pipeline in the cloud.

o Building a modern data warehouse solution that
relies on technologies such as SQL Server, SQL Server
Integration Services (SSIS), or SQL Server Analysis
Services (SSAS); see Figure 1-3. ADF provides the
ability to run SSIS packages on Azure or build a modern
ETL/ELT pipeline letting you access both on-premise
and cloud data services.
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o Migrating or coping data from a physical server to
the cloud or from a non-Azure cloud to Azure (blob
storage, data lake storage, SQL, Cosmos DB). ADF can
be used to migrate both structured and binary data.

You will learn more about the ADF constructs in Chapter 2.

Azure
Salesforce
M\ Blob Storage or SQL Data
Azure Data Lake Warehouse
1) Extract

data

4) Load
data

On-Premises

Azure Azure
m Hoinsight | Machine
(Spark) Learning
2) Prepare 3) Analyze
data data

Figure 1-3. A typical modern data warehouse solution

Why ADF?

The following are reasons why you should use ADEF:

e Cost effective: ADF is serverless, and the billing is based
on factors such as the number of activities run, the data
movement duration, and the SSIS package execution
duration. You can find the latest pricing details at
https://aka.ms/adfpricing.

For example, if you run your ETL/ ELT pipeline
hourly, which also involves data movement
(assuming 100GB data movement per hourly run,
which should take around 8 minutes with 200MBps

Azure
Analysis Power BI,
T Services i
Tableau, ...

5) Query
data
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bandwidth), then ADF would bill you not more than
$12 for the monthly execution (720 pipeline runs).

Note: The charges for any other service (HDInsight,
Azure Data Lake Analytics) are not considered

in this calculation. This is solely for the ADF
orchestration and data movement cost. On the
contrary, there are non-Microsoft ETL/ELT tools
that may offer similar capabilities with a much
higher cost.

On-demand compute: ADF provides additional cost-
saving functionality like on-demand provisioning

of Hindsight Hadoop clusters. It takes care of the
provisioning and teardown of the cluster once the
job has executed, saving you a lot of additional cost
and making the whole Big Data analytics process on-
demand.

Cloud scale: ADF, being a platform-as-a-service
offering, can quickly scale if need be. For the Big Data
movement, with data sizes from terabytes to petabytes,
you will need the scale of multiple nodes to chunk data
in parallel.

Enterprise-grade security: The biggest concern around
any data integration solution is the security, as the
data may well contain sensitive personally identifiable
information (PII).

Since ADF is a Microsoft-owned service (or as I
call it a first-party citizen on Azure), it follows the
same security standards as any other Microsoft
service. You can find the security and compliance
certification information online.
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A common challenge when building cloud
applications is to manage the credentials that need
to be in your code/ADF pipeline for authenticating
to cloud services. Keeping these credentials secure

is an important task. Ideally, they never appear on
developer workstations or get checked into source
control. ADF supports Azure Key Vault, which
provides a way to securely store credentials and

other keys and secrets, but your code/ADF pipeline
needs to authenticate to Key Vault to retrieve them.
Managed Service Identity (MSI) makes solving this
problem simpler by giving Azure services such as ADF
an automatically managed identity in Azure Active
Directory (Azure AD). ADF supports MSI and uses this
identity to authenticate to any service that supports
Azure AD authentication, including Key Vault,
without having any credentials in your code/ADF
pipeline, which probably is the safest option for
service-to-service authentication on Azure.

Control flow: You can chain activities in a sequence,
branch based on certain conditions, define parameters
at the pipeline level, and pass arguments while
invoking the pipeline on-demand or from a trigger.
ADF also includes custom state passing and looping
containers, that is, for-each iterators.

High-performance hybrid connectivity: ADF supports
more than 70 connectors at the time of writing this
book. These connectors support on-premise sources as
well, which helps you build a data integration solution

with your on-premise sources.

11
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e Easy interaction: ADF’s support for so many
connectors makes it easy to interact with all kinds of
technologies.

e Visual Ul authoring and monitoring tool: It makes
you super productive as you can use drag-and-drop
development. The main goal of the visual tool is
to allow you to be productive with ADF by getting
pipelines up and running quickly without requiring you
to write a single line of code.

o SSIS package execution: You can lift and shift an
existing SSIS workload.

o Schedule pipeline execution: Every business have
different latency requirements (hourly, daily, monthly,
and so on), and jobs can be scheduled as per the
business requirements.

e Other development options: In addition to visual
authoring, ADF lets you author pipelines using
PowerShell, .NER, Python, and REST APIs. This helps
independent software vendors (ISVs) build SaaS-based
analytics solutions on top of ADF app models.

Summary

Azure Data Factory is a serverless data integration service on the cloud
that allows you to create data-driven workflows for orchestrating and
automating data movement and data transformation for your advanced
analytics solutions. In the upcoming chapters, you will dig deeper into
each aspect of ADF with working samples.

12



CHAPTER 2

Introduction to Azure
Data Factory

In any Big Data or advanced analytics solution, the orchestration

layer plays an important role in stitching together the heterogenous
environments and operationalizing the workflow. Your overall solution
may involve moving raw data from disparate sources to a staging/sink
store on Azure, running some rich transform jobs (ELT) on the raw data,
and finally generating valuable insights to be published using reporting
tools and stored in a data warehouse for access. Azure Data Factory is the
extract-transform-load (ETL)/extract-load-transform (ELT) service offered
by Microsoft Azure.

Azure Data Factory (ADF) is a Microsoft Azure platform-as-a-service
(PaaS) offering for data movement and transformation. It supports data
movement between many on-premise and cloud data sources. The
supported platform list is elaborate and includes both Microsoft and
other vendors. It is a powerful tool providing complete flexibility for the
movement of structured and unstructured datasets, including RDBMS,
XML, JSON, and various NoSQL data stores. Its core strength is the
flexibility of being able to use U-SQL or HiveQL.

This chapter will introduce you to Azure Data Factory basics
(Figure 2-1). This knowledge will form the building blocks for the
advanced analytics solution that you will build later in the book.

© Sudhir Rawat and Abhishek Narain 2019 13
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Azure Data Factory olse integrates with other services such as Azure HDInsight, Azure Data Lake, and Azure Machine Learning to allow custemwers to tailer the above
architecture ta mest their unique needs.

Figure 2-1. Azure Data Factory basics

Azure Data Factory v1 vs. Azure Data
Factory v2

When you create an Azure Data Factory resource on your Azure
subscription, the wizard will ask you to choose between Azure Data
Factory vl and Azure Data Factory v2. Azure Data Factory version 2 is
generally available and being actively developed, which means regular
feature updates. Azure Data Factory vl is stabilized, but it's more limited
than v2. ADF v2 adds the much needed control flow functionality, which
lets data engineers define complex workflows. Monitoring is also an added
enhancement in v2, making it much richer and natively integrating it with
Azure Monitor and Microsoft Operations Management Suite for building
single-pane-of-glass monitoring. One of the biggest features of v2 is the
integration of SQL Server Integration Services (SSIS). Many Microsoft
customers have been using SSIS for their data movement needs primarily
involving SQL Server databases for many years because SSIS has been in
existence for a long time. The integration of SSIS and Azure Data Factory

14
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has been a key customer requirement for migrating to the Paa$S platform
for ETL without needing to rewrite the entire data transformation logic
across the enterprise.

The recent release of Azure Data Factory v2 has taken a major step
toward meeting this requirement. SSIS packages can now be integrated
with ADF and can be scheduled/orchestrated using ADF v2. The SSIS
package execution capability makes all fine-grained transformation
capabilities and SSIS connectors available from within ADE Customers
can utilize existing ETL assets while expanding ETL capabilities with the
ADF platform.

ADF v2 allows SSIS packages to be moved to the cloud using the
integration runtime (IR) to execute, manage, monitor, and deploy these
packages to Azure. The IR allows for three different scenarios: Azure (a
pure PaaS with endpoints), self-hosted (within a private network), and
Azure-SSIS (a combination of the two).

The capability of SSIS package integration with ADF has led to the
expansion of a core feature of the ADF platform. Specifically, there is now
a separate control flow in the ADF platform. The activities are broken into
data transformation activities and control flow activities; this is similar to
the SSIS platform.

In addition to the SSIS integration, ADF v2 has expanded its
functionality on a few other fronts. It now supports an extended library of
expressions and functions that can be used in the JSON string value. Data
pipeline monitoring is available using OMS tools in addition to the Azure
portal. This is a big step toward meeting the requirements of customers
with established OMS tools for any data movement activity.

There has also been a change in job scheduling in ADF v2. In the prior
version, jobs were scheduled based on time slices. This feature has been
expanded in ADF v2. Jobs can be scheduled based on triggering events,
such as the completion of a data refresh in the source data store.

15
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In this book, we will focus on Azure Data Factory v2, but most of the
features are applicable to v1 too.

Data Integration with Azure Data Factory

Azure Data Factory offers a code-free, drag-and-drop, visual user
interface to maximize productivity by getting data pipelines up and
running quickly. You can also connect the visual tool directly to your

Git repository for a seamless deployment workflow. Using Azure Data
Factory, you can create and schedule data-driven workflows (called
pipelines) that can ingest data from disparate data stores. ADF can
process and transform the data by using compute services such as Azure
HDInsight Hadoop, Spark, Azure Data Lake Analytics, Azure Cosmos DB,
and Azure Machine Learning.

You can also write your own code in Python, .NET, the REST API, Azure
PowerShell, and Azure Resource Manager (ARM) to build data pipelines
using your existing skills. You can choose any compute or processing
service available on Azure and put them into managed data pipelines to
get the best of both the worlds.

Architecture

When you create an Azure Data Factory v2 resource on your Azure
subscription, you create a data integration account. This is sort of a
serverless workplace where you can author your data pipelines. You are
not billed for this step. You pay for what you use, and that will happen only
when you execute some pipeline.

16
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Figure 2-2. ADF architecture showing the commandy/ control flow
versus data flow during orchestration

Once you start authoring the pipeline, the ADF service stores the
pipeline metadata in the selected ADF region. When your pipeline is
executed, the orchestration logic runs on some compute, in other words,
the integration runtime. There are three types of IR used for different
purposes, and I will talk about the use of each one of them in the
upcoming sections.
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Concepts

Azure Data Factory is composed of five key components. These
components come together while you build data-driven workflows for
transforming data.

Pipelines

A pipeline is a logical grouping of activities performing a set of processes
such as extracting data, transforming it, and loading into some database,
data warehouse, or storage. For example, a pipeline can contain a group
of activities to ingest data from Amazon S3 (an on-premise file system to a
staging store) and then run a Spark query on an Azure Databricks cluster
to partition the data.

A data factory might have one or more pipelines.

An Azure Data Factory instance uses JSON to describe each of its
entities. If you are using visual authoring, you will not need to understand
this structure. But when writing code/script, you'll need to understand this
JSON payload (see Table 2-1).

Here is how a pipeline is defined in JSON format:

{
"name": "PipelineName",
"properties":
{
"description”: "pipeline description”,
"activities":
[
]J
"parameters": {
}
}
}

18
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Table 2-1. Pipeline Properties

Tag

Description Type

Required

name

description

activities

parameters

Specifies the name of the pipeline.Usea  String
name that represents the action that the

pipeline performs.

Maximum number of characters: 140.

Must start with a letter, number, or

underscore (_).

The following characters are not allowed:

A ?2/<> F%&:N

Specifies the text describing what the String
pipeline is used for.

The pipeline can have one or more Array
activities defined within it.

The parameters property can have one or  List
more parameters defined within the pipeline,
making your pipeline flexible for reuse.

Yes

No

Yes

No

Activities

Activities represent a processing step in a pipeline. These are specific

tasks that compose the overall pipeline. For example, you might use a

Spark activity, which runs a Spark query against Azure Databricks or an

HDInsight cluster, to transform or analyze your data. Azure Data Factory

supports three types of activities: data movement (copy activities), data

transform (compute activities), and control activities.
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Execution Activities (Copy and Data Transform)

The following are the execution activities:

20

o Copy supports 70+ connectors for copying data from

the source to the sink, including binary copy. I will

cover this in depth in Chapter 3.

e Data transform supports the transform activities in

Table 2-2.

Table 2-2. Transform Activities

Data Transformation Activity

Compute Environment

Hive

Pig

MapReduce
Hadoop streaming
Spark

Machine learning activities: batch
execution and update resource

Stored procedure

U-saL

Cosmos DB

Custom code
Databricks notebook
Databricks JAR
Databricks Python

HDInsight (Hadoop)
HDInsight (Hadoop)
HDInsight (Hadoop)
HDInsight (Hadoop)
HDInsight (Hadoop)
Azure VM

Azure SQL, Azure SQL Data
Warehouse, or SQL Server

Azure Data Lake Analytics
Azure Cosmos DB

Azure Batch

Azure Databricks

Azure Databricks

Azure Databricks



https://docs.microsoft.com/en-us/azure/data-factory/transform-data-using-hadoop-hive
https://docs.microsoft.com/en-us/azure/data-factory/transform-data-using-hadoop-pig
https://docs.microsoft.com/en-us/azure/data-factory/transform-data-using-hadoop-map-reduce
https://docs.microsoft.com/en-us/azure/data-factory/transform-data-using-hadoop-streaming
https://docs.microsoft.com/en-us/azure/data-factory/transform-data-using-spark
https://docs.microsoft.com/en-us/azure/data-factory/transform-data-using-machine-learning
https://docs.microsoft.com/en-us/azure/data-factory/transform-data-using-machine-learning
https://docs.microsoft.com/en-us/azure/data-factory/transform-data-using-stored-procedure
https://docs.microsoft.com/en-us/azure/data-factory/transform-data-using-data-lake-analytics
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You will learn more about transform activities in Chapter 4.
Here is some sample JSON of an execution activity:

"name": "Execution Activity Name",
"description”: "description”,
"type": "<ActivityType>",
"typeProperties”:

{

b

"linkedServiceName": "MylLinkedService",
"policy":
{

}s
"dependsOn":

{
}

Table 2-3 describes the properties in the activity JSON definition.

Table 2-3. Activity Properties

Property Description Required

name Name of the activity. Specify a name  Yes
that represents the action that the
activity performs.

description Text describing what the activity isor  Yes
is used for.
type Type of the activity. Different types of  Yes

activities include data movement, data
transformation, and control activities.

(continued)
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Table 2-3. (continued)

Property Description Required
linkedServiceName Name of the linked service used by Yes for HDInsight
the activity. Activity, Azure
An activity may require that you Machine

specify the linked service that links to  Learning, Batch
the required compute environment. Scoring Activity,

and Stored
Procedure
Activity
No for all others
typeProperties Properties in the typeProperties  No
section depend on each type of
activity.
policy Policies that affect the runtime No

behavior of the activity. This property
includes timeout and retry behavior. If
it is not specified, default values are
used. For more information, see the
“Activity “Policy” section.

dependsOn Defines activity dependencies No
and how subsequent activities
depend on previous activities. For
more information, see the “Activity
Dependency” section.
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Activity Policy

You can configure the runtime behavior of an activity by enforcing various
policies onto it. Table 2-4 shows the properties.
Here is an activity policy JSON definition:

{
"name": "MyPipelineName",
"properties": {
"activities": [
{
"name": "MyCopyBlobtoSqlActivity"
“type": "Copy”,
"typeProperties": {
}J
"policy": {
"timeout": "00:10:00",
"retry": 1,
"retryIntervalInSeconds": 60,
"secureOutput”: true
}
}
1,
"parameters”: {
}
}
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Table 2-4. Activity Properties

JSON Name Description Allowed Values Required
timeout Specifies the Timespan No. Default timeout
timeout for the is 7 days.
activity to run.
retry Specifies the Integer No. Default is 0.
maximum retry
attempts.
retryInterval Specifies the Integer No. Default is 20
InSeconds delay between retry seconds.

attempts in seconds.

secureOutput  When set to true, Boolean No. Default is false.
output from the
activity is considered
as secure and will
not be logged to
monitoring.

Control

Table 2-5 describes the control activities.
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Table 2-5. Control Activities

Name

Description

Execute Pipeline

ForEach

Web

Lookup

Get Metadata

Until

The Execute Pipeline activity allows an Azure Data Factory
pipeline to invoke another pipeline.

The ForEach activity defines a repeating control flow in your
pipeline. This activity is used to iterate over a collection and
executes specified activities in a loop. The loop implementation
of this activity is similar to a ForEach looping structure in
programming languages.

The Web activity can be used to call a custom REST
endpoint from an Azure Data Factory pipeline. You can pass
datasets and linked services to be consumed and accessed
by the activity.

The Lookup activity can be used to read or look up a record/
table name/value from any external source. This output can
further be referenced by succeeding activities.

The Get Metadata activity can be used to retrieve the metadata
of any data in Azure Data Factory.

This activity implements a Do-Until loop that is similar to a Do-
Until looping structure in programming languages. It executes a
set of activities in a loop until the condition associated with the
activity evaluates to true. You can specify a timeout value for
the Until activity in Azure Data Factory.

(continued)
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Table 2-5. (continued)

Name Description

If Condition The If Condition activity can be used to branch based on a
condition that evaluates to true or false. The If Condition activity
provides the same functionality that an if statement provides
in programming languages. It evaluates a set of activities when
the condition evaluates to true and another set of activities
when the condition evaluates to false.

Wait When you use a Wait activity in a pipeline, the pipeline waits
for the specified period of time before continuing with the
execution of subsequent activities.

Control activities have the following top-level structure (see Table 2-6):

"name": "Control Activity Name",
"description”: "description”,
"type": "<ActivityType>",
"typeProperties":

{

})

"dependsOn":

{

}
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Table 2-6. Control activity properties

Property

Description Required

name

description

type

typeProperties

dependsOn

This specifies the name of the activity. Yes
Specify a name that represents the action

that the activity performs.

Maximum number of characters: 55.

Must start with a letter, a number, or an

underscore (_).

Following characters are not allowed:
A?2/<> % &\

This specifies the text describing what the Yes
activity or is used for.

This specifies the type of the activity. Different Yes
types of activities include data movement,
data transformation, and control activities.

Properties in the typeProperties section  No
depend on each type of activity.

This property is used to define the activity No
dependency and how subsequent activities
depend on previous activities.

Activity Dependency

You can create a dependency between two activities in ADE This is

extremely helpful while you want to run downstream activities on certain

conditions or dependencies. ADF lets you build the dependencies based

on various conditions such as Succeeded, Failed, Skipped, and Completed.
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For example, when Activity A is successfully executed, then run Activity
B. If Activity A fails, then run Activity C. Activity B depends on Activity A
succeeding.

{

"name": "PipelineName",

"properties":

{
"description”: "pipeline description”,
"activities": [

{
"name": "MyFirstActivity",
“type": "Copy”,
"typeProperties": {
})
"linkedServiceName": {
}
})
{
"name": "MySecondActivity",
“type”: "Copy”,
"typeProperties": {
}J
"linkedServiceName": {
}J
"dependsOn": [
{
"activity": "MyFirstActivity",
"dependencyConditions": [
"Succeeded"
]
}
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]

}
1,
"parameters": {
}
}
}
Datasets

A dataset is the representation or reference to the actual data in the data
store. For a data movement activity like a Copy activity, you can set a
source and a sink dataset accordingly for the data movement.

For example, to copy data from Azure Blob Storage to a SQL database,
you create two linked services: Azure Blob Storage and Azure SQL
Database. Then, create two datasets: an Azure Blob dataset (which refers
to the Azure Storage linked service) and an Azure SQL table dataset
(which refers to the Azure SQL Database linked service). The Azure
Storage and Azure SQL Database linked services contain connection
strings that Azure Data Factory uses at runtime to connect to your Azure
storage and Azure SQL database, respectively. The Azure Blob dataset
specifies the blob container and blob folder that contains the input blobs
in your Blob Storage. The Azure SQL table dataset specifies the SQL table
in your SQL database to which the data is to be copied.

Here is a dataset JSON example:

"name": "<name of dataset>",
"properties": {
"type": "<type of dataset: AzureBlob, AzureSql etc...>",
"linkedServiceName": {
"referenceName": "<name of linked service>",
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"type": "LinkedServiceReference",

b
"structure": [
{
"name": "<Name of the column>",
"type": "<Name of the type>"
}
1,

"typeProperties": {
"<type specific property>": "<value>",
"<type specific property 2>": "<value 2>",

Table 2-7 describes the properties in the previous JSON listing.

Table 2-7. Properties

Property Description Required

nhame This specifies the name of the dataset. It has the  Yes
same naming rules as the Azure Data Factory
instance name.

type This specifies the type of the dataset. Specify one Yes
of the types supported by the Azure Data Factory
instance (for example, AzureBlob, AzureSqlTable).

structure This specifies the schema of the dataset. For No
details, see “Dataset Structure.”

typeProperties The type properties are different for each type Yes
(for example, AzureBlob, AzureSqlTable).
For details on the supported types and their
properties, see “Dataset Type.”
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Dataset Structure

This is optional. It defines the schema of the dataset by containing a
collection of names and data types of columns. You use the structure
section to provide type information that is used to convert types and map
columns from the source to the destination.

Each column in the structure contains the properties in Table 2-8.

Table 2-8. Dataset Properties

Property Description Required
name Name of the column. Yes
type Data type of the column. Azure Data Factory supports No

the following interim data types as allowed values: Int16,
Int32, Int64, Single, Double, Decimal, Byte[], Boolean,
String, Guid, Datetime, Datetimeoffset, and Timespan.

culture .NET-based culture to be used when the type isa .NET  No
type: Datetime or Datetimeoffset. The default is en-us.

format Format string to be used when the type is a .NET type: ~ No
Datetime or Datetimeoffset.

Here’s an example of a Blob dataset.

"structure":
[
{ "name": "userid", "type": "Int64"},
{ "name": "name", "type": "String"},
{ "name": "lastlogindate", "type": "Datetime", "culture":
"fr-fr", "format": "ddd-MM-YYYY"}
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When to Specify a Dataset Structure?

When you are copying data within strong schema-based relational stores
and want to map source columns to sink columns and their names are not
the same, you can specify a dataset structure.

You may also specify a dataset structure when your source contains no
schema or a weak schema like text files in Blob Storage, which needs to be
converted to native types in sink during the Copy activity.

Linked Services

Linked services are like connection strings that define the connectivity
information that Azure Data Factory needs to connect to the respective
external data stores or compute engines. A linked service defines the
connection information, while the dataset represents the actual structure
of the data. For example, an Azure Storage linked service specifies a
connection string/SAS URI to connect to the Azure storage account.
Additionally, an Azure blob dataset specifies the blob container and the
folder that contains the data.

Linked services are used for two purposes in Azure Data Factory.

o To represent a data store that includes but isn’t limited
to an on-premises SQL Server database, Oracle
database, file share, or Azure blob storage account.

o To represent a compute resource that can host the
execution of an activity. For example, the Databricks Jar
activity runs on an HDInsight Hadoop cluster.

Figure 2-3 shows the relationship between the linked service, dataset,

activity, pipeline, and integration runtime.
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Figure 2-3. Relationship between Azure Data Factory components

Linked Service Example

The following linked service is an Azure Storage linked service. Notice that
the type is set to AzureStorage. The type properties for the Azure Storage
linked service include a connection string. The Azure Data Factory service

uses this connection string to connect to the data store at runtime.

{
"name": "AzureStoragelinkedService",
"properties": {
"type": "AzureStorage",
"typeProperties": {
"connectionString": {
"type": "SecureString",
"value": "DefaultEndpointsProtocol=https;Account
Name=<accountname> ;AccountKey=<accountkey>"

1

"connectVia": {
"referenceName": "<name of Integration Runtime>",
"type": "IntegrationRuntimeReference"
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Table 2-9 describes properties in the previous JSON.

Table 2-9. Caption Here

Property Description
name Name of the linked service. See “Naming Rules.” Yes
type Type of the linked service, for example

AzureStorage (data store) or AzureBatch
(compute). See the description for
typeProperties.

typeProperties  The type properties are different for each data

store or compute.

connectVia The IR to be used to connect to the data store.

You can use the Azure IR or self-hosted IR (if
your data store is in a private network). If not
specified, it uses the default Azure IR.

Integration Runtime

The integration runtime (IR) is the compute infrastructure used by Azure
Data Factory to provide the following data integration capabilities across

different network environments:

34

Data movement: Move data between data stores in
public networks and data stores in private networks
(on-premise or virtual private networks). It provides
support for built-in connectors, format conversion,
column mapping, and performant and scalable data
transfer. It applies to the Azure IR and self-hosted IR.
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e Data transform activity dispatch: Dispatch and
monitor transformation activities running on a
variety of compute services such as Azure HDInsight,
Azure Machine Learning, Azure SQL Database, SQL
Server, and more. It applies to the Azure IR and self-
hosted IR.

o SSIS package execution: Natively execute SQL
Server Integration Services packages in a managed
Azure compute environment. It applies to the
Azure-SSIS IR.

In Azure Data Factory, an activity defines the action to be performed.
A linked service defines a target data store or a compute service. An
integration runtime provides the bridge between the activity and the
linked services. It is referenced by the linked service and provides the
compute environment where the activity either runs or gets dispatched
from. This way, the activity can be performed in the region closest possible
to the target data store or compute service in the most performant way
while meeting security and compliance needs.

Azure Data Factory offers three types of IR, and you should choose
the type that best serves the data integration capabilities and network
environment you are looking for. These three types are covered next.

Azure IR

The Azure integration runtime can be used for data movement and
orchestration of data stores and compute services that are in the public
network. For example, if you're copying data from public endpoints like
Amazon S3 to Azure Blob in a public environment, then the Azure IR
works well and provide you with cloud scale for big data movement as
shown in Figure 2-4.
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Figure 2-4. Azure integration runtime scalability (cloud to cloud
scenario)

The Azure IR is a fully managed integration runtime. It is
completely serverless and supports cloud scale. You don’t have to
worry about infrastructure provision, software installation, patching, or
capacity scaling. In addition, you pay only for the duration of the actual
utilization. You can set how many data integration units to use on the
Copy activity, and the compute size of the Azure IR is elastically scaled
up accordingly without you having to explicitly adjust the size of the
Azure IR.
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The only drawback of the Azure IR is it cannot be used if your data
stores are behind a firewall because then it would require inbound access
through the firewall, which may not be agreeable.

By default, each data factory has an Azure IR in the back end that
supports operations on cloud data stores and compute services in public
networks. The location of that Azure IR is auto-resolved. If the connectVia
property is not specified in the linked service definition, the default Azure
IR is used. You need to explicitly create an Azure IR only when you would
like to explicitly define the location of the IR or when you would like to
virtually group the activity executions on different IRs for management
purposes.

You can specify the location of the Azure IR, in which case the data
movement and activity dispatch will happen in that specific region. Azure
IR is available in almost all Azure regions.

Being able to specify the Azure IR location is handy in scenarios where
strict data compliance is required and you need to ensure that the data do
not leave a certain geography. For example, if you want to copy data from
Azure Blob in Southeast Asia to SQL Azure in Southeast Asia and want to
ensure data never leaves the Southeast Asia region, then create an Azure IR
in Southeast Asia and link both the linked services to this IR.

If you choose to use the auto-resolve Azure IR, which is the
default option, during the Copy activity ADF will make a best effort to
automatically detect your sink and source data store to choose the best
location either in the same region or in the closest region. During the
Lookup/GetMetadata and Transform activities, ADF will use the IR in the
data factory region.

For the Copy activity, ADF will make a best effort to automatically
detect your sink and source data store to choose the best location either in
the same region if available or in the closest one in the same geography, or
if not detectable to use the data factory region as an alternative.

For Lookup/GetMetadata activity execution and transformation
activity dispatching, ADF will use the IR in the data factory region.
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Self-Hosted IR

The self-hosted IR can be used while doing hybrid data integration. If you
want to perform data integration securely in a private network, which
does not have a direct line of sight from the public cloud environment, you
can install a self-hosted IR in an on-premise environment behind your
corporate firewall or inside an Azure virtual network (Figure 2-5).

«+---+ Command and Control
«— Data

( UX & SDK )

( mlEm M

Self- hosted IR 'ﬂ

(4 nodes) f

\f

I',-"Ir/ I.‘ 2 .
/

.
[
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— Cloud Data Stores

Figure 2-5. Self-hosted IR inside corporate network (hybrid
scenario)

Data Stores
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The self-hosted integration runtime is not serverless and needs to be
manually installed on a Windows machine. It does support high availability
and can be installed on up to four machines. The self-hosted integration
runtime only makes outbound HTTP-based connections to the open
Internet. It can also be used to orchestrate transform activities inside an
Azure virtual network. For example, if you must execute a stored procedure
on an on-premise SQL Server or orchestrate jobs on HDInsight clusters
inside a virtual network with NSGs (Network Security Group) enabled,
you should use a self-hosted integration which has a line of sight to the
on-premise SQL Server or HDInsight clusters inside the virtual network.

From a security perspective, a self-hosted IR stores all the
credentials/secrets that are part of the linked services in Azure Data
Factory locally, and the values are encrypted using the Windows
DPAPI. This way, the on-premise credentials never leave the security
boundary of the enterprise.

To compare the self-hosted IR with the Azure IR, the self-hosted IR is
not serverless and needs to be managed by you. The cost of orchestrating
activities on the self-hosted IR is minuscule, but you still must bring
your own infrastructure. The self-hosted integration runtime supports
transparent auto-update features, and once you set up the infrastructure
on which it runs, the auto-update happens by itself typically once a month.
Auto-update is an important feature as the Azure Data Factory team keeps
improving the software on a monthly release cycle. The improvements
may include support for new connectors, bug fixes, security patches, and
performance improvements.

When you move the data between on-premises and cloud, the Copy
activity uses a self-hosted integration runtime to transfer the data from the
on-premise data source to the cloud and vice versa.

While authoring a linked service, you can choose a self-hosted
integration runtime by specifying the connectvia property. By doing so,
you are ensuring the secrets/connection strings in the linked service are
stored on the self-hosted integration runtime.
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While using U, the credentials are encrypted using the JavaScript
Cryptography library and sent to the self-hosted IR where they are
decrypted and encrypted again using the Windows DPAPI. An encrypted
linked service is sent back to the ADF service for storing the linked service
reference.

You can use PowerShell locally to encrypt the credentials directly
against a self-hosted integration runtime and can send the encrypted
payload back to the ADF service for storing the linked service reference.
I'would consider this as the securest option for setting linked service
credentials in the self-hosted IR.

While using REST or an SDK, the linked service payload goes securely
through the ADF service to the self-hosted IR, on which it is encrypted and
stored, and a reference is sent back to ADE

The self-hosted IR is logically registered to the Azure Data Factory
instance, and the compute used to support its functionalities is provided
by you. Therefore, there is no explicit location property for the self-hosted
IR. If you have provisioned an Azure virtual network and would like to do
the data integration inside the virtual network, you can set up the self-
hosted IR on a Windows virtual network inside a virtual network.

When used to perform data movement, the self-hosted IR extracts data
from the source and writes into the destination.

Azure-SSIS IR

The Azure-SSIS IR can run an existing SSIS package in the cloud. It can be
provisioned in either a public network or a virtual private network. Since
the Azure-SSIS IR only runs the package, it should have a line of sight

to source and sink databases. If it needs to access a database that is on-
premises, then you can join the Azure-SSIS IR to your on-premise network
using a site-to-site VPN or ExpressRoute private peering.
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The Azure-SSIS IR is a fully managed cluster of Azure VMs
dedicated to run your SSIS packages. You can bring your own Azure
SQL database or managed instance server to host the catalog of SSIS
projects/packages (SSISDB) that will be attached to it. You can scale up
the power of the compute by specifying the node size and scale it out
by specifying the number of nodes in the cluster. You can manage the
cost of running your Azure-SSIS integration runtime by stopping and
starting it as you see fit.

For more information, see Chapter 7, which covers the creation and
configuration of the Azure-SSIS IR. Once it’s created, you can deploy and
manage your existing SSIS packages with little to no change using familiar
tools such as SQL Server Data Tools (SSDT) and SQL Server Management
Studio (SSMS), just like using SSIS on-premises.

Selecting the right location for your Azure-SSIS IR is essential to
achieving high performance in your ETL workflows.

The location of your Azure-SSIS IR does not need be the same as the
location of your Azure Data Factory instance, but it should be the same as
the location of your own Azure SQL database/managed instance server
where SSISDB is to be hosted. This way, your Azure-SSIS integration
runtime can easily access SSISDB without incurring excessive traffic
between different locations.

If you do not have an existing Azure SQL database/managed instance
(preview) server to host SSISDB but you have on-premises data sources/
destinations, you should create a new Azure SQL database/managed
instance (preview) server in the same location of a virtual network
connected to your on-premises network. This way, you can create your
Azure-SSIS IR using the new Azure SQL database/managed instance
(preview) server and joining that virtual network, all in the same location,
effectively minimizing data movement across different locations.

If the location of your existing Azure SQL database/managed instance
(preview) server where SSISDB is hosted is not the same as the location of
avirtual network connected to your on-premise network, first create your
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Azure-SSIS IR using an existing Azure SQL database/managed instance
(preview) server and joining another virtual network in the same location
and then configure a virtual network to a virtual network connection
between different locations.

Hands-on: Creating a Data Factory Instance
Using a User Interface

We will create an Azure Data Factory (version 2) instance in the following
steps:

Prerequisites

These are the prerequisites:

e An Azure subscription with the contributor role
assigned to at least one resource group

e A web browser (Chrome/Microsoft Edge)

Steps
Here are the steps:

1. Navigate to the Azure portal within your web
browser and navigate to https://portal.azure.
com (see Figure 2-6).
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Figure 2-6. Azure portal

2. Click the “Resource groups” icon in the left menu.

3. Click “+Add” and create a new resource group.
Let’s call it adf-rg, and select South East Asia as the

region.

4. After a few seconds, click the Refresh button and
select the new resource group.

5. Click +Add and search for data factory in the search
box (Figure 2-7).
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6. Select Data Factory, and click Create (see Figure 2-8).
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Figure 2-8. Creating a Data Factory v2 instance

Note The Data Factory instance name is globally unique, so you
may not be able to use the same name as shown here. Please
append some string to adf-book-df to keep the name unique.
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7. Once itis created, click Author & Monitor to log into
the ADF UI (Figure 2-9).
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Figure 2-9. Launching the ADF UI from the Azure portal

8. You can get started by clicking “Create pipeline”
(Figure 2-10).
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adf-book-df

Create pipeline Copy Data

Videos

Overview of Azure Data Factory Ingest, prepare, and transform using Iterative development and
Azure Databricks and Data Factery debugging with Azure Data Factel

Figure 2-10. ADF user interface for authoring and monitoring data
pipelines

Let’s cover some ADF Ul features. Setting up a code repository is
extremely useful for the continuous integration/continuous deployment
(CI/CD) of your data pipelines (see Figure 2-11). In a team, each data
engineer can work on their branches and merge/commit their changes to
the master branch, which will be published into production. All the source
code generated by the ADF UI can be configured to be stored in Visual
Studio Teams Services and GitHub.
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Repository Settings

Figure 2-11. Configuring a code repository for storing ADF-generated
code

Figure 2-12 shows the flow diagram of continuous integration and
deployment in the ADF UL
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Figure 2-12. CI/CD workflow in ADF

Here are the steps:

1. Setup a development ADF instance with VSTS/
GitHub where all developers can author ADF
resources such as pipelines, datasets, and more.
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2. Developers can modify resources such as pipelines.
They can use the Debug button to debug changes
and perform test runs.

3. Once satisfied with the changes, developers can
create a PR (pull request) from their branch to
master or collaboration branch to get the changes
reviewed by peers.

4. Once changes are in the master branch, they can
publish to the development ADF using the Publish
button.

5. When your team is ready to promote changes to
the test and prod ADF instances, you can export
the ARM template from the master branch or any
other branch in case your master is behind the live
development ADF instance.

6. The exported ARM template can be deployed with
different environment parameter files to the test and
prod environments.

You can also set up a VSTS release definition to automate the
deployment of a Data Factory instance to multiple environments (see
Figure 2-13). Get more information and detailed steps in Chapter 9.
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Figure 2-13. VSIS release definition

Figure 2-14 shows the process of using author pipelines via drag-and-
drop development.
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Figure 2-15 shows the process of visually monitoring pipelines/
activities.
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Figure 2-15. ADF Ul for monitoring data pipelines

Hands-on: Creating a Data Factory Instance
Using PowerShell

You will now create an Azure Data Factory (v2) instance using PowerShell.
This is helpful in scenarios where you want to automate the deployments.

Prerequisites

Here are the prerequisites:

e Azure subscription with the contributor role assigned
to at least one resource group.

o Azure PowerShell. Please install the latest Azure
PowerShell modules. You can run the following
command with an elevated PowerShell session

(administrator):

#If not installed already
Install-Module -Name AzureRM
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#To update existing Azure PowerShell module
Update-Module -Name AzureRM

Web browser (Chrome/Microsoft Edge).

Log In to PowerShell

Follow these steps:

1.

Launch PowerShell on your machine. Keep
PowerShell open until the end of this example. If
you close and reopen it, you will need to run these
commands again.

Run the following command, and enter the same
Azure username and password that you used to sign
in to the Azure portal:

Connect-AzureRmAccount

Run the following command to view all the
subscriptions for this account:

Get-AzureRmSubscription

If you see multiple subscriptions associated with
your account, run the following command to
select the subscription that you want to work with.
Replace SubscriptionId with the ID of your Azure
subscription:

Select-AzureRmSubscription -SubscriptionId
"<SubscriptionId>"
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Create a Data Factory
Run this code:

Set-AzureRmDataFactoryV2 -ResourceGroupName rgname -Location
eastus -Name adflabdemo

Notes:

o Ifthe resource group/Data Factory instance name
already exists, you may want to try a new name.

o To create Data Factory instances, the user account
you use to log in to Azure must be a member of the
contributor or owner roles or an administrator of the
Azure subscription.

o DPlease make sure Data Factory is available in the region
specified in the previous cmdlet.

Summary

In this chapter, you successfully created an Azure Data Factory instance
and went through high-level constructs of the PaaS ETL/ELT service.

A fictitious company was briefly discussed in Chapter 1; we
will continue to describe this scenario and current pain points.
AdventureWorks is a retail company that requires assistance in managing
and finding insight on the data received on a regular interval. Currently,
the company has data available from various sources.

These are the challenges the company is facing:

e Data volume: Since day 1 AdventureWorks has had data
available in different sources and different formats.
Handling such a huge amount of data is becoming
challenging for the company.
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No single version of the truth: There are multiple
versions of each analysis, which makes it hard to
believe in any data output. Most of the employees’ time
is spent figuring out whether the output data is the right
one or not.

Many data input points: Over a period of time many
data input points have been introduced. The company
provides a mobile app to the consumer for shopping
and provides various channels to capture feedback,
capture data from social media, and connect various
vendors to find various data patterns.

No automation: Currently, there are manual steps
involved in various stages that affect the latency, data
quality, and cost. The company wants to automate the
entire process, from getting the raw data, transforming
it, and making it available for business users to take

some actions on it.

Security: This is a topmost concern of the
AdventureWorks company. The managers always
worry about data security. Many processes, tools, and
human involvement makes the company invest many
resources to make sure the data is secure.

High latency: Now you are getting a sense of the various
processes involved that impact in latency. Every
organization wants the right information to be available
at the right time.

Cost: The cost involves infrastructure, maintenance,
support, various process, and so on. The company
wants to know how the costs can be reduced.
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As you notice, the company spends most of its time solving issues that
impact the day-to-day business.

The job is to help AdventureWorks set up an end-to-end solution on
Azure that will help the company overcome these concerns. Figure 2-16
shows the architecture you'll build on in upcoming chapters that will help

AdventureWorks focus more on business innovation.
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Figure 2-16. Sample architecture
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Data Movement

Any extract-transform-load (ETL) or extract-load-transform (ELT) project
starts with data ingestion (Figure 3-1). You should be able to connect

to various sources, either in a public network or behind firewalls in a
private network, and then be able to pull them onto a staging location or
a destination on the cloud. In the ELT pattern for Big Data processing, you
would generally dump all your data in a staging blob or data lake on the
cloud, and based on the need, you would run analytical jobs/transform
activities to get further insights or even do some basic data cleansing.
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Figure 3-1. Extraction of data from disparate sources during ETL/ELT
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This chapter will focus on building the data extraction pipelines for
AdventureWorks.

Overview

In ADE the Copy activity is used to extract the data from various sources.
The Copy activity is executed at an integration runtime. You need to select
the right integration runtime for your copy jobs.

o Usethe Azure integration runtime when your source and
sink are publicly accessible. You need to understand that
even though the Azure integration runtime provides
you with a serverless infrastructure for data movement,
it runs in a public Azure environment. This means the
Azure integration runtime needs a line of sight to your
data stores.

o Usethe self-hosted integration runtime when either of
the sources is behind a firewall or in a private network
(Azure virtual network, Amazon VPC, or on-premises).
The self-hosted integration runtime requires you to
install software on a machine in the same private
network, which has line of sight to your stores and can
provide you with the data integration capabilities.

How Does the Copy Activity Work?

Let’s try to break the Copy activity into smaller units (Figure 3-2) to
understand what happens in each step. The initial step involves reading
the data from the source using the integration runtime. Then, based on the
copy configuration, there are serialization/deserialization, compression/
decompression, and column mapping, format conversion, and so on,
taking place. The final step is to write this data into the sink/destination.
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Figure 3-2. Classification of the Copy activity timeline

Supported Connectors

At the time of writing this book, ADF supports more than 70 connectors,

and more are being added all the time (Table 3-1).

Table 3-1. Connectors

Data Store Supported Supported Supported by Supported
Source Sink the Azure IR by the
Self-Hosted IR
Azure Blob Storage v N v v
Azure Cosmos DB v v v v
Azure Data Lake v v v v
Storage Generation 1
Azure Data Lake v v v v
Storage Generation 2
(Preview)
Azure Database for v v v
MySQL
Azure Database for v v v
PostgreSQL
Azure File Storage v v v v
Azure SQL Database v v v v
Azure SQL Data v v v v
Warehouse
(continued)
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Table 3-1. (continued)

Data Store

Supported Supported Supported by Supported

Source

the Azure IR

by the
Self-Hosted IR

Azure Search Index

Azure Table Storage

Amazon Redshift
DB2

Drill (Preview)
Google BigQuery
Greenplum
HBase

Hive

Apache Impala
(Preview)
Informix
MariaDB
Microsoft Access
MySQL

Netezza

Oracle

Phoenix
PostgreSQL

Presto (Preview)

NGO NN SN

NGO N SN

RN NS GRS

<

N VSRS
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Table 3-1. (continued)

Data Store Supported Supported Supported by Supported
Source Sink the Azure IR by the
Self-Hosted IR

SAP Business v v
Warehouse

SAP HANA
Spark

SQL Server
Sybase
Teradata
Vertica
Cassandra
Couchbase (Preview)
MongoDB
Amazon S3
File System
FTP

HDFS

SFTP

Generic HTTP

&
N N S O O NN

Generic OData
Generic ODBC

Amazon Marketplace
Web Service (Preview)

N N N O N N N N N N NN
N N N N N N N N N NN NN

(continued)
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Table 3-1. (continued)

Data Store Supported Supported Supported by Supported
Source Sink the Azure IR by the
Self-Hosted IR
Common Data Service Vv v v v
for Apps
Concur (Preview) v v v
Dynamics 365 v v v v
Dynamics CRM v v v v
GE Historian v v
HubSpot (Preview) v N4 N
Jira (Preview) v v v
Magento (Preview) v v v
Marketo (Preview) v v v
Oracle Eloqua (Preview) v/ v v
Oracle Responsys v v v
(Preview)
PayPal (Preview) v v v
QuickBooks (Preview) v/ v v
Salesforce v v v v
Salesforce Service v v v v
Cloud
Salesforce Marketing v v v
Cloud (Preview)
(continued)
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Table 3-1. (continued)

Data Store Supported Supported Supported by Supported
Source Sink the Azure IR by the
Self-Hosted IR

SAP Cloud for Customer v v v

(C4C)

SAP ECC v v v
ServiceNow v v v

Shopify (Preview) v v v

Square (Preview) v v v

Web Table (HTML table) v/ v

Xero (Preview) v N v

Zoho (Preview) v v v

The connectors that are marked as previews are still in development.
You can still use them and even provide feedback to Microsoft. If required,
feel free to contact Microsoft Support to get information regarding the
preview connectors.

We recommend you refer to the ADF documentation for the latest list
of supported connectors. You can check http://bit.ly/adfconnectors or
simply scan the QR code in Figure 3-3.
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ta

Figure 3-3. QR code pointing to connector documentation in ADF

Configurations

Let’s now discuss the Copy activity.

Supported File and Compression Formats

Let’s get into the details of how a copy works. When you choose to copy a
file or a folder with multiple files, you need to specify whether ADF should
treat it as a binary file and copy it as is or whether you want to perform
some lightweight transforms on it, in which case it will not be treated as a
binary file.

o Ifyou specify a binary copy while configuring the Copy
activity, then ADF copies it as is, without modifying
any of its content. You may still choose to rename it in
the destination/sink if need be. As it may seem, this
approach is efficient in copying large datasets as there
is no serialization/deserialization, and so on, involved
in this approach. If you are migrating something like
petabyte-scale data to the cloud, it is best to copy it as is

(binary copy).
e When you do not specify a binary copy in the Copy
activity configuration, then you can utilize various

lightweight transforms in ADF like format conversion
between text, JSON, Avro, ORC, and Praquet. You

64



CHAPTER 3  DATA MOVEMENT

can also read or write compressed files using the
supported compression codecs: GZip, Deflate, BZip2,
and ZipDeflate. In this approach, ADF parses the

file content and performs the format conversion/
compression as desired.

Copy Activity Properties

Before we get into the hands-on steps, let’s take a quick look at some
sample JSON:

"activities":[

{
"name": "CopyActivityTemplate",
"type”: "Copy”,
"inputs": [
{

"referenceName": "<source dataset name>",
"type": "DatasetReference"

}
]J
"outputs": [
{
"referenceName": "<sink dataset name>",
"type": "DatasetReference"
}
])
"typeProperties”: {
"source": {
“type": "<source type>",
<properties>
}J
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"sink": {
"type": "<sink type>"
<properties>

}s

"translator":

{

"type": "TabularTranslator",

"columnMappings": "<column mapping>'
})
"dataIntegrationUnits": <number>,
"parallelCopies”: <number>,
"enableStaging": true/false,
"stagingSettings": {
<properties>
})
"enableSkipIncompatibleRow": true/false,
"redirectIncompatibleRowSettings": {
<properties>

The above JSON template of a Copy activity contains an exhaustive
list of supported properties. You can use the ones that are required. While
using the ADF UI, these properties will be autogenerated. Table 3-2 shows
the list shows the property descriptions.

Property Details

Table 3-2 shows the property details.
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Property

Description Required

type

inputs

outputs

typeProperties

source

sink

translator

The type property of a Copy activity Yes
must be set to Copy.

Specify the dataset you created that Yes
points to the source data. The Copy
activity supports only a single input.

Specify the dataset you created that Yes
points to the sink data. The Copy activity
supports only a single output.

Specify a group of properties to Yes
configure the Copy activity.

Specify the copy source type and the Yes
corresponding properties on how to

retrieve data.

Please check the Microsoft

documentation for each connector to find

the latest supported source properties.

Specify the copy sink type and the Yes
corresponding properties for how to

write data.

Please check the Microsoft

documentation for each connector to

find the latest supported sink properties.

Specify explicit column mappings from  No
the source to the sink. This applies when

the default copy behavior cannot fulfill

your needs.

(continued)
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Table 3-2. (continued)

Property Description Required
data Specify the powerfulness of the Azure No
IntegrationUnits integration runtime to empower the data

copy. This was formerly known as cloud
data movement units (DMUS).

parallelCopies Specify the parallelism that you want the No
Copy activity to use when reading data
from the source and writing data to the

sink.
enableStaging Choose to stage the interim data in blob  No
staging storage instead of directly copying data
Settings from the source to the sink.
enableSkip Choose how to handle incompatible No
IncompatibleRowre rows when copying data from the source
directIncompatibleRow to the sink.

Settings

How to Create a Copy Activity

You can create a Copy activity using visual authoring (ADF UI). Once you
have created an Azure Data Factory instance, you can directly navigate to
https://adf.azure.com.

Within the ADF UI, you can either choose the Copy Data tool or author
a Copy activity by dragging it into the authoring canvas (Figure 3-4).
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Figure 3-4. Authoring canvas

The Copy Data tool (Table 3-3) simplifies the data ingestion process by
optimizing the experience for a first-time data-loading experience. It hides
many ADF details and properties that may not be useful while doing basic
job such as loading data into the data lake.

Table 3-3. Copy Data Tool

Copy Data Tool Per Activity (Copy Activity)
Authoring Canvas

You want to easily build a data-loading task  You want to implement complex and
without learning about Azure Data Factory  flexible logic for loading data into a
entities (linked services, datasets, pipelines, lake.

etc.).

You want to quickly load a large number of ~ You want to chain the Copy activity
data artifacts into a data lake. with subsequent activities for
cleansing or processing data.
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Schema Capture and Automatic Mapping in Copy
Data Tool

The schema of a data source may not be the same as the schema of a data
destination in many cases. In this scenario, you need to map columns from
the source schema to columns from the destination schema.

The Copy Data tool monitors and learns your behavior when you are
mapping columns between source and destination stores. After you pick
one or a few columns from the source data store and map them to the
destination schema, the Copy Data tool starts to analyze the pattern for
column pairs you picked from both sides. Then, it applies the same pattern
to the rest of the columns. Therefore, you will see that all the columns have
been mapped to the destination in the way you want after just a few clicks.
If you are not satisfied with the choice of column mapping provided by
the Copy Data tool, you can ignore it and continue manually mapping the
columns. Meanwhile, the Copy Data tool constantly learns and updates
the pattern and ultimately reaches the right pattern for the column
mapping you want to achieve.

When copying data from SQL Server or Azure SQL Database into Azure
SQL Data Warehouse, if the table does not exist in the destination store,
the Copy Data tool supports the creation of the table automatically by
using the source schema.

Technically, both of them will end up creating the following:

o Linked services for the source data store and the sink
data store.

¢ Datasets for the source and the sink.

o Anpipeline with a Copy activity. The next section
provides an example.
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Scenario: Creating a Copy Activity Using the Copy Data
Tool (Binary Copy)

Go to https://adf.azure.com (a prerequisite is to already have an Azure
Data Factory instance created). We will copy data from Amazon S3 to
Azure Blob Storage.

Click the Copy Data icon (see Figure 3-5).

Azure Data Factory

Let's get started

L

Create pipeline Copy Dat Configure SS5IS Set up Code
Integration Runtime Repository

Videos

Figure 3-5. Copy Data icon

You will see a dialog for configuring the Copy activity. The task name
will become the pipeline name. You can provide a description for your
reference.

You can specify a task schedule, which defines a cadence for this copy
workflow. This is useful in the case of incremental data-loading scenarios.
For now, click “Run once now” and then click Next (see Figure 3-6).
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&6 Copy Data

(&) Preperties
@ Source

Coretetion

Dwnaser

@ Destination

Connection

ek
O‘-cltinrj‘s Bt e o | P segalinty o0 schisdule

(&) summary
@ Deployment

Figure 3-6. Selecting “Run once now”

Click “+ Create new connection” (see Figure 3-7).

& Copy Data

@ Froperties Source data store
——— Specty 1he 4 0ata $100% 45T L Copyy ATl VOU CAN UGS 3N @rting data 55078 CONNGCION OF SPRy 3 Paw data S0
Al Azwe Datsbase

+ Create now comnection

@ Destination
Connection

(@) oy

(&) Deployment Mo connection te display.

Try changing your filters if you don't see what you're laoking for

Figure 3-7. Creating a new connection
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The next dialog lets you select the new linked service (connection to
source). In Figure 3-8, we are connecting to Amazon S3 as the source. You

may use your desired connector.
New Linked Service X

Database Fi ric Protocol
7]
o/
[ I ]

Amazon Marketplace Web
Service (Preview)

: &

Apache Impala (Preview) Azure Blob Storage Azure Cosmos DB

Amazon Redshift Amazon 53

N - M
o =

Figure 3-8. Connecting to Amazon S3

[ ]

Enter the access key ID and secret access key. You can validate the
credentials by selecting the test connection (see Figure 3-9). Click Finish.
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€ Mew Linked Service (Amazon 53)

Cannact via mlegraten rustime *

AuteRgseneintegratefuntme

Access Key 1D *

Secret Access Key *

B Connection successtd

Ce=1mzm )

Figure 3-9. Entering the keys

Click Next (see Figure 3-10).

s Copy Data

@ properties Source data store
e K ooy, Specify the saurce data stare for the copy fask. You can use an existing data store connection or spectly a new data stare.
@ Source
Il Azure  Database Gen o NoSOL  Se nd
O Connection fy e e .
Dataset L
Al - Filter by name =+ Create new connection
@ Destination
Cormecin
Dataset

@ Settings
@ Summary
@ Deployment

Figure 3-10. Select the source data store. Clicking Next
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In the dialog, you can configure the dataset. You can select the correct

file or folder to copy data from (see Figure 3-11). You can navigate to the

folders by clicking Browse. We will use binary copy. You can also select the

compression in this step. In this example, we are not using compression.

Enabling compression will have some performance degradation as itis a

resource-intensive operation.

& Copy Data
o Properties
One time copy
@ Source
Connection
Dataset

@ Destination

Connection

Cataset

@ Settings
@ Summary
@ Deployment

7 X
Choose the input file or folder
Select a source folder or file to be copied to the destination data store.
File or folder * perf-eastus/th/sub0/0.csv O Browse
B Binary Copy ©
Compression Type

MNone o

Frevlone m

Figure 3-11. Selecting the folder

Click Next.
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Create a destination linked service. Select Azure Blob Storage. Click

Continue (see Figure 3-12).

New Linked Service

yel

Al Azure File

a
|

Azure Blob Storage

Azure File Storage

Cancel

o

Azure Data Lake Storage
Genl

Azure Table Storage

Figure 3-12. Selecting Azure Blob Storage
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Add the connection details (see Figure 3-13). Click Finish.

Name *

AzureStoragel

Description

Connect via integration runtime *

AutoResolvelntegrationRuntime

Authentication method

Use account key

Account selection method

From Azure subscription

Azure subscription

Select all

Storage account name *

adfbockblobdata

Cancel

Figure 3-13. Adding the connection details

< New Linked Service (Azure Blob Storage) X

Azure Key Vault
0}
©
@ Connection successful
Test connection Finish
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Click Next (see Figure 3-14).

wa Copy Data N
o Properties Destination data store

Crye tee oy, Specify the destination data store for the copy task. You can use an existing data store connection or

specify a new data store.

o Source

Amazon 53

Connechon NI Azure Database File Generic Protocol NoSQL  Services and apps
: Dataset
All - Filter by name

@ Destination

O Connection = AzureStoragel

Dataset

Deployment

s “

Figure 3-14. Select the destination/ sink where the data would
be copied. Clicking Next
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Choose the folder path in the destination (see Figure 3-15). This is

“a Copy Data

o Properties
Onve limwe copy

° Source
Amazon 53

Connection
Dataset

@ Destination

where the data will be copied into.

Choose the output file or folder

Specify a folder that will contain cutput files or a specific output file in the destination data store.

= /

|\/ I B adventurworks-staging I |

Connection B3 flightdata

0O websitelogs
Dataset

@ Settings

@ Summary

@ Deployment

Cancel Choose

S m

Figure 3-15. Setting the destination

Click Next. In addition to the compression, you can see a copy behavior
property (see Figure 3-16), which is a specific property related to the Blob
Storage dataset when it is a sink. The following are the allowed values:

—  PreserveHierarchy (default): This preserves the file
hierarchy in the target folder. The relative path of the
source file to the source folder is identical to the relative
path of the target file to the target folder.

—  FlattenHierarchy: All files from the source folder are in
the first level of the target folder. The target files have
autogenerated names.

79



CHAPTER 3  DATA MOVEMENT

wa Copy Data

o Properties

Cine time copy

e Source

Amazon 53
Connection
Dataset
@ Destination
Connection
Dataset
@ Settings

@ Summary
@ Deployment

Figure 3-16.

80

e
Choose the output file or folder
Specify a folder that will contain autput files or a specific output file in the destination data store.
Folder path * adventurworks-staging Browse

File name

Compression Type

Nong -
Copy behavicr @
Preserve hierarchy -

hrevious m

Choosing the output file

— MergeFiles: This merges all files from the source folder

to one file. If the file or blob name is specified, the

merged file name is the specified name. Otherwise, it’s

an autogenerated file name.

Click Next.
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Click Next (see Figure 3-17).

& Copy Data

Properties
One time copy

Source
Amazon 53

Connection
Dataset

Destination
Agure Blob Storage

Connection
: Dataset
@ Settings
® Summary
@ Deployment

Figure 3-17.

Settings

More options for data movement
4 Performance settings

[_] Enable Staging

¥ Advanced settings

pMious

Configuring settings

DATA MOVEMENT
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Click Next (see Figure 3-18).

“a Copy Data Ve
@ Properties Summary
One time copy You are running pipeline to copy data from Amazon 53 to Azure Blob Storage.
Source
Amaron 53
Connection
m Amazon 53 > E Azure Blob Storage
Dataset
e Destination Properties Edit
Aaure Blob Storage
% Task name CopyPipeling txt
‘Connection
Task description
Dataset
Source Edit
° Settings
Connection name Amazons31
® Summary Dataset name SourceDataset uwg
Bucket name perf-eastus
@ Deployment <
Destination Edit
Cannection name AzureStarage
Dataset name DestinationDataset uwg
File name

Frow m

Figure 3-18. Shows summary of copy settings. Clicking Next
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Click Monitor to monitor the pipeline run (see Figure 3-19).

wa Copy Data P 4
o Properties
One time copy
o Source @ Amazon 53— Azure Blob Storage
Amazon 53 |
: Connection
Dataset Deployment complete
° Destination
Agure Blob $iorage » Creating Datasets @
Connectio
: cnmeeten ¥ Creating Pipelines @
Dataset
» Running Pipelines @
° Settings
Datasets and pipelines have been created. You can now manitor and edit the copy
pipelines or click finish 1o close the copy wizard.
° Summary

@ Deployment

Finish

Figure 3-19. You can find copy status in the monitoring section
to track the progress of the copy activity. Clicking Monitor

Under monitoring you will see the status of the pipelines. Under
Actions, select View Activity Runs as highlighted in red (see Figure 3-20).

adf-book-df | Vonitor Pipeline Runs
Ofefresh O Alets i Metncs
0 Wetdiiem o nnany @ Tl Aoy Gompie g S
Al
Pipel ne Kare Action Run Start Duration Tiggered By Ty Trggered By  Statss Pacamet  Firor

,. ssama s cocens aras igger @ Succerded

Figure 3-20. Status
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Click the view the details as highlighted in red (see Figure 3-21).

adf-book-df Monitor Pipeline Runs

pelines / CopyPipeline_txt

() Retresh
Activity Runs
Froeine fun (0 HO1855F-d326-48<1-9d9-dT649541547a
an
Activity Neme Activity Type Actions Source Destination Run Start Duratron Status

Copy 3 _, porf-eastuaib/bO/D. adverturmoris-staging OT1S2018, 123800 AM 020219 © succoed

Figure 3-21. Details

You can find all the monitoring details, including data volume and

throughput (see Figure 3-22).

adf-book-df | Monitor Pipeline Runs

B Details O reten ;X

) Refresh

- Leam mere on cogy parformance details from becs,

Succeeded —
Amazon §3 —me——— ﬂ Azure Blob Storage

Data read: 10.728G8 Data written: 1072868
il

Copy.uwg Flesread: 1 Files written: 1
Throughpat: 75918 Wifs

Activity
Pipekne Rur
Al Suced

Activity b

Copy duration 0G:02:18

b Amazon 53— Anse Blob Storage  Ouews (00002 | Transfer (00215

Figure 3-22. All the details
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Copy Performance Considerations

Microsoft has published a reference for performance during the Copy
activity. This is a great indicator to help you understand if you are getting
the optimum performance.

Figure 3-23 shows the copy throughput number in MBps for the given
source and sink pairs in a single Copy activity run based on in-house
testing. For comparison, it also demonstrates how different settings of data
integration units or self-hosted integration runtime scalability (multiple
nodes) can help on copy performance.

Cloud Sinks On-prem Sinks**
] = = E
w B = =) o E 2
53 £, Ea o o £ 2
S8 g F% 3¢ 282 zg 38 2|38 &
Q 5 § - BV EO w @ weS Eo ] <] @
B8 ] = o5 § 29 58 =~ =
33 & Sy Sb £33 tsz 8§ ¢ | ¢ %
S8 3 g5 g5 3% 337 s :| 8 B
5 - - =3 o
=g 47 a° polyBase  Bulk 23 £ g
(Unit: MBps) Insert il o o
Azure Blob q 56 56 56 . 5 6 £
1250 11 129
(GRs) 8 105 105 105 & 9 12 0.2
Azure Data Lake 4 56 56 56 w 5 6 g
1060 10 114
Storage Genl 8 120 108 120 S 9 12 "
Azure Data Lake q 56 56 56 . ‘ 5 2 s 11 130
Storage Gen2 8 120 108 120 i 9 12 e
Azure SQL Data
Cloud Warehouse 4 9 B 9 6 1 8 6 0.3 11 o
Sources (2000 DWU)
Azure sfr‘,"n"]“'h‘“ 4| o 8 9 6 1 8 6 03| 14 .
Azure Table 4 2 2 2 o 2 2 1 il 1 '
Azure Cosmos DB . * . v
(SQL API; 100,000 RU) 4 & ? A 2 2 2
Amazon 53 g 107 101 120 69 & - * . *
Amazon Redshift 4 w - ' 7.2 L L i L i v
On-premisesSQL |, | 5 7 7 18 04 7 6 02| * .
On- Server = | | . 5
On-premises File 1 195 192 102
prem pSvstem 4 | 505 510 = c o3 5 0 || @ C G
Sources 1| 179 183 ¢ 83 . .
On-premise HDFS 1 500 525 o = 03 3 6 0.2 - &
Unit: MBps
*: The throughput numbers for this source-sink combination will be published later.

**; For copying from cloud sources o on-prem sinks, single Self-hosted Integration Runtime node was used.

Figure 3-23. Copy throughput numbers
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Data Integration Units

A data integration unit (DIU), formerly known as cloud data movement
unit (DMU), is a measure that represents the power (a combination of
CPU, memory, and network resource allocation) of a single unit in Azure
Data Factory. A DIU applies only to the Azure integration runtime and not
to the self-hosted integration runtime.

The minimal DIUs to empower the Copy activity run is two. If none
is specified, the default is used. Table 3-4 lists the default DIUs used in
different copy scenarios:

Table 3-4. Default DIUs

Copy Scenario Default DIUs Determined by Service

Copy data between file-based Between 4 and 32, depending on the number and
stores size of the files

All other copy scenarios 4

To override the defaults, specify a value for the dataIntegrationUnits
property. The allowed values for the dataIntegrationUnits propertyis up
to 256. The actual number of DIUs that the copy operation uses at runtime is
equal to or less than the configured value, depending on your data pattern.

You can easily find the DIU units used through the ADF Ul monitoring
during a Copy activity that uses the Azure integration runtime.

DIUs are what you get charged for; hence, this has a direct billing

implication.

Parallel Copy

You can use the parallelCopies property to indicate the parallelism that
you want the Copy activity to use. You can think of this property as the
maximum number of threads within the Copy activity that can read from
your source or write to your sink data stores in parallel.
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For each Copy activity run, Azure Data Factory determines the number
of parallel copies to use to copy data from the source data store and to the
destination data store. The default number of parallel copies that it uses
depends on the type of source and sink you are using (Table 3-5).

Table 3-5. Copy Scenarios

Copy Scenario Default Parallel Copy Count Determined by
Service

Copy data between file-based Depends on the size of the files and the number

stores of DIUs used to copy data between two cloud
data stores, or the physical configuration of the
self-hosted integration runtime machine

Copy data from any source data 4
store to Azure Table Storage

All other copy scenarios 1

While copying data across file-based stores, the parallelCopies
property determines the parallelism at the file level. The chunking within
a single file will happen underneath automatically and transparently, and
it’s designed to use the best suitable chunk size for a given source data
store type to load data in parallel and orthogonal to parallelCopies. The
actual number of parallel copies the data movement service uses for the
copy operation at runtime is no more than the number of files you have. If
the copy behavior is mergeFile, the Copy activity cannot take advantage of
file-level parallelism.

When you specify a value for the parallelCopies property, consider
the load increase on your source and sink data stores and to the self-hosted
integration runtime if the copy activity is empowered by it, for example,
for hybrid copy. This happens especially when you have multiple activities
or concurrent runs of the same activities that run against the same data
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store. If you notice that either the data store or the self-hosted integration
runtime is overwhelmed with the load, decrease the parallelCopies value
to relieve the load.

When you copy data from stores that are not file-based to stores that
are file-based, the data movement service ignores the parallelCopies
property. Even if parallelism is specified, it's not applied in this case.

parallelCopies is orthogonal to dataIntegrationUnits. The former
is counted across all the DIUs.

Staged Copy

When you copy data from a source data store to a sink data store, you
might choose to use Blob Storage as an interim staging store. Staging is
especially useful in the following cases:

e You want to ingest data from various data stores
into a SQL data warehouse via PolyBase. A SQL data
warehouse uses PolyBase as a high-throughput
mechanism to load a large amount of data into a SQL
data warehouse. However, the source data must be in
Blob Storage or Azure Data Lake Store, and it must meet
additional criteria. When you load data from a data
store other than Blob Storage or Azure Data Lake Store,
you can activate data copying via interim staging Blob
Storage. In that case, Azure Data Factory performs the
required data transformations to ensure that it meets
the requirements of PolyBase. Then it uses PolyBase to
load data into the SQL data warehouse efficiently.

e Sometimes it takes a while to perform a hybrid data
movement (that is, to copy from an on-premises
data store to a cloud data store) over a slow network
connection. To improve performance, you can use a
staged copy to compress the data on-premises so that it
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takes less time to move data to the staging data store in
the cloud and then to decompress the data in the staging
store before loading into the destination data store.

e You don’t want to open ports other than port 80 and
port 443 in your firewall because of corporate IT
policies. For example, when you copy data from an
on-premises data store to an Azure SQL Database
sink or an Azure SQL Data Warehouse sink, you need
to activate outbound TCP communications on port
1433 for both the Windows firewall and your corporate
firewall. In this scenario, the staged copy can take
advantage of the self-hosted integration runtime to first
copy data to a Blob Storage staging instance over HTTP
or HTTPS on port 443 and then load the data into SQL
Database or SQL Data Warehouse from Blob Storage
staging. In this flow, you don’t need to enable port 1433.

How Staged Copy Works

When you activate the staging feature, first the data is copied from the
source data store to the staging Blob Storage (bring your own). Next, the
data is copied from the staging data store to the sink data store. Azure Data
Factory automatically manages the two-stage flow for you. Azure Data
Factory also cleans up temporary data from the staging storage after the
data movement is complete.

When you run copy activity using a staging store, you can specify
whether you want the data to be compressed before moving data from
the source data store to an interim or staging data store and then to be
decompressed before moving data from an interim or staging data store
to the sink data store. This is helpful in scenarios where you are ingesting
data from low intenet bandwidth network, as the compressed data
would require lower bandwidth which later is decompressed on cloud
(staging storage).
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Currently, you can’t copy data between two on-premises data stores by
using a staging store.

Configuration

Configure the enableStaging setting in the Copy activity to specify
whether you want the data to be staged in Blob Storage before you load it
into a destination data store. When you set enableStaging to TRUE, specify
the additional properties listed in Table 3-6. If you don’t specify one, you
also need to create an Azure storage or storage shared access signature-
linked service for staging.

Table 3-6. Configuration Details

Property Description Default Required
Value
enableStaging Specify whether you False No

want to copy data via
an interim staging store.

linkedServiceName Specify the name ofan  N/A Yes, when
AzureStorage linked enableStagingis
service, which refers to is set to TRUE

the instance of storage
that you use as an
interim staging store.
You cannot use

storage with a shared
access signature to
load data into SQL

Data Warehouse via
PolyBase. You can use it
in all other scenarios.

(continued)
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Table 3-6. (continued)

Property

Description Default Required
Value

path

enableCompression

Specify the Blob Storage N/A No
path that you want to
contain the staged data.
If you do not provide a
path, the service creates
a container to store
temporary data.

Specify a path only

if you use storage

with a shared access
signature or you require
temporary data to be in
a specific location.

Specifies whether data  False No
should be compressed

before it is copied to the

destination. This setting

reduces the volume of

data being transferred.

Here’s a sample definition of the Copy activity with the properties that

are described in the preceding table:

"activities":[

{

"name": "Sample copy activity",
Iltype" : "Copy"’
"inputs": [...],

91



CHAPTER 3  DATA MOVEMENT

"outputs": [...],
"typeProperties": {
"source": {
"type": "SqlSource",

}
"sink": {

"type": "SqlSink"
1

"enableStaging": true,
"stagingSettings": {
"linkedServiceName": {
"referenceName": "MyStagingBlob",
"type": "LinkedServiceReference"
1
"path": "stagingcontainer/path",
"enableCompression”: true

Staged Copy Billing Impact

You are charged based on two steps: copy duration and copy type.
When you use staging during a cloud copy (copying data from a cloud
data store to another cloud data store, with both stages empowered by

Azure integration runtime), you are charged as follows:

[sum of copy duration for step 1 and step 2] x [cloud copy unit price]
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When you use staging during a hybrid copy (copying data from an
on-premises data store to a cloud data store, with one stage empowered by
the self-hosted integration runtime), you are charged for the following:

[hybrid copy duration] x [hybrid copy unit price] + [cloud copy
duration] x [cloud copy unit price]

Considerations for the Self-Hosted
Integration Runtime

If your Copy activity is executed on a self-hosted integration runtime, note
the following:

Setup: Microsoft recommends that you use a
dedicated machine to host the integration runtime.
The recommended configuration for the self-hosted
integration runtime machine is at least 2GHz, four
cores, 8GB RAM, and 80GB disk.

Scale out: A single logical self-hosted integration
runtime with one or more nodes can serve multiple
Copy activity runs at the same time concurrently. If
you have a heavy need on hybrid data movement,
either with a large number of concurrent Copy
activity runs or with a large volume of data to copy,
consider scaling out the self-hosted integration
runtime so as to provision more resources to
empower the copy.
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Considerations for Serialization
and Deserialization

Serialization and deserialization can occur when your input dataset or
output dataset is a file.

The copy behavior is to copy files between file-based data stores.

When input and output data sets both have the same or no file format
settings, the data movement service executes a binary copy without any
serialization or deserialization. You will see a higher throughput compared
to the scenario where the source and sink file format settings are different
from each other.

When input and output datasets both are in text format and only the
encoding type is different, the data movement service does only encoding
conversion. It doesn’t do any serialization and deserialization, which
causes some performance overhead compared to a binary copy.

When the input and output datasets both have different file formats
or different configurations, like delimiters, the data movement service
deserializes the source data to the stream, transforms it, and then serializes
it into the output format you indicated. This operation results in more
significant performance overhead compared to other scenarios.

When you copy files to/from a data store that is not file-based (for
example, from a file-based store to a relational store), the serialization
or deserialization step is required. This step results in significant
performance overhead.

The file format you choose might affect copy performance. For
example, Avro is a compact binary format that stores metadata with data.
It has broad support in the Hadoop ecosystem for processing and
querying. However, Avro is more expensive for serialization and
deserialization, which results in lower copy throughput compared to text
format. Make your choice of file format throughout the processing flow
holistically.
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Considerations for Compression

When your input or output data set is a file, you can set the Copy activity

to perform compression or decompression as it writes data to the
destination. When you choose compression, you make a trade-off between
input/output (I/0) and CPU. Compressing the data costs extra in compute
resources. But in return, it reduces network I/O and storage. Depending on
your data, you may see a boost in overall copy throughput.

e Codec: Each compression codec has advantages. For
example, BZip2 has the lowest copy throughput, but
you get the best Hive query performance with BZip2
because you can split it for processing. Gzip is the most
balanced option, and it is used the most often. Choose
the codec that best suits your end-to-end scenario.

e Level: You can choose from two options for each
compression codec: fastest compressed and
optimally compressed. The fastest compressed option
compresses the data as quickly as possible, even if
the resulting file is not optimally compressed. The
optimally compressed option spends more time on
compression and yields a minimal amount of data.
You can test both options to see which provides better

overall performance in your case.

To copy a large amount of data between an on-premises store and
the cloud, consider using a staged copy with compression enabled. Using
interim storage is helpful when the bandwidth of your corporate network
and your Azure services is the limiting factor, and you want both the input
data set and output data set to be in uncompressed form.
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Considerations for Column Mapping

You can set the columnMappings property in the Copy activity to map all

or a subset of the input columns to the output columns. After the data
movement service reads the data from the source, it needs to perform
column mapping on the data before it writes the data to the sink. This extra
processing reduces copy throughput.

If your source data store is queryable, for example, if it’s a relational
store like SQL database or SQL Server, or if it's a NoSQL store like Azure
Table Storage or Azure Cosmos DB, consider pushing the column filtering
and reordering logic to the query property instead of using column
mapping. This way, the projection occurs while the data movement service
reads data from the source data store, where it is much more efficient.

Summary

It is extremely important to understand the performance bottlenecks
before operationalizing your data pipelines. In this chapter, you focused on
the data movement aspect that comprises the extract phase of ETL.
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Data Transformation:
Part 1

What is the purpose of data if there are no insights derived from it? Data
transformation is an important process that helps every organization to get
insight and make better business decisions. This chapter you will focus on
why data transformation is important and how Azure Data Factory helps in
building this pipeline.

Data Transformation

Now days many organizations have tons of data coming from disparate
data sources, and at times it’s unclear to the company what can be done
with this data. The data is generally scattered across various sources such
as SQL Server, Excel, business applications, and so on. You might even find
people who have data in a file that they frequently refer to. At the end of the
day, not only do you want to bring all the data together, but you also want
to transform it to get insight from it. The insight reflects how the company
did in the past and how they are doing in the present and future as well.
Let’s say a company has 10 to 20 years of data. These are the kinds of
questions that can be answered after data transformation: How many sales
were there in a specific period? What regions had the most sales? How
many sales are expected in the future?
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Azure Data Factory provides various compute options to perform data
transformation. Let’s get started with each service to understand how they
work and what their benefits are. This will make them easier to understand
when you use these services through Azure Data Factory.

HDInsight

Microsoft HDInsight (also known as Hadoop on Azure) is a Big Data
processing framework available as a service. This means companies do not
have to bother setting up a big cluster to process data. This is important;
otherwise, it takes a minimum of three months to procure hardware, install
the operating system and software, configure machines, apply security,
and design for scalability, fault tolerance, and support and maintenance.
Microsoft HDInsight provides users with the ability to spin up a cluster in
minutes. It takes care of all the features such as security, scalability, and
others behind the scenes. This will allow organizations to save money
and focus more on solving business problems and innovating in their
solutions.

HDInsight doesn’t use HDFES on the cluster for storage; instead, it
uses Azure Blob Storage or Azure Data Lake Store to store data. Figure 4-1
shows a typical HDInsight architecture.
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=@

@ e 4
Gatewayhode-1 HeadNode-1
Datalake
WorkerNode -2
.

—_—

G atiway Node-2 HeadNode 2

B @"'

Figure 4-1. HDInsight architecture

HDInsight provides an enterprise-grade platform to process Big Data.
These are some of its benefits:

o Easyto setup a cluster

e Scalability

o Enterprise-grade security

o Connection to various storage types on Azure
e Provider of various types of Hadoop clusters
e Monitor and logging

o Extensibility

Azure Data Factory makes life easier for an organization that wants
to process Big Data on HDInsight but doesn’t have enough expertise
within the organization to set up a cluster. The platform provides an

99



CHAPTER 4  DATA TRANSFORMATION: PART 1

option to choose an on-demand cluster to process Big Data. However, an
organization can also use an existing HDInsight cluster and run the job.
Let’s see all the activity types that Azure Data Factory provides to transform
the data.

In the traditional Hadoop world, there are many programming
frameworks like hive and pig to write logic. It's required because there are
developers in this world with different skillsets. For example developer
who love writing sql queries will use hive and developer who love writing

script will use pig.

Note You can use various tools such as Azure Storage Explorer,
AzCopy, ADF, or others to upload the data and scripts used in this
chapter.

Hive Activity

Apache Hive provides an abstraction layer to the developer to write
SQL-like queries on the data.

Let’s look at an example where you can leverage ADF to execute a Hive
job. This example uses crime data (which is available by default when you
set up an HDInsight cluster). Figure 4-2 shows the sample data.

A B c i} E F G H 1 ] K L M | N o
1| 115856|Alaska  Anchorage 2007 284142 2405 1 i 453 1673 11107 1454 8307 1256 145
2| 115657 Mlssks  Bethel 2007 6488 61 2 15 o a4 107 25 63 19 2
3 | 115658 Alaska  BristolBay 2007 1028 8 [ a o 8 49 1 24 14 1
4 | 115859 Alasks  Cordova 2007 B £ [ 0 o ] 14 1 10 3 o
5 115860 Alasks  Craig 007 1186 a1 [} 0 o a1 18 ) 10 3 2
& 115861 Alasks Dilllingham w07 2494 6 1 24 3 48 78 18 40 20 o
7 | 115862 Alaska  Fairbanks 007 31287 58 5 43 a2 168 1358 236 957 165 6
B | 115863 Alaska  Haines 007 2260 1% L 1 o 15 L 24 a6 4 o
9 | 115864 Alasks  Homer w07 5629 52 [ ] 1 49 220 32 165 3 1
10| 115865 Alaska  Houston 2007 1992 3 [ a o 3 40 3 24 8 o
11| 115866 Alaska  Juneau 007 30746 126 1 22 17 a6 1364 174 137 53 10
12| 115867 Alasks Kenai 007 620 E 1 2 3 24 ns a 265 a1 o
13| 115868 Alasks  Ketchikan 2007 7384 2 0 a 1 1 a7 41 w07 3 4
14| s1ceen ks vadse 0y v 3 o < . n s 13 s

Figure 4-2. Sample crime data
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Figure 4-3 shows the Hive script.

CREATE EXTERNAL TABLE Crime(
RowID int,
State string,
City string,
Year int,
Population int,
violentCrime int,
MurderandiionEgligentdanslaughter int,
Forciblerape int,
Robbery int,
Aggravatedaissault int,
Propertycrime int,
Burglary int,
LarcenyTheft int,
MotorvehicleTheft int,
Arson int
) ROW FORMAT DELIMITED FIELDS TERMIMATED BY ',' LOCATION ‘wash://rawdatagadfbookblobsampledata.blob.core.windows.net/";

INSERT OVERWRITE DIRECTORY ‘wasb://hivecutput@adfbookblobsampledata.blob.core.windows.net/out”
SELECT State, year, suM(violentCrime) , SUM(Robbery), SUM{PrepertyCrime) FROM Crime GROUP BY State, Year)

Figure 4-3. Sample script

Upload the sample data and Hive script to Azure Blob Storage.

In this example, you will be using an HDInsight on-demand cluster.
Azure Data Factory needs permission to set up an HDInsight cluster on your
behalf, so you need to provide the service principal to authenticate ADE.

Note You need to be the owner or have Microsoft.Authorization/*/
Write access to assign an AD app.

1) Gotohttps://portal.azure.com.

2) Once logged in, click Azure Active Directory, then
“App registrations,” and then “New application
registration” (see Figure 4-4).
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O «| | = Mew applicati istrati = Endpai X Troubleshoot
O Overview T view and manage your registrations for converged applications, please visit th
Function Apps A My apos ~
£’ Gatting started
= saL databases DISPLAY MAME
MANAGE
5 Users You're not the ¢
Virtual machines I
% Groups
# Load balancers
pa Raoles and administrators

B Enterprise applications
D Davices
B

App registrations

Figure 4-4. Azure AD app registration

3) Enter an app name, select an application type, enter
the sign-on URL, and click Create (see Figure 4-5).

Create

* Mame @
forHDI o

Application type @
Web app / API >~

* Sign-on URL @
hitp:/flocalhost o

Figure 4-5. Azure AD app creation
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4) Once the Azure AD app is created, copy the
application ID and click Settings (see Figure 4-6).

£ settings | #" Manifest [ Delete

Display name Application ID

forHDI b5613dbd-ecd5-4a42-8e21-afab5ddc4167
Application type Object ID

Web app / AP 3f76ab71-1267-49e6-bfb9-4e096e18b1bc
Home page Managed application in local directory

http://localhost forHDI

Figure 4-6. Registered Azure AD app overview

5) Create a new key; once it’s saved, copy the value

(see Figure 4-7).

B e ot =B 3 Disca A Uplosd Pubic Key
Copy the luse. You wan't be able to retrieve after you lesve this blade.
— AL Copy the key value. You wor't be able to retrieve after you leave this
HE Properties
pe ’ Passwords
= Reply UALs >
DESCRIPTION EXPIRES VALVE
H‘ Owners >
MyKeys pleleigtd onNTFMFA2GOMF 3F 2090 pl k3000 S OLUTPG=
APACCESS Duraton ~
4. Required permissions >
5 > .
B | Public Keys
TROUSLESHOOTING + SUPPORT THUMEPRINT START DATE EXPIRES
X Troubleshost > Ne results,
& New support request >

Figure 4-7. Azure AD app keys

6) Close and go back to Azure Active Directory.
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7) Click Properties and copy the directory ID (see
Figure 4-8).

R = Hoor X Toc
* Mame

43

< Azure AD Connect Detault Directory

& Custom domain names Country o region

B Mobility (MDM and MAKY United States

Location

Password reset United States datacenters
Il Company branding Natification language
. English ~
£F User settings

. Global admin can manage Azure Subscriptions and Management Groups
Y Properties

B Notifications settings

Directory ID

[ 3497c220- a | 1)

SECURITY

Figure 4-8. Azure AD app properties

At this stage, you have three values (see Table 4-1).

Table 4-1. Azure AD App Values

Name Value

Service principal ID b5613dbd-ecd5-4a42-8e21-afa65ddc4167
(application ID)

Service principal key (key) onNXXXXXXXXXXX42GOMF3F20gzXXXXX1cizX/0bU7PQ=
Tenant (directory ID) XXXXXXX-7189-XXXX-af2a-XXXXXXXXX
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8) Select Subscriptions and click the subscription (see

Figure 4-9).

Create a resource

All services

FAVORITES

SQL databases

Azure Cosmos DB

Virtual machines

Load balancers

Storage accounts

Virtual networks

Activity log

Security Center

Cost Management + B...

Help + support

Home > ptions

Subscriptions

== Add

Showing subscriptions in default directory. Don't see a subscri
My role @

| 7 selected

Apply

+'| Show only subscriptions selected in the global subscriptio

0

SUBSCRIPTION SUBSCRI

+1) Visual Studio Ultimate with MSDN aa03f6t

Figure 4-9. Azure subscription information
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9) Select “Access control (IAM)” and click Add (see
Figure 4-10).

Visual Studio Ultimate with MSDN - Access control (IAM)

ion

T Refresh

) L Type @

&0 Name @ Typ

ut4 Access control (IAM) Scope @ Group by @
All scopes v Role

7% Diagnose and solve problems

1 items (1 Users)

D Security (Preview) )
| NAME TYPE

COST MANAGEMENT + BILLING
OWNER

Figure 4-10. Permission at subscription level
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created earlier (see Figure 4-11).

Role @
Contributor
Assign access

Select @
forHDI

Save

Add permissions

w06

forHDI

Selected members:

forHDI

Azure AD user, group, or application

Figure 4-11. Adding permission
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11) Go to Azure Data Factory Services and click Author
and Deploy.

12) Click Connections and then New (see Figure 4-12).

Factory Resources w s  # Connections X
v + Linked Services Integration Runtimes
@D Pipelines N o | + New
BB Datasets " n Name ¢ ¥ Actions

2% Connections

% Triggers

Figure 4-12. Azure Data Factory connection
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13) Click Azure Blob Storage and then Continue (see
Figure 4-13).

New Linked Service X

Data Store  Compute

All  Azure Database File Generic Protocol NoSQL  Services and apps

O

Amazon Marketplace Web

Service (Preview) Amazon Redshift Amazon 53
A
G .
N\
4
Apache Impala (Preview) Azure Blob Storage Azure Cosmos DB

LB — My
co

Figure 4-13. Azure Data Factory linked service options

109



CHAPTER 4  DATA TRANSFORMATION: PART 1

14) Enter the name, select
AutoResolvelntegrationRuntime for “Connect via
integration runtime,” select “Use account key” for
Authentication method, and select the right Azure
subscription and the storage account name (see
Figure 4-14).

<~ New Linked Service (Azure Blob Storage) X
Name * i
AzureStoragelocation
Description
Connect via integration runtime * ®
AutoResolvelntegrationRuntime -
Authentication method
Use account key -
Connection String Azure Key Vault
Account selection method [0)
From Azure subscription -
Azure subscription 0]
Visual Studio Ultimate with MSDN - Personal (3c768ed4-d792-4760-9c0e- -
009ceb36ff17)
Storage account name *
adfbookblobdata -
Cancel Test connection

Figure 4-14. Azure Blob Storage linked service

110



CHAPTER 4  DATA TRANSFORMATION: PART 1

15) Click Finish.

16) Click + and then Pipeline (see Figure 4-15).

Factory Resources v o2

- ar

o Pipd| 02 Pipeline |

BB Dat BE Dataset |
¢& CopyData

Figure 4-15. ADF pipeline

17) Expand HDInsight and drag the Hive activity to the
designer (see Figure 4-16).

& Connections X @D pipelinel * X
o Activities ¥

0

" Validate [> Debug %@ Trigger

@]
¥ Batch Service
» Databricks @ Hiet
» Data Transformation W @ b E»

» Data Lake Analytics
b General

4 HDInsight

B Hive

T -6 RXX%=

Figure 4-16. Hive activity
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18) On the General tab, provide the values in Table 4-2.

Table 4-2. Hive Activity Values

Property Name Description

Name Enter the activity name.

Description Enter the activity description.

Timeout Enter how long the activity runs. The default is seven days.
Retry Enter how many times the activity keeps trying to run in case

of any transient failure.
Retry Interval Enter the difference between two retries.

Secure Output Select if any output data shouldn’t be logged.

19) On the HDI Cluster tab, you need to configure ADF
to create an HDI cluster on the user’s behalf. Click +
New (see Figure 4-17).

N 1
Genera HDI Cluster Script ser Propertie

HDInsight Linked Service *  Select... * @ |+ New

Figure 4-17. HDI linked service
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Table 4-3 shows the properties to enter in the next window.

Table 4-3. HDI Creation Values

Property Name Description

Description Provide a description of the linked service.
Type Select On-demand HDInsight.

Connect via Select AutoResolvelntegrationRuntime.

integration runtime

Azure Storage Linked
Service

Cluster type

Cluster Size

Time to live

Service principal Id

Services principal key

Tenant
Version
Select region

Additional storage
linked service

Storage use by the cluster to store and process data.

Select Hadoop as you are using Hive, which is part of the
Hadoop cluster type

1. Add more if the subscription has enough cores in the
specified region.

00:05:00 defines how long HDInsight lives after the
completion of active jobs on the cluster. The default is five
minutes.

Provide the service principal ID created in the previous step.

Provide the service principal key created in the
previous step.

Prepopulated. This should match with the Azure AD ID.
3.6 (the latest one).
Make sure enough cores are available to create a cluster.

The general recommendation is to store the metadata and
data in different storage.
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20) Click Finish, and on the Script tab select the right
script linked service, which is the storage link where
scripts are stored. If you're not sure of the file path,
then click Browse Storage to select the script (see
Figure 4-18).

t Script
4 Detab

Script Linked Service AzureStoragel ocation = O @ Testconmecion 7 Bt + New

File Path * scripts/MiveScript et x @ _ Browse Local Add/Edr Saipt 00 Provid
b Advanced

Figure 4-18. Setting the Hive script path

21) Let’s skip Advance option however if require we can
capture logs, pass argument, parameter and define
variable under Advanced option.

22) Click Validate to make sure there are no errors (see
Figure 4-19).

V/ Validate |D> Debug %@ Trigger

Figure 4-19. Validating the ADF pipeline option
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23) Click Publish All (see Figure 4-20).

TSN 1 B L validate Al (O Refresh @ Discard All - € ARM Template v

2 Connections X @3 pipeline? = X
g Activities ¥ =

+/ Validate [>Debug ‘@ Trigger
0
O
» Batch Service

» Databricks @ Process
+ — Q8 Q¥ 748

» Data Transformation

Figure 4-20. Publishing changes

24) Click Trigger Now and then Finish (see Figure 4-21).

Farameters

Mame Type Value

Mo records found

Figure 4-21. Triggering the ADF pipeline
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25) On the left, click the gauge icon (aka the Monitor) to
monitor the progress of the pipeline (see Figure 4-22).

Figure 4-22. Monitor option

26) Once executed successfully, the progress will show
on the All or Succeeded tab (see Figure 4-23).

Pk e Mare At L Dt or Tn - -
podinet % > aone LA eass [—— [ ya—

Figure 4-23. ADF pipeline progress

27) The output will be stored in Azure Blob Storage (see
Figure 4-24).

1 Overview

ua Access Control (LAM)

SETTINGS
Access policy

! properties

* Upload O Refresh

Location: hiveoutput f out

NAME

" 000000_0

lete e Acquir

Figure 4-24. Output
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Pig Activity

There are developers who love to write scripts to process data, but it’s
easier to use the Pig activity. Let’s consider the same data and use the Pig

script to process data. See Figure 4-25.

crimedata = LOAD "washb://rawdata@adftookblobsampledata.blob.core.windows.net/CrimeData.csv’ USING PigStorage(',')
AS (ROWID,State,City,Year,Population, ViclentCrime, MurderindionEgligentManslaughter, ForcibleRape,Robbery,Aggravatedassault,
PropertyCrise, Burglary,lLarcenyTheft,MotorVehicleTheft,Arson);

[CrimeinAlaska = FILTER crimedats BY State == "Alaska“;

STORE CrimeinAlaska into ‘wasb://pigoutput@edfbookblobsasgledata.blob.core.windows. net/out' USING PigStorage " H

Figure 4-25. Pig script

Let’s set up the Azure Data Factory pipeline.

1) Switch to the ADF Author & Monitor UI. Remove the
Hive activity and add a Pig activity (see Figure 4-26).
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>, Connections X @D pipelinel * X
o Activities ¥ =V validate D
£ Search A
» Batch Service
¥ Databricks
» Data Transformation
» Data Lake Analytics + — 8 b
» General
General
4 HDInsight
fa Hive Mame *
MapReduce Description
& Pig
ot Spark Timeout
E Streaming
Retry
» lteration & Conditionals
Retry interval
» Machine Learning

& Trigger

Debug

HDI Cluster Script User Properties

Process{

7.00:00:00

30

©

Figure 4-26. Pig activity
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2) On the General tab, provide the values listed in
Table 4-4.

Table 4-4. Pig Activity Values

Property Name  Value

Name Enter the activity name.

Description Enter the activity description.

Timeout Enter how long the activity runs. The default is seven days.
Retry Enter how many times the activity should keep trying to run in

case of any transient failure.
Retry Interval Enter the difference between two retries.

Secure Output Select this if any of the output data shouldn’t be logged.

3) On the HDI Cluster tab, set HDInsight Linked
Service to HDILinkedServices (created earlier in this

chapter), as shown in Figure 4-27.

General HDI Cluster Seript User Properties

HDInsight Linked Service *  HDILinedService * @ & et + New

Figure 4-27. Setting the HDI linked service
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4) Select the script (as shown in Figure 4-28).

General HDI Cluster Script User Properties
4 Details
Script Linked Service AzureStoragelocation v (O @ Test connection
File Path * scripts/PigScript.txt x @ Browse Storage
»  Advanced

Figure 4-28. Pig script path

5) Click Publish All (see Figure 4-29).

WRCITEVAN 1 B validate Al (O Refresh @ Discard All &) ARM Template

% Connections X @D pipelinel * X

-~

o Activities ¥ =  Validate [> Debug %@ Trigger

0

P Batch Service

@ Process

P Databricks
W o b @

P Data Transformation

Figure 4-29. Publishing the changes
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6) Click Trigger Now (see Figure 4-30).

Vv Validate [> Debug %@ Trigger

Trigger Now

m New/Edit .

Figure 4-30. Triggering the ADF pipeline

7) Click Finish.
8) Click Monitor to watch the progress of the pipeline.

9) Once the job has completed successfully,
the output will be available in Azure Blob Storage
(see Figure 4-31).

pigoutput

Container

[ O sear . « A Upload Q) Refresh [ Delete =% Acquire le

Location: pigoutput / out
1 Overview

.‘.ﬂ Access Control (IAM)

NAME
SETTINGS
Access policy (]
‘1" Properties _SUCCESS

| part-v000-0000-r-00000

Figure 4-31. Output location
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The output will look like Figure 4-32.

O & htpsy//adfbookblobsampledata.blob.corewindows.net/pigoutput/out/part

115856,Alaska, Anchorage, 2007,284142,2405,22,257,453,1673,11167,1454,8397,1256, 145
115857,Alaska, Bethel, 2007,6488,61,2,15,0,44,107,25,63,19,2
115858,Alaska,Bristol Bay Borough,2€07,1028,8,0,0,0,8,49,11,24,14,1
115859, Alaska, Cordova, 2007,2322,9,0,9,0,9,14,1,10,3,0
115860,Alaska,Craig,2007,1186,41,0,0,0,41,18,5,10,3,2
115861,Alaska,Dillingham, 2007,2494,76,1,24,3,48,78,18,40,20,0

115862, Alaska,Fairbanks, 2007,31287,258,5,43,42,168,1358,236,957,165,6
115863,Alaska,Haines, 2007,2260,16,8,1,0,15,74,24,46,4,0

115864, Alaska,Homer , 2007,5629,52,0,2,1,49,220,32,165,23,1

115865, Alaska,Houston, 2007,1992,3,0,9,0,3,40,8,24,8,0

115866,Alaska, Juneau, 2007 ,30746,126,1,22,17,86,1364,174,1137,53,10
115867,Alaska,Kenai, 2007,7620,30,1,2,3,24,318,32,265,21,9
115868,Alaska,Ketchikan,2087,7384,21,0,9,1,11,476,41,467,28,4

115869, Alaska, Kodiak,2007,6242,33,0,5,1,27,209,13,175,21,6
115878@,Alaska,North Pole,2067,1869,9,0,1,1,7,116,24,85,7,@

115871, Alaska,North Slope Borough,2€87,6569,70,0,15,7,48,149,52,70,27,8
115872,Alaska,Palmer,2007,7931,65,0,4,1,60,282,23,242,17,2
115873,Alaska,Petersburg, 2007,28%90,1,0,0,0,1,117,6,103,8,0

115874, Alaska, Seward, 2007, 30854, 3,0,1,0,2,146,21,118,7,2
115875,Alaska, Sitka,2007,8932,31,0,9,0,22,299,21,250,19,2

115876 Alacka Skavway 206R7 827 1 6 6 A1 14 1 11 2 A

Figure 4-32. Output

MapReduce Activity

The Apache Hadoop framework is distributed via two services. The first
one is Hadoop Distributed File System (HDFS), which stores Big Data

in distributed storage. The second is MapReduce, which is a framework
that reads data parallelly from distributed storage. MapReduce is further
divided into two parts: Map and Reduce. The job of the Map phase is to
collect data from the distributed storage node, and the job of the Reduce

phase is to aggregate the data. So, there are times when the Hadoop

developer needs to perform different data processing. Hadoop provides
a platform for developers to write their own map reduce program and

execute it.
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Azure Data Factory provides the MapReduce activity to run your own
map reduce program. Let’s run a Big Data “Hello World” program (also
known as WordCount).

1) Copy hadoop-mapreduce-examples.jar and
davinci.txt into the same Azure Blob Storage
(created earlier in this chapter), as shown in
Figure 4-33.

mapreduceactivityinput

Container

0 r « A Upload 0 Refresh [ Delete =% Acquire leas

Location: mapreduceactivityinput
1 Overview

s Access Control (IAM)

NAME
SETTINGS
Access policy davinci.txt
I Properties hadoop-mapreduce-examples.jar

Figure 4-33. Storage to store data and JAR file

2) Switch to the ADF Author & Monitor UI and remove
any activity present there.

3) Add the MapReduce activity (see Figure 4-34).
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I3 ADF Book Pipe... X ¥ Connections X
o, Activities ¥

0

+ Validate [> Debug ‘@ Trigger

¥ Batch Service

» Databricks

MapReduce

¥ Data Transformation

W E B @

» Data Lake Analytics

» General
4 HDInsight
+ — 6 = k9=
& Hive
MapReduce General HDI Cluster Jar User Properties
& rig
Name * MapReduce
st Spark
Description
E Streaming P

Figure 4-34. MapReduce activity

4) Provide a name and description for the activity.

5) Keep default values for Timeout, Retry, Retry
Interval, and Secure Output.

6) On the HDI Cluster tab, set HDInsight Linked
Service to HDILinkedServices (created earlier in this
chapter).
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7) On the Jar tab, for the JAR linked service, link to
the storage where the JAR file was copied. Set the

class name to wordcount, and for the file path,

click Browse Storage and select the JAR file. For the

arguments, provide the input file and output location

(make sure the output container does not exist).

Here is how the argument looks (see Figure 4-35):

wasb://mapreduceactivityinput@adfbookblobsampledata.
blob.core.windows.net/davinci.txt wasb://

mapreduceactivityoutput@adfbookblobsampledata.blob.

core.windows.net/
General HDI Cluster Jar User Properties
4 Details
Jar linked service AzureStoragelocation hd @ @ Test connection f Edit 4+ New
Class Name * wordcount @
File path * mapreduceactivityinput/hadoop-mapredu - © Browse Storage Browse Local
4 Advanced
Jar libs Browse Storage = ©
Debug Information - @
Arguments wasb://mapreduceactivityinput@adibo | 0]
okblobsampledata blob.core windows.n
et/davinci.txt »

Figure 4-35. Setting up a location

8) Leave Parameter and User Properties as they are.

9) Click Publish All.

10) Click Trigger and then Trigger Now.

11) Click Finish.
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12) Switch to the Monitor to check the progress of
pipeline execution (see Figure 4-36).

Al
Ppeine hame Actans Fun Start Durstian Tnggered By Type  Tnggered By Status Farameters Lrrer Rumi0
Kb Boos A ae B X W06 Marus U Saccerdi o7 3dxctc)

Figure 4-36. ADF pipeline monitor

13) Once the pipeline executes successfully, the
output will be presented in Azure Blob Storage (see
Figure 4-37).

mapreduceactivityoutput

Container

[o7F : | «| A Upload Q) Refresh [ Delete %> Acquire lease

Location: mapreduceactivityoutput
1 Overview

,-.:‘ Access Control (IAM)

NAME
SETTINGS
Access policy _SUCCESS
J Properties part-r-00000

Figure 4-37. Output location
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14) Open the file named part-r-00000 (see Figure 4-38).
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O

“(Lo)cra”
"1499 1
"1498," 1
"35" 1
"48," 1
"AS-1I5".

"8 1
“Absoluti
"Alack! 1
"Alack!"
"Alla 1
"Allegorical
"Alpine-glow"”
"And 2
"Antoni 1
"At 1
"B_ 1
"Bathers
“Bononiae
"By 1
"Come 1
"De 1
"Defects”.
"Description
"Disposizione
"Doctrinal
"E 1
“Egli 1
"El 1
"Elements".
"Every 1
"Facetie
“First 1
"Formulario
"Here 1
"How 1

"1 11

N

=://adfbockblot

Figure 4-38. Output

Streaming Activity

Apache Hadoop was written on Java platform. All map reduce jobs should

be written in the Java programming language. However, Hadoop provides

a streaming API for MapReduce that enables developers to write map and

reduce functions in languages other than Java.
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We’ll use the same Big Data “Hello World” program. This program will
count the total number of words in an input file.

1) Copy the following files into a container: davinci.
txt, mapper.exe, and reduce.exe (see Figure 4-39).

streaming

Container

O « A Upload ) Refresh [ Delete w4

Location: streaming
Overview

.'.ﬁ Access Control (IAM)

NAME
SETTINGS
Access policy
1! Properties | davinci.txt
| mapper.exe
| reduce.exe

Figure 4-39. Container to store data and executable

2) Switch to the ADF Author & Monitor UI and remove
any activity present there.
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3) Add the Streaming activity (see Figure 4-40).

¥ Connections X %@ Triggers X (3 ADF Book Pipe... * X
G Activities ¥
o Validate  [> Debug @ Trigger

0
¥ Batch Service
e
Streaming
b Data Transf: ti
ata Transformation . _shem_u-ng n
b Data Lake Analytics §
O N (&3
b General '
— el @t Ty Ot g
4 HDInsight + -6 MR NeE
® the General HDI Cluster File User Properties
[@ Mapleduce
Mame * Hadoop_Streaming
& mg
Description

wol' Spark

Figure 4-40. Streaming activity

4) On the General tab, provide the values in Table 4-5.

Table 4-5. Streaming Activity Values

Property Name Value

Name Enter the activity name.

Description Enter the activity description.

Timeout Enter how long the activity runs. The default is seven days.
Retry Enter how many times the activity should keep trying to run in

the case of any transient failure.
Retry Interval Enter the difference between two retries.

Secure Output Select this if any output data shouldn’t be logged.
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5) On the HDI Cluster tab, set HDInsight Linked
Service to HDILinkedServices (created earlier in this
chapter), as shown in Figure 4-41.

General HDI Cluster File User Properties

HDInsight Linked Service * HDILinedService - O & Edit —+ New

Figure 4-41. HDI linked service

6) On the File tab, fill in the values as shown in
Table 4-6 (see Figure 4-42).

Table 4-6. Streaming Activity Values

Property Value
Mapper Use mapper.exe.
Reducer Use Reduce.exe.

File Linked Service  Specify AzureStoragelLocation.
File path for Mapper Click Browse Storage and point to streaming/mapper.exe.
File path for Reducer Click Browse Storage and point to streaming/reducer.exe.

Input Enter wasbs://streaming@adfbookblobsampledata.blob.core.
windows.net/davinci.txt.

Output The output is wasbs://streaming@adfbookblobsampledata.
blob.core.windows.net/output/wec.txt.

130



CHAPTER 4  DATA TRANSFORMATION: PART 1
General HDI Cluster File User Properties
4 Type Properties
Mapper * mapper.exe @®
Add dynamic content [Alt+P]
Reducer * reduce.exe ®
File linked service AzureStoragelocation ~ (0 @ Testconnection & Ed
File path for Mapper * streaming/mapper.exe x @ Browse Storage Browsq
File path for Reducer * streaming/reduce.exe x @ Browse Storage Browsq
Input * wasbs://streaming@adfbookblobsampled: ([ Browse Storage
Output * washs://streaming@adfbookblobsampled:  © Browse Storage
b Advanced
Figure 4-42. Seiting up a streaming activity
7) Leave Parameter and User Properties as they are.
8) Click Publish All.
9) Click Trigger and then Trigger Now.
10) Click Finish.
11) Switch to the Monitor to check the progress of the
pipeline execution (see Figure 4-43).
A
"D, Pipeline Name Actions Run Start Ouration Triggered By Type  Triggered By Status #4
ADF Book Pipeline ‘o b O0:16:04 Manua Manual trigger @ succeeded

Figure 4-43. Monitoring the ADF pipeline
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12) Once the pipeline is executed successfully, the
output will be presented in Azure Blob Storage (see
Figure 4-44).

streaming

Container

O Sear y « A Upload ) Refresh [0 Delete 4% Acq

Location: streaming / output / we.txt
1 Overview

;,.'. Access Control (I1AM)

NAME
SETTINGS
Access policy []
Y Properties | _SUCCESS
| part-00000

Figure 4-44. Output location

13) Open the file named part-00000 to view the total
number of words in an input document.

Spark Activity

Apache Spark provides primitives for in-memory cluster computing. The
main difference between Spark and Hadoop is that Spark uses memory
and can use the disk for data processing, whereas Hadoop uses the disk for
processing.

Azure Data Factory provides a Spark activity (that can run on an
HDInsight cluster) for data transformation. In this example, assume
you received data from all the stores and you want to figure out what the
average sale is for each store. In this example, let’s explore how to leverage
an existing HDInsight cluster to build this small solution.
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Switch to Azure.
Click “Create a resource.”

Click Analytics (see Figure 4-45).

reate a resource

All services

Dashboard

All resources

Resource groups Compute - Data Lake Analytics
. '@ Quickstart tutorial
e Networking
App Services
o o Storage Stream Analytics job
SQL databases Web Quickstart tutorial
& Azure Cosmos DB Mobile

Virtual machines Containers

Q.) Load balancers

Azure Marketplace seeall  Featured

Get started HDInsight
Quickstart tutorial

Recently created

Analysis Services
Quickstart tutorial

Databases

=
. Azure Databricks
Analytics Quickstart tutorial

Figure 4-45. HDI service

4)
5)
6)
7)
8)
9)

Click HDInsight.

Provide a cluster name.

Select your subscription.

Select the cluster type (Spark 2.x on Linux [HDI]).
Provide the cluster login information.

Select or create the resource group.
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10) Select the location (choose the location where you

already created ADF services), as shown in Figure 4-46.

*
o - - Cluster name
(01Tl Ja CEICH  Custom (size, settings, apps) |

| adfbooktestcluster v |

azurehdinsight.net
* Subscription

1 HEE > Visual Studio Ultimate with MSDN ~ ~
Configure basic settings

* Cluster type @ >
Spark 2.2 on Linux (HDI 3.6)

* Cluster login username @

admin v
3 Confirm configurations ’ * Cluster login password @
0000000000000 W
This cluster may take up to 20 Secure Shell (SSH) username @
minutes to create. sshuser

V| Use same password as cluster login @

* Resource group
() Create new (@) Use existing

adfbooktestrg v

Figure 4-46. HDI cluster creation

Note If you don’t want to go with a default size of HDInsight, then
switch to the “Custom (size, settings, apps)” option.
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11) Create a new storage account.
12) On the summary page, click Create.

13) Once the HDInsight cluster is created, open Azure
Blob Storage, which is connected to HDInsight.

14) Create a new container (see Figure 4-47).

adbooksparkstorage - Containers

Storag ount

'}} Sear | « +Container O Refresh [ Delete
Py Storage account: adbooksparkstorage
= Overview
B Activity log
NAME

sma Access control (1AM)

adfbooksparkcluster-2018-08-0310...

' Tags

hdisparkactivity

4 Diagnose and solve problems

Figure 4-47. Container creation

15) Under the newly created container, copy the
PySpark file and the sample data (see Figure 4-48).

All_Sales_Records.csv

main.py

Figure 4-48. Data and code
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All Sales_Records.csv contains sample data, and main.py contains
Spark code (see Figure 4-49).

from pyspark.sql import SparkSession
spark = sparksession.builder \
.appMame(“HDISpark-ADE ")\
.enableHivesupport()\
.getorcreate()
from pyspark.sql import *
from pyspark.sql.types import *
from pyspark.sql.functions import ™
salesData = spark.read.csv( wash://hdisparkactivity@adbooksparkstorage.blob.core.windows.net/All_sales_Records.csv’, header=True,

resultbata = salesData.select(col( storeld’) , col( Totalbue') ).group@y(’storeld").avg( Totaloue®)

resultbata.repartition(1).write.csv( wasb://hdisparkactivity@adbocksparkstorage.bleb. core. windows.net/Salesavg’ , header=True)

Figure 4-49. Spark code

16) Switch to the Azure Data Factory Author & Monitor UL

17) Drag and drop the Spark activity on the designer
(see Figure 4-50).

» Batch Service

» Databricks
Spark
» Data Transformation ]
soaik  HDI_Spark
» Data Lake Analytics
b General
4 HDInsight
@n + — 6 MX5a
e
MapReduce General Parameters C
Pig
Mame * ADF Book Pif
wod’ Spark

Description

R

Streaming

Figure 4-50. Spark activity
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18) Click the General tab.
19) Provide the name and add a description.

20) Use the defaults for the rest of the properties (see
Figure 4-51).

General HDI Cluster Seript [ Jar User Properties
Name * HDI_Spark
Description This activity is used to process big data

using Spark cluster on HDInsight

Timeout 7.00:00:00 @

Retry 0 (0]

Figure 4-51. Setting up an HDI Spark activity

21) Click HDI Cluster.

22) Click +New (see Figure 4-52).

. | 1 |
General HDI Cluster Script / Jar User Properties

HDInsight Linked Service *  Select... * O] + New

Figure 4-52. Setting up an cluster for HDI Spark activity
23) Provide a named for the cluster and add a
description.
24) Select Bring your own HDInsight for Type.

25) Don'’t change default values for “Connect via
integration runtime.”

137



CHAPTER 4  DATA TRANSFORMATION: PART 1
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26)

27)

28)

29)

30)

31)

32)

33)

Select “From Azure subscription” for “Account
selection method.”

Select the Azure subscription where you created the
HDInsight cluster.

Select the HDI cluster.

Provide the user name (administrator, which you set
up while creating the HDInsight cluster).

Select the Password option and provide the password.

For Azure Storage Linked Service, create a new
storage link that points to the storage that is
connected to the HDInsight cluster.

Click “Test connection” to make sure all settings are
valid.

Click Finish (see Figure 4-53).
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New Linked Service X
Name *©
BringYourOwnCluster

Description

Linked service to connect existing HDInsight cluster

Type *

(® Bring your own HDInsight ~ On-demand HDInsight

Connect via integration runtime * O]
AutoResclvelntegrationRuntime -

Account selection method

From Azure subscription -

Azure subscription

Select all -

Hdi Cluster *

adfbooksparkcluster -

User name *

adm‘ml v

Cancel

Figure 4-53. Provide HDI cluster details

You can either use a script or add a fat JAR for data processing. In this

example, we'll focus on providing a script for data processing.

1)
2)

3)

4)

Click Script/Jar.
Select Script for Type.

Select the storage where you stored the script for Job
Linked Service.

Select the path and main. py file for File Path (see
Figure 4-54).
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General HDI Cluster Script / Jar User Properties

4 Details

Type * (®) Script Jar

Job Linked Service AzureStorage - O @ T
File Path * hdisparkactivity X/ mainpy X Brows+
» Advanced

Figure 4-54. Setting up script for HDI Spark activity

5) Click Publish All (see Figure 4-55).

(T Publish All €

Figure 4-55. Publishing the changes

6) Click Trigger and then Trigger Now.
7) Click Finish.

8) Switch to the Monitor tab on the left side to monitor
the job (see Figure 4-56).

Triggered By Type Triggered By Status Parameters

Manual Manual trigger @ In Progress,

Figure 4-56. Monitoring the ADF pipeline progress
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9) Once you succeed, investigate Azure Blob Storage,
and you will find the files in Figure 4-57.

Location: hdisparkactivity / SalesAvg

NAME
[-]
] _success

=] part-00000-649e0fcc-4edf-4369-a2f5-c2¢1ca6399d7-c000.csv

Figure 4-57. Output

10) Click the last file (the one that starts with
part-00000.) and download it to view the results.

Azure Machine Learning

Data capture helps business analytics provide insight on the present and
the past. With machine business analytics, you can get insight into the
future. This means the industry is moving from basic analytics to advanced
capabilities. Businesses need to be proactive to take the necessary steps

to avoid any issues, which is leading to transformational changes. Some
examples of machine business analytics are product recommendations,
predictive maintenance, demand forecasting, market basket analysis, and
so on. There are various case studies available in various domains that
show how companies can take advantage of Big Data.
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As shown in Figure 4-58, you can use various services such as Spark,
SQL Server (on-premises), and Azure Machine Learning to build a model.
Microsoft also provides a data science virtual machine in cases where you
are building a machine or deep learning solution. This is a preconfigured
environment to develop a data science and Al solution. The virtual
machine comes in Windows and Linux flavors. The virtual machine has
some of the tools and languages preconfigured (see Table 4-7).

o
[ !
CRM ;{O\ INGEST STORE PREP & TRAIN MODEL & SERVE
G h rd : - -
" %;éf’ o, & Ej ' Ll K=
30 o S =X
mage [ e N g 3
Data erchestration Data lake Hadoop/Spark/5QL :‘\ [:] = Q
Social U and monitoring and storage and ML gg%] ot :
! i Apps + insights
leT ‘q[?) [ !
:H\
o =
Cloud Azure Machine Learning

Figure 4-58. Al development lifecycle

Table 4-7. Tools and Language Support in Data Science VM

Tools Language
Microsoft R Open Apache Drill Git and Gitbash ~ PyTorch R
Microsoft ML Server  Xgboost OpenJDK Keras Python
Anaconda Python RStudio Desktop  TensorFlow Theano  Julia
JuliaPro RStudio Server  Juno Chainer  C#
Jupyter Notebook Weka H20 MXNet  Java
Visual Studio code Rattle Light GBM Horovod JS
PyCharm Atom Vims and Emacs CNTK
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Microsoft Azure Machine Learning makes the entire process easy.

As a newbie, instead of wasting a lot of time reading, setting up the
environment, and working in development and with deployment models,
you can quickly get started with Azure Machine Learning. Its user interface
makes it super easy to build and deploy Al solutions. You can preprocess
your data, choose from various algorithms, deploy, and make it available
as a web service. There are various built-in solutions available in the
Microsoft Al gallery (https://gallery.azure.ai). However, if you are a
professional, you can still utilize the R language, the Python language, and
the OpenV library within Azure Machine Learning Studio.

Let’s understand the use case and build a solution.

AdventureWorks wants to leverage the data to understand which
products the customers tend to purchase together. This will help them
place products together on a shelf. For example, if you purchase bread
from a store, then chances are high you'll also buy milk/butter/jam/egg
from there. However, if these items are kept far apart or on another floor,
then chances are very low you will buy them, which can impact sales.

You'll use Microsoft Azure Machine Learning to build this solution and
leverage Azure Data Factory to orchestrate the pipeline.
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The architecture of the solution will look like Figure 4-59.

& a )

Learring
Dt Schentiry Devtioper

Hire Lewrning Wb Service

Detg[Factory

v
10 1 " I-.l
D m— L ML Batch Execution ——————* '“@
S0 oW

Figure 4-59. Reference architecture

Let’s start with Microsoft Azure Machine Learning.
1) Gotohttps://gallery.azure.ai.

2) Search for Discover Association Rules
(see Figure 4-60).
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Discover Association Rules

e by

(ORIES

lution

pject

pdel

periment

pchine Learning API
stom Module
torial

llection

btebook

pssroom Training

Heo Training

We've found 35 results for Disc

Browse all Industri

Discover Association Rules

Discover a set of association rules
or frequent itemsets, along with r

elevant metrics, from the input da
taset

Figure 4-60. Azure Al Gallery

3) Click Discover Association Rules.

4) Click Open in Studio (see Figure 4-61).

n rules and

ARIA viewe

Add to Collection

Open in Studio

Figure 4-61. Opening in Studio
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5) Ifyou are notlogged in with an existing account, you
will be prompted to choose one or log in.

6) Once you're logged in, select the region and
then the workspace if not populated already
(see Figure 4-62).

Copy module and sample
experiment from Gallery

REGION:

WORKSPACE:

Figure 4-62. Azure Machine Learning Studio

7) Click OK.

8) Machine Learning Studio will look like Figure 4-63.
It shows how to use the Discover Association Rule
with three different data sources.
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Discover Association Rules

B Adult Census Income Binaey...

I

B Group Data into Bins

B, Select Columes in Dataset
-

i

B Edit Metadsta

(1] , o o
— Discover Asscastion Rules

L} o
m Dscover Assooation Rules
Find frequent itemsats

—

® @

In draft A
Draft saved at 1:32:32 PM
- B> Enter Data Manusty -~ B> Enter Dsta Manuatly -
o list 1 b ot
-, (1] . -
R Discover Association Rules - BB Dicover Association Rules
~ o
BB Descover Assocation Fuies - BE Discover Associstion Rules -
Fird maximally frequent Fird hyper ecigesets
¢
& there are 3 types of discovery targets:
1. associstion rules.
") 2. frequently appeared item sets plus @ few ways to flter them,
3. hyperedgesets
L s
1o
L "
)
— [ £ P |

Figure 4-63. Azure Machine Learning Studio with Discover

Association Rule

9) Delete all experimental items except one: the

Discover Association Rules item (see Figure 4-64).
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Discover Association Rules n draft i

- sicn Ruk ~
B Discover Sssocation Rules @

Figure 4-64. Keeping the Discover Association Rules item

10) Upload data to pass as an input to the Discover
Association Rules item.

11) Click +New (see Figure 4-65).
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(R R Language Modules

24.| Statistical Functions
5—5 Text Analytics

/V Time Series

Figure 4-65. Clicking +New

12) Click Dataset and then From Local File (see
Figure 4-66).

imnu = Upload a new dataset from a

Figure 4-66. Clicking From Local File

13) Select a file to upload (see Figure 4-67).
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Upload a new dataset

SELECT THE DATA TO UPLOAD:

L ADF BOOKY a\}-! Browse_

] This is the new version of an existing dataset
ENTER A NAME FOR THE NEW DATASET:

TestDataset.csy
SELECT A TYPE FOR THE NEW DATASET:

‘Generic 5V File with a header (.csv) w

PROVIDE AN OPTIONAL DESCRIPTION:

|

Figure 4-67. Selecting a file to upload

14) Click OK.

15) From Experiments, click Saved Datasets and then
My Datasets (see Figure 4-68).

Search experiment items p

-~

TrainingDataSet.csv

b "" Trained Models

b = Custom
.‘ 3 &— Data Format Conversions
» B> Data Input and Output

» S Data Transformation

Figure 4-68. My Datasets list
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16) Dragand drop TrainingDataSet.csv and link it
with Discover Association Rules (see Figure 4-69).

=]

=] TrainingDataSet.csv ]
[ )

B Discover Association Rules ~

Find association rules

Figure 4-69. Linking the two

17) Select Discover Association Rules, and on the
right side click “Launch column selector”
(see Figure 4-70).

Columns

Selected columns:
Column names: items

| Launch column selector |

Minimal Support
LLo.1 |

Minimal Confidence
| 0s |

Minimal Number of Ite...
[2 I

Maximal Number of Ite...

Figure 4-70. Launching a column selector
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18) Select the column named Pname and click OK (see
Figure 4-71).

Select columns

BY NAME ] allow duplicates and preserve column order in selection

WITH RULES
Begin With

LU RTRTENLY NO COLUMNS

Include || column names V| Pname X

Figure 4-71. Selecting a column

19) Scroll down and make sure there are no values
given for Left Hand Side and Right Hand Side (see
Figure 4-72).

Left Hand Side

I |
Right Hand Side

Figure 4-72. Clearing the values
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20) Click Run (see Figure 4-73).

Figure 4-73. Clicking Run

21) Once completed, the experiment will look like
Figure 4-74.

[g% TrainingDataSet.csv ]

&

™

= Discover Association Rules A

Find association rules

Figure 4-74. The progress so far

22) On the left side, drag and drop Select Columns in
Dataset (see Figure 4-75).
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Select column ,O

4 Eﬂm Data Transformation

4 Manipulation

Select Columns in Dataset

Select Columns Transform

Figure 4-75. Selecting Select Columns in Dataset

23) Link the Discover Association Rules and Select
Columns in Dataset items (see Figure 4-76).

ioi TrainingDataSet.csv

N

= Discover Association Rules -
Find association rules

m .
ST Select Columns in Dataset o

Figure 4-76. Linking the two

24) Click Select Columns in Dataset.
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25) Click “Launch column selector” (see Figure 4-77).

4 Select Columns in Dataset

Select columns

Selected columns:
Launch the selector tool
to make a selection

Launch column selector

Figure 4-77. Launching the column selector

26) Select lhs and rhs from the list (see Figure 4-78).

=
Select columns
I EY NAME AVAILABLE COLUMNS SELECTED COLUMNS

WITHRULES All Types | search calumns je All Types | search columns yol
id . Ihs
support rhs
confidence
lift
4 coburnng vadable 2 columng selected

v

Figure 4-78. Selecting lhs and rhs

27) Click OK.

28) Let’s add the web service input and output. This
will allow the service to take input, process it, and

present the results.
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29) In the left pane, look for Web Service and drop Input
and Output on the designer (see Figure 4-79).

L !E;] Python Language Modules
» €’ R Language Modules
ZM Statistical Functions
L ;5_'3 Text Analytics
» ;_/1/_ Time Series

4 @ Weh Service

Output

Figure 4-79. Adding Input and Output

30) Link the Input and Output items with the existing
items as shown in Figure 4-80.

[Egi TrainingDataset.csv J Web service input

-

HE jati
e Discover Association Rules (2)

1) .
~En Select Columns in Dataset v

O

‘Web service output

Figure 4-80. Linking the items
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31) Click Run.

32) Click Deploy Web Service (see Figure 4-81).

&

DEPLOY WEB
SERVICE

Figure 4-81. Clicking Deploy Web Service

33) Once completed, click New Web Service Experience
to get a web service endpoint and access key (see
Figure 4-82).

discover association rules

DASHBOARD CONFIGURATION

General New Web Services Experience preview

Published experiment

View snapshot View latest

Description

No description provided for this web service.

APl key

Default Endpoint

AP| HELP PAGE TEST
REQUEST/RESPONSE Test preview
BATCH EXECUTION Test preview

Figure 4-82. Clicking New Web Service Experience
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34) Click “Use endpoint” (see Figure 4-83).

BASICS

Test endpoint

Configure endpoint

Use endpoint

Launch in Excel

Figure 4-83. Endpoint management

35) Copy the primary key and batch requests value and
store them somewhere. You'll use this information
when creating the ADF pipeline (see Figure 4-84).
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Web service consumption options

E ¢ ®

Excel 2013 or later Excel 2010 or carlier Request-Response
Web App Template

Basic consumption info

Want to see how to consume this information? Check out this easy tutorial.

Primary Key

Secondary Key

Request-Response

APl Help  Documentation

Batch Requests

APl Help  Documentation

Figure 4-84. Primary key and batch requests

Now you'll upload retail customers’ bill information on Azure
Blob Storage.
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1) Upload a file to Azure Blob Storage. It will look like
Figure 4-85.

je &« * Upload O Refresh [

Location: mljobs
1 Overview

aha Access Control (IAM)

NAME
SETTINGS

Access policy TestingData.csv

1Y properties

© Metadata

Figure 4-85. Container to store test data

Let’s create a table in SQL Datawarehouse to capture the output of
Azure ML.

1) Run the query shown in Figure 4-86.

Query1 X
’ Run
1 CREATE TABLE [dbo].[factMarketBasketAnalysis](
2 [1hs] [varchar](50e0) NULL,
3 [rhs] [varchar](5000) NULL
4 )
5 |

Figure 4-86. Creating a table script
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Let’s create an Azure Data Factory pipeline.

1) Switch to the Azure Data Factory Author &
Monitor UL

2) Under Machine Learning, drag and drop ML Batch
Execution on designer, as shown in Figure 4-87.

»

»

»

»

Batch Service
Databricks

Move & Transform

Data Lake Analytics
General

HDInsight

Iteration & Conditionals

Machine Learning

% ML Batch Execution

Wb @

fa e oot
+ — 8 = & X 7%

General Azure Ml S

. ML Batch
" Execution

ML Update
Resource

ler

Mame * ML Batch E

Description

Figure 4-87. Azure Data Factory ML Batch Execution activity

3) On the General tab, provide a name and add a

description. Leave the default values for the rest of

the properties (see Figure 4-88).
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General Azure ML Settings User Properties
Name * ML Batch Execution
Description
Timeout 7.00:00:00 ®
Retry 0 @
Retry interval 30 @
Figure 4-88. ML Batch Execution activity
4) Click the Azure ML tab (see Figure 4-89).
General Azure M|_1 Settings User Properties
AML Linked Service * Select... > @ |+ New

Figure 4-89. ML batch execution linked service
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5)

6)
7)

8)

Provide the Azure ML linked service’s name and
description.

Provide the endpoint that was copied earlier.
Provide the API key that was copied earlier.

Click Disable Update Resource as you are not
updating the Azure Machine Learning model.
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9) Click “Test connection” (see Figure 4-90).

New Linked Service (Azure ML) X

Description

Connect via integration runtime * [0]
AutoResolvelntegrationRuntime -

End Point *

057731223 b8ed/services14T0bc 1a2 5040c6b3dacd 356224171 by/jobsTapi-version =2.0

Azure Key Vault
A1 Key *
Enable Update Resource ®) Disable Update Resource
Annotations
+ New |
NAME

Click new to start adding new annotations

@ Connection successtul

Cancel Test connection m

Figure 4-90. Testing the connection

10) Under Settings, fill in the settings under Web Service

Inputs and Web Service Outputs, as shown in

Figure 4-91.
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Genera Azure ML Settings User Properties
4 Web Service Inputs
+ New
1 inpuTkeEY INPUT STORAGE
AzureStoragel v @ Testconnection & Edit + New
input1
mljobs/TestingData.csv Browse
4 Web Service Qutputs
+ Mew
1 outeuT Key OUTPUTS STORAGE
AzureStoragel v @ Testconnection & Edit + New
outputl
mljobs/out.csv Browse

Figure 4-91. ML batch execution activity setting

11) Dragand drop the Copy Data activity and connect it
with the ML Batch Execution activity (on success),
as shown in Figure 4-92.

o
¥ Batch Service
ML Batch Execution Copy Data
¥ Databricks | ] —
B ML Batch Execution Wg CopyDatal

4 Move & Transform

%y Copy Date
¥ Data Lake Analytics + — 8 & K%

Figure 4-92. Connecting activities
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12) Select the Copy Data activity, click the Source gab
(this will connect to the file location, which is the
output location of the ML Batch Execution activity
(see Figure 4-93).

General Connection Schema Parameters

Linked service * AzureStorage1 ~ @ Test connection & Edit +
File path mljobs /| outcsv 0] Browse &2 Preview data
Compression Type  MNone -

Figure 4-93. Setting the Copy activity

13) Create the Azure SQL Data Warehouse connection,
as shown in Figure 4-94.

] Azure 501 Data Warehouse
H @ AzureSqIDWTable1

General Connection Schema Parameters
Linked service * AzureSqlDW1 v @ Test connection & Edit + New
Table [dbo).[factMarketBasketAnalysis] * O Refresh 62 Preview data

Cedit @

Figure 4-94. Azure SQL Data Warehouse connection
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14) Click Mapping and then Import Schemas (see
Figure 4-95).

Seneral Source Sink Mapping
Source fields: 2 / 3 mapped Sink fields: 2 / 2 mapped
Field / Type Field Type Include
Prop_0(String) = * |hs Sting [
Prop_1(String) = * rhs Sting  |H

Figure 4-95. Field mapping

15) Click Publish All.
16) Click Trigger and then Trigger Now.

17) Switch to the Monitor to watch the progress (see
Figure 4-96).

Al

Pipeline Name Actions Run Start + Duration Triggered By

o 00:24:07 Manual trigger

Status

o Succe

eded

Parar|

Figure 4-96. Monitor pipeline execution

18) Once the pipeline executes successfully, switch
to Azure SQL Data Warehouse and query the
factMarketBasketAnalysis table (Figure 4-97).
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F mun
1 Select ® from factMarketBasketanalysis order by 1
Showing limited object explorer here.
For full capability please open S50T.
™ [ Tables
b dbo.DimProductERROR
» BB dbo.DimProduct
» EE dboDimStore
» EE dbeDimDate
b+ EE dbefsctMarketBasketanalysis
b Clviews Results  Messages
P [ stcred Procedures {Road-550 Black 60} {Road-150 Red 56}
{Road-650 Red 52} {Road-650 Black 44}
{Road-650 Red 52} {ML Road Frame - Red 48]
{Road-650 Red 52} {Road-150 Red 56}
[Foad-650 Red 621 {LL Road Frame - Black 52}

Figure 4-97. Querying the database

Azure Data Lake

Azure Data Lake is an on-demand analytics job service. This service has
two layers underneath: Azure Data Lake storage and Azure Data Lake
Analytics. As the name suggests, the first one is used to store unlimited
data, and the other is used as compute on Big Data. Both the services
provide various features such as security at a granular level, unlimited
storage and compute, pay per job, an easy framework to develop jobs, and
various language and monitoring capabilities. People often called it Big
Data as a service.

Why does this matter to any organization when there is another Big
Data framework already available? Many organizations don’t have the
resources to build Big Data solutions, they don’t do Big Data analytics too
often, or they want to focus more on solution building than understanding
technology.

It’s not necessary to use both services at the same time. If organizations
want, they can use an Azure Data Lake store as storage and deploy
HDInsight on top of it for computation. See Figure 4-98.
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Ingest all data Store all data Do analysis

regardless of requirements in native format without 5 g 5
+ definition Using analytic engines

Figure 4-98. Azure Data Lake overview

Azure Data Factory provides a Data Lake Analytics activity for data
transformation. Let’s first set up Azure Data Lake storage (see Figure 4-99).

Create a resource

All services

Azure Marketplace seeall  Featured See

Get started Storage account - blob, file, table,
queue

Recently created Quickstart tutorial

R rce groups Compute @ Azure File Sync
Networking Quickstart tutorial

App Services

Storage | I
SQL databases Data Lake Storage Gen1

Dashboard

All resources

Web Quickstart tutorial

Figure 4-99. Selecting the storage

1) Switch to the Azure portal.

2) Click “Create a resource.”
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3)
4)
5)
6)
7)
8)
9)
10)

11)

CHAPTER 4  DATA TRANSFORMATION: PART 1

Click Storage.

Click Data Lake Storage Genl.
Provide a name for the service.
Select your subscription.

Create or select a resource group.
Select the location.

Select the pricing package.

Select the encryption settings.

Click Create (see Figure 4-100).

adfadistorage o |
adfadlstorage.azuredatalakestorenet

Subscription

Visual Studic Ultimate with MSDN w

* Resource group

(@) Create new () Use existing
adfadlsrg o
ocation
East US 2 e
Pricing package @

(®) Pay-as-You-Go
|} Monthly commitment

Encryption settings
Enabled

Figure 4-100. Setting up the storage

169



CHAPTER 4  DATA TRANSFORMATION: PART 1

12) Onceit’s created, click and open the service in the
portal.

13) Click “Data explorer”

14) Click the storage you just created (see Figure 4-101).

adfadl e - Data explorer
| ‘

Data L 1

« B3 adfadistorage

U Firewall

Pricing tier
' Properties

& Locks

B3 Automation script

DATA LAKE STORAGE GEN1

=5 Quick start

[2) Data explorer

MONITORING

A _Matrice

Figure 4-101. Data explorer
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15) Click Upload (see Figure 4-102).

adfadlstorage

Data Lake Storage Gen1

adfadistorage »

Figure 4-102. Azure Data Lake storage options

16) Upload the A11 Sales Records.csv file (see
Figure 4-103).

NAME SIZE

(=] All_sales_Records.csv 87.7 MB

Figure 4-103. Sample data

Now let’s set up the Azure Data Lake Analytics account.
1) Switch to the Azure portal.
2) Click “Create a resource.”
3) Click Analytics.

4) Click Data Lake Analytics (see Figure 4-104).
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Resource groups Compute - Data Lake Analytics
i
) Quickstart tutorial

P Networking
App Services i

atob Storage Stream Analytics job
SOL databases . :
5QL databases Web Quickstart tutorial

¥ Azure Cosmos DB Mobile

g
@ Load balancers (LoD S R - Azure Databricks
:_‘cjrjc_‘l_y_tl_t_s ___________________ i Quickstart tutorial

All services

Dashboard

All resources

Virtual machines Containers

Azure Marketplace seeall  Featured

HDInsight

Quickstart tutorial

Get started

Recently created

Analysis Services
Quickstart tutorial

Databases

Figure 4-104. Azure Data Lake Analytics service
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5)
6)
7)

8)

9)

10)

Provide the name of the account.
Select your subscription.
Create or select a resource group.

Select the location (the same as you selected for
storage).

Select the storage name created in the earlier step
for Data Lake Storage Genl (you can also skip the
earlier step and create the storage directly from
here).

Select the pricing package.
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11) Click Create (see Figure 4-105).

adfbockadla v
adfbookadla.azuredatalskeanalytics.net

* Subscription

Visual Studio Ultimate with MSDN -
* Resource group

) Create new (@) Use existing

adiadlsig v
* Location

EastUs 2 v

* Data Lake Storage Genl @
adfadlstarage

Pricing package @
@) Pay-as-You-Go
) Monthly commitment

Automation options

Figure 4-105. Options for Azure Data Lake Analytics

The Azure Data Lake Analytics linked service requires a service
principal authentication to connect to the Azure Data Lake Analytics
service. Let’s set up the Azure AD app registration and grant permission
to access an Azure Data Lake account. At the end of this setup, you will get
the service principal ID, key, and tenant ID.

1) Switch to the Azure portal.
2) Click Azure Active Directory,

3) Click “App registrations.”
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4) Click “New application registration” (see Figure 4-106).

All services

& Load balancers

Stor:

@ Virtual networks

Activity log

W Security Center

Cost Management + B...

Help + support

O Overview

Getting started

MANAGE

w Users

2 Groups

% Roles and administrators

Enterprise applications

] Devices

App registrations

Application proxy

Licenses

»  Azure AD Connect

l+ New application registration | := Endpd

To view and manage your registrations for co

My

DISPLAY NAME

Figure 4-106. Azure AD app registration

5) Provide the name.

6) Set “Application type” to “Web app / AP1”

7) Provide the sign-on URL.
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8) Click Create (see Figure 4-107).

adfbookadlaapp

Application type @
Web app / API o

Create

Figure 4-107. Creating the app

9) Click the newly created app (see Figure 4-108).
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+ New application registration EE Endpoints }( Troubleshoot

To view and manage your registrations for converged applications, please visit the Microsoft Applica

All apps v

DISPLAY NAME APPLICATION TYPE

n adfbookadlaapp Web app / API

Figure 4-108. Opening the app settings

10) Copy the application ID.
11) Click Settings.

12) Click “Required permissions.”

13) Click +Add (see Figure 4-109).

Settings
§e W Grant permissions
GENERAL API
1! Properties > Windows Azure Active Directory (Micr
= Reply URLs >
;:‘ Owners ]
API ACCESS
. Required permissions >
Keys >

Figure 4-109. Setting permissions
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14) Click Select an APL
15) Select the Azure Data Lake API.

16) Click Select (see Figure 4-110).

X Select an API

1 Select an API >

2 b Microsoft Graph
Azure Key Vault
Windows Azure Service Management AP

Azure Data Lake

!

Microsoft Visual Studio Team Services (Microsoft VisualStudio Online)

Office 365 Management APIs

Figure 4-110. API selection

17) Select the correct permissions on step 2.
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18) Click Select (see Figure 4-111).
1 Calect an APL v APPLICATION PERMISSIONS
Azure Data Lake
No application permissions available.
2 Select permissions > /| DELEGATED PERMISSIONS
0 role, 1 scope

| Have full access to the Azure Data Lake service

Figure 4-111. Permission settings
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19)
20)
21)
22)

23)

24)

Click Done.
Select Keys.
Provide a description.

Provide an expiration date; this is the expiry date
attributed to the key.

Click Save.

Once it’s saved, the service will show a key value.
Copy the value to Notepad as it will not show up
once it’s closed (see Figure 4-112).
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Je) A sa b4 v A Upload Public Key
Copy the key value. You won't be able to retrieve after you leave this blade.
GENERAL
! Properties ?
Passwords
= Reply URLs »
DESCRIPTION EXPIRES VALUE
& Owners >
Secret B/42019 AYG
APIACCESS Duration w
v Required permissions >
s
by 2 Public Keys

Figure 4-112. Setting up the keys

25) Open the Azure Data Lake Analytics service.

26) Click “Add user wizard” (see Figure 4-113).

' a_d_fadla

GETTING STARTED

s Add user wizard

EE Quick start
Sample scripts

»# Interactive tutorials

b Toolc

Figure 4-113. Granting permission to the user

27) Click “Select user”

28) Select the Azure AD app created earlier.
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29) Select the app and click Select (see Figure 4-114).

Go through the following steps to Select O
553N PAFMISSIONS 10 & REwW User adf
GETTING STARTED

= Quick start

Samgple seripts

& Ineractive tutcrials 2
»d Tools

DATA LAKE ANALYTICS 3
[ Data explover

=+ tewjob 4
viv Job management

il Job insights 5

Selected
adfbookadlaapp

MONITORING

6 e |

Figure 4-114. User selection

30) Select Data Lake Analytics Developer for “Select a
role” (see Figure 4-115).

\ - Owner @
3 Go through the following steps to N
S assign permissions to a new user
» Contributor @
1
Select user
1 v Reader @

o

adfbookadlaapp

»  Data Lake Analytics Developer @

2 Select a role >

Figure 4-115. Role options
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31)

32)

Accounts b
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For step 3, don’t change the default value, and click

Select.

For step 4, provide permission to “This folder and all
children” (see Figure 4-116).

First. browse and select files or folders to assign permissions. To select
a row, hover over the row then dick the chack box to the left.

MNext, determine the parmissions to be assigned on the selected files and folders:

ACCOUNT READ WRITE EXECUTE  APPLY TO
NAME
adiadistorage o ol o This fodder and all children
[ adfadistorage
adfadistorage v v ) This folder and ol chidren ~ |
This folder and al children
This folder only
Figure 4-116. Permission settings
33) Onstep 5, click Run (see Figure 4-117).
B oo s omeg e ﬂ o et A
Tase sTaTus
1 : Assign Data Lake Analytics Developer role to sccount adfadla @ Pending ]
Assign Read and weite permissions to sdfadla [Catalog) @ Pending o
2 .';z:lu'.o Anahytics Devalcper Hssign Read and weite permissions 1o master (Database] @ pending B
Assign adfbookadl to ‘feystem’ and all its child adiadistor... @) Pending [
3 -wrr:r'l Assign adibock. ol @ Proding. o

Figure 4-117. Permission assignment
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34) Click Done.

1

35) Click “Access control (IAM).

36) Click +Add (see Figure 4-118).

adfadla - Access control (IAM)

Data Lake Analytics

=m  Access control (IAM)

‘ Tags

# Diagnose and solve problems

4 items (2 Users, 2 Service Principals)

NAME

& 4 Add [ ren me Roles  {) Refresh
+! Overview Name @ Type @
. All
B Activity log Group by @
Role v

TYPE

Figure 4-118. Adding user access

37) Select Data Lake Analytics

38) Select the member.
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39) Click Save (see Figure 4-119).

Add permissions

Role @
Data Lake Analytics Developer ~

ASSIgN SCCEss 10 @
Azure AD user, group, or application ~

Select @

Selected members:

° Sudhir Rawat femove

Figure 4-119. Member selection
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Let’s upload a script to Azure Blob Storage.

1) Upload salesprocess.usql (see Figure 4-120).

'};. |«

| Overview

;.‘. Access Control (IAM)

SETTINGS
Access policy
Y Properties

O Metadata

* Upload O Refresh

M Delete 4™ Acquire leas

Location: adlaactivity

NAME

salesprocess.usql

Figure 4-120. Code file
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Figure 4-121 and Figure 4-122 show the U-SQL code.

: PART 1

a
6
B
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22

1 DECLARE @inputfile string = "/All Sales Records.csv";
2 DECLARE @outputfilel string = "/StorewiseSales.csv";
3 DECLARE @outputfile2 string = "/popularProducts.csv”;

5 [@schemadef =

EXTRACT SalesOrderID int,
Storeld int,
orderpate DateTime,
SubTotal decimal,

Taxperc int,

TaxAmt decimal,
Freightperc int,
Freight decimal,

TotalDue decimal,
SalesOrderDetailID int,
PName string,
OrderqQty int,
UnitPrice decimal,
UnitPriceDiscount decimal,
LineTotal decimal

FROM @inputfile

USING Extractors.Csv(skipFirstNRows:1);

Figure 4-121. U-SQL code
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23

24 (resl =

25 SELECT

26 Storeld,

27 SUM(TotalDue) AS TotalDue
28 FROM (@schemadef

29 GROUP BY Storeld;

30

31 @res2 =

32 SELECT

33 PName, COUNT(*) AS maximum_time
34 FROM (@schemadef

35 GROUP BY PName;

36

37 OUTPUT @resl TO @outputfilel

38 USING Outputters.Csv(outputHeader:true);
39

49 OUTPUT @res2 TO @outputfile2

41 USING Outputters.Csv(outputHeader:true);

Figure 4-122. U-SQL code, continued
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Let’s set up Azure Data Factory to run and schedule the pipeline.
1) Switch to the Azure Data Factory Author & Monitor UL

2) Dragand drop a U-SQL activity onto the designer
(see Figure 4-123).

n<‘§ Activities ¥ = +/ Validate [> Debug %@ Trigger
jel
» Batch Service =
w Process_Sales
» Databricks =
W @ b &
» Data Transformation
4 Data Lake Analytics e e pem
+ — 8 = &l (% 72 =g
B u-sa. —
1 FJ
» General General ADLA Account Script User Properties
» HDInsight
ns'g Name * Process__SaIesI
b lteration & Conditionals
Description
» Machine Learning
Timeout 7.00:00:00 @
Retry 0 ®

Figure 4-123. U-SQL activity

3) Click the General tab and provide a name and
description of the activity.

4) Click the ADLA Account tab.

5) Click New.
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6) Provide the name and add a description.

7) Select AutoResolvelntegrationRuntime for “Connect
via integration runtime.”

8) Select Subscription for the Data Lake Analytics
selection mode.

9) Select your Azure subscription.

10) Select the ADLA account you created earlier for “Data
Lake Analytics account name” (see Figure 4-124).

New Linked Service (Azure Data Lake Analytics)

MName *

ADLALInkedService

Description

Connect via integration runtime * @

AutoResolvelntegrationRuntime -
Data Lake Analytics selection mode
From Azure subscription -

Azure subscription 0]

Select all -

Data Lake Analytics account name *

adfadla -

Figure 4-124. Setting up the U-SQL activity

11) Provide a tenant (directory ID). Ideally, it is
populated by default.

12) Provide a service principal ID (the application
ID from the Azure AD app registered earlier) and
service principal key (the key from the Azure AD
app registered earlier).
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13) Click “Test connection.”

14) Ifthe connection is successful, click Finish (see
Figure 4-125).

Tenant *

Service principal ID * @

Service principal key Azure Key Vault

Service principal key *

» Advanced ()

@ Connection successful

Cancel Test connection

Figure 4-125. Configuring the U-SQL activity

15) Click the Script tab.

16) Select the Script linked service, which is the location
of storage where you uploaded the script file. If
the link is not available, create a “New storage link
service.”

17) Click Browse Storage to choose the U-SQL script
path (see Figure 4-126).
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seneral

4 Details

Script linked service *

U-5QL script path

» Advanced

b P
ADLA Account

AzureStoragelocation

adlaactivity/salesprocess.usql

User Properties

Script

- @ @ Test connection

x ©

Browse Storage

Figure 4-126. Setting the script path

18) Under Advanced, all the properties are optional.

Table 4-8 describes the properties.

Table 4-8. Properties

Property

Description

degreeOfParallelism

Priority
Parameters
runtimeVersion

compilationMode

The maximum number of nodes simultaneously used to
run the job.

The lower the number, the higher the priority.
Parameters to pass into the U-SQL script.
Runtime version of the U-SQL engine to use.

Semantic: Only perform semantic checks and
necessary sanity checks.

Full: Perform the full compilation, including syntax
check, optimization, code generation, etc.

SingleBox: Perform the full compilation, with the
TargetType setting to SingleBox.

If you don’t specify a value for this property, the server
determines the optimal compilation mode.
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19) Click Publish All
20) Click Trigger and then Trigger Now.

21) Once the ADF pipeline has run successfully, switch
to Azure Data Lake Storage to find out the result
(a CSV file), as shown in Figure 4-127.

adfadlstorage  »

NAME

catalog

system

[_ All_Sales_Records.csv

|| popularProducts.csv

|| storewiseSales.csv

Figure 4-127. Output

This chapter focused on how to build data transformation solutions
using various activities in Azure Data Factory. The chapter focused
on HDInsight, Azure Machine Learning, and Data Lake activities. All
services were provided by Microsoft Azure. What if you want to run data
transformation code in Python? Let’s move to the next chapter and find out.
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CHAPTER 5

Data Transformation:
Part 2

In the previous chapter, you worked with various activities to build a
solution with various data analytics requirements. On Microsoft Azure, you
will notice that many services are available for storage and compute. There
is no right or wrong choice of service; you just need to be clear about what
the business needs now and, more important, what it needs in the future.
There will always be trade-offs when choosing one service over another.
So, as a data professional, you need to be clear on what the business
requirements are now and in the future.

Most data professionals want to know whether they can schedule their
open source code for data transformation? That is the question this chapter
will answer through building a pipeline to process data using Python.

Before diving into generating more code, let’s take a look at two
different terms that are frequently used.

Data Warehouse to Modern Data Warehouse

In the traditional sense, a data warehouse is a central repository that
consolidates data from different sources such as a file system, a customer
relationship management (CRM) system, SQL Server, and so on. The data
is cleaned and transformed, the values are calculated, and the data is
stored for historical purposes. This has been going on for a decade.
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Today, there are many more data points generating data, and it’s

becoming useful to utilize this data. In addition to getting data from on-

premises sources, you also can get data from social media platforms and

third-party APIs. Therefore, you need a scalable and high-compute system

that can retrieve data from these sources and store it in a data warehouse.

Figure 5-1 shows a modern data warehouse pattern.

- BEIN
LOGS, FILES AND MEDIA
[UNSTRUCTURED]

i =L
- =1
BUSINESS [ CUSTOM

(STRUCTURED)

DATA
LOADING

BATA
FACTORY DATA

INGEST P
STORAGE ROCESSING

AZURE STORAGE/ I

DATA LAKE STORE AZURE DATABRICKS

TRANSACTIONAL
STORAGE

L0 FACTORY

ORCHESTRATION

SERVING
STORAGE

22

ATURE SCLDW

&

APPLICATIONS

DASHROARDS

Figure 5-1.

ETL vs.

Modern data warehouse pattern

ELT

Extract-transform-load (ETL) and extract-load-transform (ELT) are not

new to data professionals. Both techniques describe transformations,

either before loading or after loading the data. In ELT, the transformation

happens on the target, whereas in ETL, it may happen on the source side

or on a compute layer in between. If you are processing Big Data, you

may want to use ETL and then use an Azure Databricks Spark cluster to

transform the data in an optimized environment with lower latency. If
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you have the same source and destination, you can leverage the compute
power of a system like Azure SQL Data Warehouse to transform data there.
Since ELT takes place in the first stage of loading raw data on the target,
you can leverage of the power of a system like Azure SQL Data Warehouse
to transform the data parallelly.

As there is no right or wrong way to process data, you may want to look
at various parameters such as the data source and destination, latency,
scalability, performance, cost, skill set, and so on, to decide on ETL or ELT.
This chapter will show how to apply both approaches using Azure Data
Factory.

Azure Databricks

Apache Spark is one of the most contributed to projects in the Apache
world. Apache Spark uses an in-memory engine to process Big Data

and makes it upto 100 times faster than Hadoop. The best part of the
technology is that it has a runtime engine, and on top of the engine there
are various libraries available such as SparkSQL, GraphX, Streaming,
and the machine learning libraries. Bringing this platform on-premises,
configuring it, and building a security and collaboration layer is a
tedious task. That’s where Azure Databricks comes into the picture

and provides an optimized platform to run Spark jobs. The beauty of
Azure Databricks is that it helps set up the environment in less time,
streamlines workflows, and provides a collaboration workspace between
the data scientist, data engineer, and data analyst. Figure 5-2 shows the
architecture of Azure Databricks.
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Aa

Azure Resource Manager

i Storage ] [ Compute | | Metwork L
| Microsalt Databricks RP |
.
Vivet
i VM w |
\?‘.zl'ﬁ;t; [ wm w | é"."“" ............................................ L I_ l— CBES
Clusters

Figure 5-2. Azure Databricks architecture on Azure

Here are the benefits of using Azure Databricks:
e Optimized environment
o Ease of setup and management

o Provides enterprise security through Azure AD

integration
e Collaboration
o PowerBl integration
o Integrates with other Azure services

When should you choose HDInsight Spark versus Azure Databricks?
Both are optimized to run Spark workloads. HDInsight provides a
platform-as-a-service (PaaS) experience where organizations can run
multiple types of workloads such as Kafka, Spark, MapReduce, Storm,
HBase, and Hive LLAP. Azure Databricks supports only Spark clusters. The
platform provides a software-as-a-service (SaaS) experience. Also, it helps
different people within the organization to collaborate easily. The pricing
of the services is another consideration.
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Build and Implement Use Case

In this use case, you will focus on transforming data using Azure Data
Factory. This will be an example of ETL.

AdventureWorks wants to operationalize its data pipeline so that
the company can visualize data seamlessly without worrying about the
platform. Through this chapter and the previous chapter, each step is
broken down separately so that it is easy to understand the solution. If
required, you can put together all the blocks and build one ADF pipeline.
The following are the services used in this demo:

e Microsoft Azure Data Factory

e Microsoft Azure SQL Data Warehouse (DWH)
e Microsoft Azure Databricks

e Microsoft Azure Blob Storage

One of the ways to load dimension data is to use Azure Data Factory’s
Copy activity to transfer dimension data to Azure SQL Data Warehouse.
The other way is to leverage Azure Databricks to do it (as shown in
Figure 5-3). You can do various kinds of transformations such as managing
slowly changing dimensions (SCD-1, SCD-2, SCD-3) and checking for data
anomalies.

For the AdventureWorks retail company, you'll build the solution
shown in Figure 5-3 to move all the dimension data. In this scenario, you
are ingesting data from a CSV file.
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[

Data|Factory

Storage blob Data Bricks

. - — =] 0 II.I -
I s - - === === o= i D B S QL
- S Dimension Upload (CSV)

Figure 5-3. Architecture to feed dimension data

Let’s upload the CSV files to Azure Blob Storage. You can use Azure

Data Factory (the Copy Data activity) as we discussed in previous Chapter

to move data to Azure Blob Storage. Figure 5-4 shows the files.

€& — ~v T databrickactivity > DimensionData

Name - | Last Modified Blob Type
B DimDate.csv Block Blob
B DimProduct.csv Block Blob
B DimStore.csv Block Blob

Content Type

text/csv
text/csv

text/csv

Figure 5-4. Dimension/master data files

Let’s set up Azure SQL Data Warehouse.
1) Gotohttps://portal.azure.com.
2) Click “Create a resource.”

3) Click Databases.

4) Click SQL Data Warehouse (see Figure 5-5).
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N

All servic

Azure Marketplace Seeall  Featured Sey

SQL Database
Quickstart tutorial

Get started

Recently created

e groups Compute SQL Data Warehouse ‘

. Quickstart tutorial
Networking

Ap)

Storage SQL Elastic database pool
SQL databases :

Web Learn more

’ Azure Cosmos DB Mobile
Azure Database for MySQL
virtual machines ontainers Quickstart tutorial
: Databases -

Load balancers iiliieiiiseiitsieiie———— I /e Database for PostareSOI

Figure 5-5. Selecting SQL Data Warehouse

5) Provide the database name.
6) Select your subscription.
7) Create or select a resource group.
8) Set “Select source” to “Blank database.”
9) Create a new server.
10) Select your needed performance level.
11) Leave Collation at its default value.

12) Click Create (see Figure 5-6).
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* Database name

adfbookdwhdb v

* Subscription

Vizual Studio Ultimate with MSDIN ~
* Resource group &
() Create new  (®) Use existing

adfbookdbrg hd

* Select source @

Blank database i
* Server >
adfbookdwh (Southeast Asia)

* Performance level @

Genl: DW100 >

* Collation @

SOL_Latin1_General CP1_CLAS

Create Automation options

Figure 5-6. Providing values to set up the SQL Data Warehouse
service

13) Once created, click SQL Data Warehouse.

14) Click “Query editor (preview),” as shown in
Figure 5-7.
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Essentials ~

L Overview
Resource group

B Activity log
Status
& Tags Online
Location

Southeast Asia

Subscription name

Visual Studio Ultimate with MSDN
SETTINGS Subscription ID

K Diagnose and solve problems

di  Quick start

&' Geo-backup policy Common Tasks

' Properties
—>| Load Data Q Scale
ﬂ Locks
&4 Automation script
<I> Query editor [ — Model &
SECURITY (preview) Cache Data

Figure 5-7. Opening the query editor to run queries

15) Click Login (see Figure 5-8).

Query editor (preview)

R Login ‘ ? Edit Data (Preview) + New Query

bd

Figure 5-8. Logging into SQL Data Warehouse

16) Enter the following command:

CREATE master KEY encryption BY password = 'adfBook@123';
go
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17) Click Run (see Figure 5-9).

Query 1 X

P Run |M Cancel quen

1 CREATE master KEY encryption BY password = 'adfBook{@123';
2 go

Figure 5-9. Executing scripts in the query editor

Let’s set up the Azure Databricks workspace.

1) Click “Create a resource.
2) Click Analytics.

3) Click Azure Databricks (see Figure 5-10).

Azure Marketplace seeall  Featured
Dashboard .
Get started HDInsight
all ra " Quickstart tutorial
All resources
Recently created
Resource groups Compute . Data Lake Analytics
) w Quickstart tutorial
(s Networking
App 5¢
Storage Stream Analytics job
Web Quickstart tutorial
P Azure Cos DB Mobile
B Analysis Services
Virtual machines Containers [L',;j Quickstart tutorial
_ Databases
P Load balancers [ O H Azure Databricks
_ L AnRl s ) Quickstart tutorial
Storag FYSPEC YT n

Figure 5-10. Selecting the Azure Databricks service
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4) Provide the workspace name.

5) Select your subscription.

6) Create or select a resource group.
7) Select your location.

8) Select the needed pricing tier. For this
demonstration, let’s select Standard.

9) Click Create (see Figure 5-11).

* Workspace name

adfhookdb

* Subscription

Visual Studio Ultimate with MSDN bl

* Resource group @

) Create new (@) Use existing

adfbookdbrg el
* Location
Southeast Asia hd
* Pricing Tier | View full pricing details )
~

Standard (Apache Spark, Secure with Azure A..
Premium {+ Role-based access controls)

Trial (Premium - 14-Days Free DBLUS)

Figure 5-11. Providing values to set up Azure Databricks

10) Click Azure Databricks Service in the Azure
dashboard.

11) Click Launch Workspace (see Figure 5-12).

203



CHAPTER 5  DATA TRANSFORMATION: PART 2

“« o Delete

Resource group (change) Managed Resource Group
‘ Orvenview ;
Subseription (change) URL
. Visual Studio Ultimate with MSDM
B Activity log ) o
Subscription |0 Pricing Tier
- standard
s Access control (LAM)
&
& Tags
SETTINGS

Virtual Network Peerings

8 Locs

Ed Automation script

Launch Workspace

Figure 5-12. Azure Databricks’ Launch Workspace option

12) Click New Notebook (see Figure 5-13).

€ Azure Databrick

®

Explore the Quickstart Tutorial

Common Tasks

@ New Notebook

& Upload Data

Figure 5-13. Creating a new notebook
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13) Provide the name.

14) For Language, select Scala (see Figure 5-14).

Create Notebook

Name ETL- DimensionData

Language Scala v

Cancel Create

Figure 5-14. Creating a notebook

15) Click Create.

16) Once the notebook is created, paste the code
shown in Figure 5-15, Figure 5-16, Figure 5-17, and
Figure 5-18 into the notebook.

B
1 ieport org.spache.spark.sql. types...
{4 Adding Storage lazaticn and key

1 ff 504 dote warehouse connector wees Azure Blob Storape se tenporary sterage location te uplosd dato between Azure Dutsbricks and Azure SOL Data Warghouse. Mence we are
sroviding the ceafiguration te conect To The Sterage account. Azure bled storage coataimer slreedy preseat in Datalrichs ReaTime.

/88low 1% the sxmple of weiting eredential at Nobebsck Sedsion Level. If you wank to setre 9t globally o that . wie 52 hadoopontd puratien. 1ot
tpark.cont.eti

"Fa.azure. bectuat. ey . e TbookbLobasmpledats  blob. core  windtws nee”,

*PROVIDE_VOUR_BLOS_STORAGE_KEY®)

{4 File location i Azure Blob Storage
aolocation = "wanbe:/ X _MAME  blch, cora, wind Lewvn

14 {/Convern data iate 3 Datafrses

12 wal dimoroduethULDF = sperk.rene. format["esv®] .eptieal” inferSchena™, “true®) .option{®hesder, true").lead(DisProduce_file_lecaticn)

7 fibata Tranforsation

15 f/filter %o store errer rocords 5o that we con look sut records with WLL Product Mens (DinProductCRfon)

21 wal dimproducth oductaller, ar {$"Engl L Aal)

13 f/F¥1ter To sTOre correct recorc in Ginfroduct table

15 wal fingroduct TALLOF. Miter [§Engliz SR T

Figure 5-15. Azure Databricks Scala code
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fiMFiTing Erroe Recards Te Arure SGL DW
I dingreductirrorDd write

147500 _M_SEAVER_NAME . datsbase  windows . rt: 1433 dutabesesS00_DWH_DB_MANE;ysar sUSER_MAMEGSGL_DWH_SCRVER_NAME; passmords$0L_DWH_PASSWORD; ercryptstrun; trustSarver
‘alse;hostimselnCer tif icatess . database,windows . net; loghnT imecut=30; ")

Loption|*formard_spark_srure_storage_tradentisle, “Erust)

Loption| ‘ebTabla", "DisPradustERAOR")

<00t1on{ *temalir®, “wazhss// CONTAINDR NAMEGSTORAGE_MARC.Blob.core.wirdsss.net/tempdata®)

Lsavel)

0L_DWH_DO_MANE ;user=USER_ MAMIBSIL_DWH_STRVER_NAME ; passwords S00_DW_PASSHORD; encrypTatrue; trustierver
ToghnTlmeasts30;)

L .eprisn(*eBTable”, "DisPraduct”)
Loption( #", “wnshs1/CONTAIHER_MARESSTORAGE_WAME.Blob. core.wincews . net/tenpoats® )
.save()

15 4} Loading DimStore
16 wal DimStore_file_loctien ° “wasbe:// CONFAINER_MAMESSTOWAGE_MANE.BLob. core.windows . aet/Dimans ionDats/DinStors. cov™
17 wal dimsteredF = spark.resd.fornati®csv®).sption[“inferSchema®, "true”).sption[“hesder™, “true”).losd(DinStore_file_lecation]

Figure 5-16. Azure Databricks Scala code, continued

Figure 5-17. Azure Databricks Scala code, continued

me_#ile_Location & “wabs:// CONTAIMER_MAMIQSTONAGE_MAE 5lob_cors aindews aet/Oinens!orbats/Tintute. cov"
B ABMre.resd. FOrmat(“eivt | SCAAB(IEMAR) pTien [ hescers, “truet).losd(Oiaoate_file_Lecstien)

1A _SERVER_WARE . database = ndvern nart | 14335 databare=S00_INH_DS_RAME, s <USER_NARESSQL_Dub_ SERVER_NARE | passwr o= 54 _DNH_PASSHORD e 1 ppts Ly wei L
1ficatess. database 0 Log i 7T imeouts38; %)
.Storage_credentiale®,

eSer e

Figure 5-18. Azure Databricks Scala code, continued

Let’s set up Azure Data Factory.
1) Switch to the Azure Data Factory Author & Monitor UL

2) Drag and drop a Notebook activity onto the designer
(see Figure 5-19).
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g Activities v = / Validate  [> Debug @ Trigger
£
Notebook
Batch Service n
& Notebook1
¥ Databricks

€ Notebook

3) Name the activity (see Figure 5-20).

Figure 5-19. Setting up an activity in Azure Data Factory

Q

‘ Storage_to_DWH

E@n &
+ — 8 M & [x 9% =§
General Azure Databricks Settings User Properties
Name * Storage_to_DWH%
Description
Tirancu + 7 nn.nn.nn 4

Figure 5-20. Setting up an activity
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4) Click the Azure Databricks tab.

5) Click +New (see Figure 5-21).

1
General Azure Databricks Settings User Properties

Databricks Linked Service *  Select... v | 4+ New

Figure 5-21. Creating a Databricks linked service

6) Provide the name and add a description.

7) Leave the default value for “Connect via integration
runtime.”

8) Select From Azure Subscription for “Account
selection method.”

9) Select your Azure subscription.

10) Select the Databricks workspace created earlier for
“Databricks workspace.”

11) Select “New job cluster” for “Select cluster”

12) Domain/Region will populate automatically. The
value was set when you created the Databricks
workspace.

13) Select the access token.

14) For “Access token,” click the text box; it will take you
to the Azure Databricks account to generate a token.
Copy the token and paste it here.

15) Select the cluster node type.
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16) Select 4.1 (which includes Apache Spark 2.3.0 and
Scala 2.11) for “Cluster version.”

17) Select 1 for Workers (see Figure 5-22).

New Linked Service (Azure Databricks)

Name *

ADBLinkedService

Description
Connect via integration runtime * ®
AutoResolvelntegrationRuntime -

Account selection method

From Azure subscription -
Azure subscription ®
Visual Studio Ultimate with MSDN (aa03f681-bf5b-4009-82b1-bde®2128c905) -
Databricks workspace ®

Select cluster
(®) New job cluster Existing cluster

Domain/Region * @

Access token * 0]

Cluster node type * ®

Figure 5-22. Setting up a linked service
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18) Click “Test connection” (see Figure 5-23).

@ cConnection successful

=

Figure 5-23. Verifying a connection

19) Click Finish.
20) Click Settings.

21) Provide the notebook path. You can get this
path from the Azure Databricks workspace
(see Figure 5-24).

Add dynamic content [Alt+P]
» Base Parameters

P Append Libraries

Settings er Properties

Notebook path * lusers- r@hotmail.com/ETL-Dim

0]

Figure 5-24. Setting the notebook path

22) Click Publish All (see Figure 5-25).

(71 publish All @ B

Figure 5-25. Setting up the activity
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23) Click Trigger and then Trigger Now (see Figure 5-26).

C\@ Trigger

Trigger Now

Figure 5-26. Running an Azure Data factory pipeline

24) Click Finish.

25) Click the Monitor option to monitor the progress

(see Figure 5-27).

z

Pupeline Name Actions Run Start Duration Triggered By Type Toggered By Status Paramd

Databricks ‘o @ Manual Manual trigger

Figure 5-27. Pipeline progress

26) Once the pipeline has executed successfully, switch
to the Azure SQL Data Warehouse query editor to
view the tables and data. Let’s first see the error

records (see Figure 5-28).

T e
1 select * from dbo.DimProduc tERROR

“Showien emited olyect esplover here.

Foe Sull Capabilty pleas open S50T

Figure 5-28. Querying SQL Data Warehouse to check error data
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Let’s query the product dimension table (see Figure 5-29).

b Run

1 select * from dbo.DimProduct
Showing limited cbject explorer here.
For full capability please open 55DT.

w O 1ables
b B dbo.DimProductERROR
~ Bl dboDimProduct
& productkey (int, null)
E ProductAltemateXey (nvarchar, null)

B englisheraductiame (nvarchar, null) Results Messages
E StandardCost (float, null)
- P
ESIZE (int, null)
ESIAI’TL\M& (rvarchar, null) PRODUCTREY PRODUCTALTERNATEKEY ENGLISHPRODU

& endDate {rvarchar, null)
1 A0 All-Pyi Eil

Eswlus (rvarchar, nully rpose

» B dbo.DimStore 265 Wa00265 \Water Bottle

» B3 dbo.DimDate

Figure 5-29. Querying SQL Data Warehouse to verify dimension
data

Let’s add sales data to Azure SQL Data Warehouse. In this chapter, we
didn’t discuss how to delete files from Azure Blob Storage once they're
processed successfully. We'll cover that in a later chapter. Figure 5-30
shows the architecture you'll build.

l Archive Processed Data |

-
—— L]
iy === N () Y—
. == = Fact Data Upload [CSV)

Figure 5-30. Architecture to load sales data
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1) Switch to the Azure SQL Data Warehouse query
editor to create a fact table using the following script
(see Figure 5-31):

CREATE TABLE [dbo].[FactStoreSales](
[SalesOrderID] [int] NULL,
[StoreId] [int] NULL,
[OrderDate] [date] NULL,
[SubTotal] [decimal](18, 2) NULL,
[Taxperc] [int] NULL,

[TaxAmt] [decimal] (28, 2) NULL,
[Freightperc] [int] NULL,
[Freight] [decimal](18, 2) NULL,
[TotalDue] [decimal](18, 2) NULL,
[SalesOrderDetailID] [int] NULL,
[ProductKey] [bigint] NULL,

[OrderQty] [int] NULL,

[UnitPrice] [decimal](18, 2) NULL,
[UnitPriceDiscount] [decimal](18, 2) NULL,
[LineTotal] [decimal](18, 2) NULL

L
)

} Mew Query $ Open query \L Save query ‘WP Feedback

Query 1 X

0

P Run B Cancel quer

CREATE TABLE [dbo].[FactStoreSales](
[salesorderiD] [int] nNULL,
[storeTd] [int] NULL,

[orderDate] [date] mULL,
[subTotal] [decimal](18, 2) NULL,

1
plorer here. 2
3
4
5
6 [Taxperc] [int] NULL,
7
a8
9

pen SSDT.

[TaxAmt] [decimal](18, 2) MULL,
[Freightperc] [int] NULL,

Figure 5-31. Building the fact table
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2) Upload the sales data to Azure Blob Storage (see
Figure 5-32).

Location: databrickactivity / FactDataCSV

NAME
[]
| Store_Number_l.csv
| Store_Mumber_5.csv

_ Store_Number_8.csv

Figure 5-32. Sales data in CSV format

3) Figure 5-33 shows the Databricks script that will
get executed from Azure Data Factory. Create
a notebook (Python) in your Azure Databricks
account and put the code there.

. Eiview: Codes & DRnAl & Cioare
spark.eonf_ser(
*f5.azure. sccount, kay . adfbookblobsansledata, blob, core.windows. net®,
ADO_AZURE_BLOS_STORMGE WLY™)

AZURE_SQL 0400 ;user ~AZURE_SQL OV, _50L_om

jebedwurle ] 1S tabase.windows.
ErumtSarvarCartiH1cyemalas hou hamaTngor 1 H4usyms sy el adous rucs LoginTimaous -y

Productf & apark.resd. jobc
el = jeibeosart , tables"eha. BisProduce®
]

Salesbote_fle_location = “wasbs: //dstabrickoctiv . core, windoss. net/Fo "
2 AllSalesDatsBF = spark.resd.format{®csv’).option| *inferSchena, "true®) ootise(*hesder®, "true®). Tossi klﬁna(n Bt £ _lacation)
dfmpnslon table 16 dtove Product 4d In (act table Sravisd of product rms

from pyspark iql functises fapars »
Factsaloes o L1SalesLatalF. Join(ProductDF, ProductF . Englisnkroductiass
ar 10, ML -Groerbate, All -SubTotal,
Allzalestatsd! re, AllSalesDatadl TanAmt, AlLSsleaDataDl.Freightocre Al Frafght,
a\\salvw-uo ~Salesdr ‘NMJIUU l‘r‘ﬁu:tl:l Froductiey,AllSalestatalf  OrderQty ALl snlvwnw nitPrice,
UnitPr : -LireTotall). sort [A113alesbatab?  Saleosdrder !

Tetslbue,

dtsplay(tactsatesningr)
¥ At mentiored above you ¢an jain cther columns from dinension te ttore key walues

FactSalesdoindl write. formst ("con.catebricks, spark sqléw) oanioa["url”, jdbodwirl) . option("dbtable”, "actStoreSsles” ) optioni

*formard_spars_azure_storage_credentisis®,"True®).cetion{"tessdis,

Figure 5-33. Azure Databricks Python code
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4) Switch to the Azure Data Factory Author &
Monitor UL
5) Drag and drop a Notebook activity, as shown in
Figure 5-34.
o Activities ¥ &  Validate D Debug G Trigger
je
} Batch Service ot
4 Databricks £ Notebook1
® Notebook
® Jx

Figure 5-34. Building the Azure data pipeline

6)

7)

8)

On the General tab, provide a name and description
for the activity.

On the Azure Databricks tab, create or use the
existing Databricks linked service.

If you are creating a new Databricks linked activity,
provide the name, add a description, select your
subscription, provide the Databricks workspace,
generate a token if you don’t have one, and add the
cluster details, as shown in Figure 5-35.
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New Linked Service (Azure Databricks) X
Databricks workspace ®
o
Select cluster
(®) New job cluster Existing cluster
Demain/Region * (0]

Access token * 0]
Cluster node type * (O]
Standard DS3 v2 (14 GB Memaory, 4 Cores, 0.75 DBU) -
Cluster version * ®
4.2 (includes Apache Spark 2.3.1, Scala 2.11) -
Workers *

1 [JEnable Autoscaling @

e ot

Figure 5-35. Parameter selection for Azure Databrick linked service

9) Click Finish.

10) On the Settings tab, provide the notebook path, as
shown in Figure 5-36.

+ — 68 kX 75 =g

General Azure Databricks Settings User Properties

Notebook path * fUsers/ fFactData Q)
o

4 Base Parameters

Figure 5-36. Setting a notebook path
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11) Dragand drop a Copy Data activity and connect it
with the Notebook activity, as shown in Figure 5-37.

¥ Batch Service
Notebook

-

Databricks
B > ?e Maove_Processed_Arch.

\EIEllb &

$ rect TosaL DWH
4 Move & Transform

¥a CopyData

=

Data Lake Analytics + — 5 E"E :Q: E:\_" 95 ..I:l

-

General
General Source Sink Mapping Settings User Properties

-

HDInsight

Figure 5-37. Setting up the Azure Data Factory pipeline

12) On the Source tab, provide the link to the location of
the raw files (see Figure 5-38).

Azure Blob Storage
AzureBlob1

General Connection Schema Parameters
Linked service * AzureStorage2 v @ Test connection & Edit + New
File path databrickactivity/FactDz /| *.csv @ Browse oo Preview data

Compression Type None

B Binary Copy

Figure 5-38. Setting a connection to Azure Blob Storage
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13)

14)
15)
16)

17)

18)

DATA TRANSFORMATION: PART 2

Similarly, provide a link service to Azure Blob
Storage where you want to store archive files.

Click Publish All.
Click Trigger and then Trigger Now.
Click Finish.

Click the Monitor icon on the left side to monitor
the pipeline execution.

Once completed successfully, you can query the data
in Azure SQL Data Warehouse (see Figure 5-39).

P Run m

1 Select * from FactStoreSales

Results  Messages

SALESORDERID STOREID ORDERDATE SUBTOTAL
452012630 5 2012-06-30T0000:00.0000000 2027.80
212012630 1 2012-06-30T00:00:00.0000000 2636.80
152012630 5 2012-06-30T00:00:00,0000000 4188.58

Figure 5-39. Querying the fact table in SQL Data Warehouse
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19)

Click Azure Blob Storage to see the files copied in
Azure Blob Storage (see Figure 5-40).
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Location: databrickactivity / ArchiveFolder

NAME
[.]
Store_Number_l.csv
| Store_Number_5.csv

| Store_Number_8.csv

Figure 5-40. Verifying the file movement

Stored Procedure

Running a stored procedure is another way to transform data into deeper
insights and predictions. The benefit of running a stored procedure is that
it provides compute near the data, which means the data doesn’t need to
travel for processing. You can invoke a Stored Procedure activity to Azure
SQL Database, Azure SQL Data Warehouse, and a SQL Server database on-
premises or via a virtual machine (VM). In the case of on-premises storage,
you need to install the self-hosted integration runtime. Organizations use
stored procedures to clean and move data from staging to the production
database. This is a classic example of ELT. Since the stored procedure

runs on the database server, you'll need to validate whether executing the
heavy-lifting job causes any performance issues.

Let’s say AdventureWorks wants to evaluate how to transform data
using the ELT methodology. In this scenario, assume that it’s available in
Azure Blob Storage (in CSV format). Using Azure Data Factory, you will
move data to Azure SQL Database and then run a stored procedure to
clean the data (primarily removing duplicate records).
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In Azure SQL Database, there are three tables. A11_Sales Records Raw
is the table you will use to load the raw data without doing any cleaning.
All Sales Records Production holds all the good/cleaned data, and
All Sales Records ERROR holds all the records that have errors. Let’s get
started building this for AdventureWorks.

1) Gotohttps://portal.azure.com.
2) Click “Create a resource.”
3) Click Databases.

4) Click SQL Database (see Figure 5-41).

Azure Marketplace seeall  Featured Sed

Get started SQL Database
Crsickstart tutorial
Recently created

Compute S0L Data Warehouse
Cusickstart tutorial

Metwarking

Starage SOL Elastic database pool

v,]eb Learn maore

Mabile .

v Azure Database for MySQL

Containers Cuickstart tutorial

Q' Load balancers

Figure 5-41. Creating a SQL database

5) Fillin the following details and click Create to set up
the new Azure SQL Server instance (see Figure 5-42).
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* Database name

adftookd
* Subscription
Visual Studio Ultimate with MSDN v

* Resource group @

() Create new  (®] Use existing
adfbocksprg -

* Select source @

Blank datsbase v

Server
adfbookserver (Southeast Asia) ’
Want to use SOL elsstic pool? @

) Yes (@) Mot now

* Bricing tier @ 5
Basic, 2 GB

* Collation @

SOL_Latin_General CP1_CILAS

Figure 5-42. Inputting values to set up Azure SQL Database

6) Let’s use SQL Server Management Studio (SSMS) to
connect to the Azure SQL server, or you can use the
query editor (see Figure 5-43).

jo « R Login | B ta (Preview + MNew Query * Open query +
Query 1 X
B Ovenview adfbooksgldb (dummyuser) )
@ Activity log
1
& Tags Showing limited object explorer here.
9 For full capability please open SSDT.
K Diagnose and solve problems
b [ 1ables
& Ou
Quick start b [Jviews
£ Query editor (preview) » [ stored Procedures
SETTINGS
© Configure Results  Messages

Figure 5-43. Switching to the query editor
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7) Ifyou plan to use SSMS, please set your machine
IP to Azure SQL so that you can access it from your
computer (SSMS), as shown in Figure 5-44.

[H Copy "D Restore  Ah Export @ Setserverfirewall | [l Delete 3 Connect with...

Resource aroup ichangs) Server name
database.windows.net
Status Elastic database pool
Online Mo elastic pool
Location Connection strings
Southeast Asia Show database connection strings
Subscription (change) Pricing tier
Basic
Subscription 1D Oldest restore point

Tags (change)
Click here to add tags

Rescurce utilization (adfbooksgldb) 1 hour
2 7 days

Figure 5-44. Accessing Azure SQL Server from the client tool

8) Create the SQL Server table and stored procedure
as provided. Figure 5-45 shows the structure after
running the table and stored procedure scripts.
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= g adfbookserver.database.windows.net (SQL Server 12.0.2
= Databases
% System Databases
= i@ adfbooksqgldb
% Database Diagrams
= Tables
+ System Tables
& External Tables
F hTabl

B8 dbo.All_Sales_Records_Productiof
@ BB dbo.All_Sales_Records_Raw

o Views
| External Resources
+ Synonyms

= Programmability
= Stored Procedures
o] System Stored Procedures
I = dbo.adfstoredprocactivity I

T Faraneters

@ Functions

[ Database Triggers

o] Assemblies

Figure 5-45. Artifact in Azure SQL Database

9) Upload the data file (provided) to Azure Blob
Storage (see Figure 5-46).

ocedureactivity

D Ssearch « A Upload @) Refresh [ Delete %% Acqui

Location: storedprocedureactivity
1 Overview

a4 Access Control (IAM)

NAME
SETTINGS

Access policy | All_Sales_Records.csv

' Properties

@ Metadata

Figure 5-46. Data file in Azure Blob Storage
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Let’s start building an Azure Data Factory pipeline.

1) Switch to the Azure Data Factory Author &
Monitor UL

2) Let’s create a SQL and Azure Blob Storage
connection. Click Connections (see Figure 5-47).

> Connections

Figure 5-47. Setting up a connection

3) Click +New (see Figure 5-48).

Linked Services

+ New

Figure 5-48. Creating new linked services

4) Select Azure Blob Storage (see Figure 5-49).
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Azure Blob Storage

Figure 5-49. Azure Blob Storage option

5) Click Continue.

6) Provide information about the storage where you

uploaded your data file (see Figure 5-50).

Figure 5-50.

< New Linked Service (Azure Blob Storage)

Connect via integration runtime *

AutoResalvelntegrationRuntime

Authentication method

Use account key

Connection String Azure Key Vault

Account selection method

From Azure subscription

Azure subscription

Select all

Starage account name *

adfbookblobsampledata

Additional connection properties

4+ New

[J  eroperTy NAME VALUE

Cancel Test connection

©

4 @

Azure Blob Storage linked service options
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7) Click Finish.
8) Let’s create a SQL connection. Click +New.

9) Select Azure SQL Database (see Figure 5-51).

Azure SQL Database

Figure 5-51. Azure SQL Database option

10) Click Continue.

11) Provide information about the Azure SQL Server
instance created in earlier steps (see Figure 5-52).
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Mame *

AzureSqlDatabase

Description

Connect via integration runtime *

AutoResclvelntegrationRuntime

Connection String

Account selection methad

From Azure subscription

Azure subscription

Select all

Server name *

adfbookserver

Database name *

adfbooksqldo

Cancel

< New Linked Service (Azure SQL Database) X

Azure Key Vault

Figure 5-52.

12) Click Finish.

Setting up the Azure SQL Database linked service

Finally, you have two connections (see Figure 5-53).

¥ Connections X
Linked Services Integration Runtimes
+ Mew
Name ¢ ¥ Actions
B AzuresgiDatabasel ZE0
B Azurestoragel 80

Type ¢
Azure SQL Database

Agure Storage

Figure 5-53. List of available linked service
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13) Let’s create datasets. Click + and then Dataset
(see Figure 5-54).

esources  x v |4

@2 Pipeline I

EH Dataset

og Copy Data

Figure 5-54. Dataset option

14) Click Azure Blob Storage (see Figure 5-55).

Azure Blob Storage

Figure 5-55. Azure Blob Storage option

15) Click Finish.

16) On the Connection tab, select the container and file
name that you uploaded earlier (see Figure 5-56).
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i AzureBlob2 * X

Azure Blob Storage
AzureBlob2

General Cannection Schema Parameters
Linked service * AzureStoragel * @ Test connection & Edit + Hew
File path storedprocedureactivity /  All_Sales Re | (@ Browse 68 Freview data

Compression Type  None -
[ inary Copy (0
4 File Format Settings

File format Text format - @ Detect Text Format | (1)

Figure

17)

Let’s create another dataset on top of the SQL connection created

earlier.
18)
19)

20)

5-56. Connecting to Azure Blob Storage

Select column names in the first row.

Click + and then Dataset.
Select Azure SQL Database.

Click Finish.

21) On the Connection tab, select the Azure SQL Server

connection created in the previous step. For Table,
select All_Sales_Records_Raw (see Figure 5-57).
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0 AzureSqlTable2 * X

—
Azure SOL Database
AzureSqlTable2

General Connection Schema Parameters
Linked service * AzureSqlDatabase1 * @ Test connection & Edit + New
Table [dba).[All Sales_Records_Raw] v () Refresh &3 Preview data

[ edit (@)

Figure 5-57. Inputting values to set up Azure SQL Database

22) Click Publish ALL.
23) Click + and then Pipeline.
24) Drag and drop the Copy Data activity, as shown in
Figure 5-58.
odg Activities Y = / Validate D Debug @ Trigger
0

» Batch Service

» Databricks

4 Data Transformation

¥y Copy Data

Copy Data

ei Copy Data1

Figure 5-58. Copy Data activity option
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25) On the Source tab, select the Azure Blob Storage
dataset created earlier (see Figure 5-59).

Source Dataset B AzureBlobl v 7 kdt b New &> Preview data

B Copy file recursively (D

Figure 5-59. Source selection for the Copy activity

26) On the Sink tab, select the Azure SQL dataset
created earlier (see Figure 5-60).

General Source Sink Mapping Settings User Properties
Sink Dataset * B AzureSglTablel >~ 2 Edit + New
Pre-copy script @

Figure 5-60. Sink selection for the Copy activity

27) On the Mapping tab, click Import Schemas. Since
the column names are the same on the source and
target, the mapping is done automatically (see
Figure 5-61).
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General Source Sink Mapping Settings User Properties
Import Schemas
Source fields: 15 / 15 mapped Sink fields: 15 / 15 mapped
Field / Type Field Type Include
SalesOrderD{Int16) = SalesOrderlD Int32 ]
Storeld(Int16) - Storeld Int32 n
QrderDate(DateTime) hd OrderDate Datelime 199

Figure 5-61. Field mapping

28) Drag and drop the Stored Procedure activity (see

Figure 5-62).

L General
Execute Pipeline

Get Metadata

Stored Procedure

Stored Procedure1

W O DO @

Lookup

Execute SSIS
Package

Stored Procedure

-
4
-
4

§

4

+ — 8

,.
=
s |

L
i,

Figure 5-62.
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29) Select the Copy Data activity, click the “Add activity
on:” option, select Success, and then drag the arrow
to the Stored Procedure activity. This means run the
next process if the current activity runs successfully
(see Figure 5-63).

Stored Procedure
®g Copy Datal ) > — B
E it Stored Procedure1
(] I @
Add activity on:
B Success
B Failure
K Q' [y Ot mE
» 2 itk 30 ¥6 B Completion __
Source Sink B Skipped Settings User Properties
Figure 5-63. Setting up a link between two activities
30) Select Stored Procedure (see Figure 5-64).
O
Copy Data
B —
ei Copy Datal Stored Procedure1
(i) D @
+ — 28 & ¥ §5 =g
General S5QL Account Stored Procedure User Properties
Linked service * AzureSqlDatabase - @ @ Test connection

Figure 5-64. Setting values for the stored procedure

233



CHAPTER 5  DATA TRANSFORMATION: PART 2

31) Onthe SQL Account tab, select “Azure SQL
Database connection” for “Linked service.”

32) On the Stored Procedure tab, select the stored
procedure (adfstoredprocactivity) created earlier
(see Figure 5-65).

General SQL Account Stored Procedure User Properties

4 Details

Stored procedure name * [dbo].[adfstoredprocactivity] -
[Jedit ©

Add dynamic content [Alt+P]

O Refresh

Figure 5-65. Selecting the stored procedure

>

33) Click Publish All.
34) Click Trigger and then Trigger Now.
35) Click Finish.

36) Select the Monitor tab on the left side (see
Figure 5-66).

Pipeline Name Actions Run Start Duration Triggered By Type  Triggered By

ADF Book Pipeline T > Manual Manual trgger

Figure 5-66. Monitoring the ADF pipeline
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37) Once pipeline execution happens successfully,
query the database (see Figure 5-67).

-Select top 18 * from [dbo].[All_Sales_Records_Raw]

Select top 18 * from [dbo].[All Sales_Records_Production]

Select * from [dbo].[All_Sales_Records_ERROR]
0% -
EE Resuls (70 Messages

SalesOrderlD  Storsld  OrderDate  SubTotal Tasperc  TaxAmt  Freghtpere  Freght  TotalDue  SalesOrderDetadlD  Phame
1 -'ii__j 2 20120630 1777 12 w3 1 " ke 7 Touring-3000 Yelow 44|
2 8 2 AN206W T 12 w31 N7 e 8 Riacing Socks M
30 2 120630 2901 4 116 0 0 7 1 Mountain-200 Sdver 46
4 W 2 20120630 2901 4 116 0 0 n7 ] Hydration Pack - 70 02
5 10 2 2012406-30 2501 4 1€ o 0 mz 3 LL Mountain Frame - Bl
& 1 2 M20630  32m n 86 1 2 B34 1 Road-250 Black 58
7 1 2 201206-30 3244 n £ 1 2 3634 2 Sport-100 Helmet Black
8 n 2 201206-30 3244 n 3% 1 32 3634 3 Bike Wash - Dissolver
4

E Fraight  TolalDue  SalesOrderDetadlD  PName
1] ] 0 0 N7 s Long-Sleeve Loga Jersd
2 IE 2 3 0 0 153 1 Mountain Tire Tube
3 |7 1 2 3 0 0 153 H LL Mourtain Front Whe
4 1 1 5 8 1 1 185 1 Mountain Tire Tube
5 1 1 5 8 1 1 185 2 Sport-100 Helmet Black
& |1 1 MM 1T 5 ] 1 1 185 3 Shot-Sleeve Classic Jed
T 1 1 20030105 174 5 ] 1 1 185 4 Sport-100 Helmet Red
8 1 1 2013006 1303 2 26 1 13 1342 1 Road-650 Red 60
4

SalesCOrderlD  Storeld  OrderDate  SubTotal Taxperc  TaxAmt  Freighiperc  Freight  TolalDue  SalesOrderDetadlD  PName  Order(ty |
1 [ 11 2120630 2624 5 12 1 5 %7 1 HLFok 5
2 |4 5 20120701 790 9 it 0 0 8709 I Paich.. 1
3 |2 1 20120630 2636 8 21 1 ® 874 1 HLM.. 3
4 3 1 201206-30 5602 [ 336 1 56 5554 4 Road-.. 1
L 5 1 120701 3888 12 430 1 a8 A58 k| Bke 1

Figure 5-67. SQL query to validate the transformation

Custom Activity

So far, you have seen various activities that can be used in Azure Data
Factory for data transformation. Why would you need a custom activity?
It is not always the case that you will go with the built-in activities
to transform data. There are many scenarios where developers want to
add their own logic in a programming language for transformation. For
example, you might want to read a document, extract specific information
and store it in a database, or call an API to retrieve data and store it or any
other customization; these are not built-in tasks. In a nutshell, if Azure
Data Factory doesn’t support the transformation that you are looking for,
then you can use a Custom activity to write your own transformation.
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Azure Data Factory uses Azure Batch services to help developers run
their own code in any operating system (Windows/Linux). Configuring the
scaling feature of Azure Batch services guarantees to provide the scalability
that the enterprise wants (see Figure 5-68).

A

=

Data Factory

e
J- getTweets |
O D &

|
S | L

Twitter

Active Directory App —

y
Q)L

CosmosDB

Key Vault

Figure 5-68. Reference architecture
Let’s set up a Twitter application that retrieves credentials for making
API calls to get tweets for a specific tag.
1) Gotohttps://apps.twitter.com/.
2) Click Create New App.

3) Fill out the information (see Figure 5-69).
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Create an application

Application Details
Name *
getTwestsTutonatapp|

Description *
Thes app will get tweets for a specific tags

Website *

hitp:ftwww websieplacchoider.com

Caliback URL

Developer Agreement

= Yes. | have read and agree %o the Twitier Developer Agreement

Figure 5-69. Setting up a Twitter application

4) Click Create New Application.

5) Once the application is created, go to Keys and
Access Tokens (see Figure 5-70).
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getTweetsTutorialApp rest onun

Keys and Access Tokens

Application Settings

Consumer Key (AP Key)  wngiZsodogopSiLBREusQ6uGC

Consumer Sacret (AP Secref)  LMAMAGIFGAAMALSHINGAUIGIOIGS 1 5x9L LICUoIBIVESC 203

Access Level Read and wite (modify app permissions)
Owner rawatsudnir
Crwmneer 1D 214710686

Application Actions

Regenerats Consumer Key and Secret  Change App Permissions

Your Access Token

Token Actions

Create my access oken

Figure 5-70. Application settings

6) Click “Create my access token” and save it to use it

in a future step.

Let’s set up the Azure Active Directory app to get a token and access

Azure Key Vault.
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1) Switchto https://portal.azure.com.
2) Click Azure Active Directory on the left side.
3) Click “App registrations.”

4) Click “New application registration” (see

Figure 5-71).
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- Create a resource ult di ry - App registrations

All services & = New application registration

To view and manage your registral

1; Getting started

. . MANAGE DISPLAY NAME
Virtual machines
y Users
Load balancers
Groups

Storage accounts
Roles and administrators

Virtual networks

|- Enterprise applications
Activity log B Devices
@ Security Center H App registrations
Cost Management + B... B Application proxy
Help + support a Licenses

> Azure AD Connect

Subscriptions

i~/ Custom domain names

Figure 5-71. Azure AD app registration option

5) Provide a name.

6) Select the application type; here select “Web app /
APL

7) Provide the sign-on URL. This does not need to
be a site that exists (you can put http://test1.
adventureworks.com), as shown in Figure 5-72.
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Figure 5-72. AD app registration values

8) Click Create.
9) Once the app is registered, click it.
10) Click Settings (see Figure 5-73).

adfbooksampleapp

Registered app

£F Settings @ Manifest [ Delete

Display name

Figure 5-73. Registered app options
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11) Click Keys in the Password section and then provide
a description and expiration date. Click Save, and
it will show the password (see Figure 5-74). Copy it

into a notepad.

Fublic Keys

Koyt >
THUSRINT START OATE DORES

Figure 5-74. Setting app keys

Let’s set up Azure Key Vault.

1) Click “Create a resource” and search for Azure key

vault (see Figure 5-75).

Figure 5-75. Azure Key Vault
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2) Select Key Vault and click Create.

3) Enter a name, select your subscription, enter or
create a resource group, select the right location,
and leave the defaults for “Pricing tier,” “Access
Policies,” and “Virtual Network Access (preview),” as
shown in Figure 5-76.

Create key val

* Name @

| adibookkeyvault o

* Subscription

* Resource Group
e (o -
\_) Create new | #) Use existing

chapterd o

* Location

Pricing tier 5
Standard

Access policies >
1 principal selected

Virtual Network Access (preview) >
All networks can access.

Create Automation oplions

Figure 5-76. Inputting values to set up Azure Key Vault
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4) Click Create.

Let’s set up the Azure Cosmos DB account to store tweets.

1) Click “Create aresource,” click Databases, and then
click Azure Cosmos DB (Figure 5-77).

All services

Compute SQL Data Warehouse
% Quickstart tutonal
Networking
B Dashboard Storage SQL Elastic database pool
Web Learn mare
: Mobile
Azure Database for MySQL
(7] rce groups Containers Quickstart tutoria
& rpps . Databases l
AR b - =¥ Azure Database for PostgreSQL
- Analy‘tlcs Quickstart tutorial
st SOL databases
Al + Machine Learning
. SQL Server 2017 Enterprise
Internet of Th
niemet of Things Windows Server 2016
Integration Learn more

Security Azure Cosmos DB
1A anbibe Quickstart tutoria

Figure 5-77. Setting up Azure Cosmos DB

2) Provide an ID and the API, select your subscription,
select or create a resource group, select the right
location, leave the other settings at the defaults, and
click Create (see Figure 5-78).
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sdfbooktweststore |
docu
* AP @
0L e
WVisual Studic Uitimate with MSDN w

* Resource Group
() Create new (@) Use existing
chapter4 w

Southeast Asia W

Multi Master Preview
Sign up to preview today

Virtual n

Create Automation options

Figure 5-78. Inputting values to set up Azure Cosmos Database

3) Atthe end, you will see three services added in your
Azure subscription (see Figure 5-79).

adfbookkeyvault adfbooktweetstorage
KEY VAULT

adfbooktweetstore
AZURE COSMOS DB ACCOUNT

|
Online CS? Available 5

Figure 5-79. Services set up for this demo so far

244



CHAPTER 5  DATA TRANSFORMATION: PART 2

4) Click Azure Cosmos DB Account (created in an
earlier step).

5) Click Data Explorer and then New Database
(see Figure 5-80).

[Cf Open Full Screen ===

SOL API O <

& Overview

B Activity log

s Access control (IAM)

& Tags

X Diagnose and solve problems

i Quick start

P Data Explorer

Figure 5-80. Creating a new Azure Cosmos DB database
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6) Provide a database ID and click OK (see Figure 5-81).

New Database X

* Database id ©
tweetdb X

[] Provision throughput @

Figure 5-81. Inputting values to set up the Azure Cosmos DB
database

7) Click New Collection (see Figure 5-82).

Cf OpenFullsereen --- Add Collection %

* Database id &

tweetdlly

* Collection id &

tweetcolled
* Slotane CADICITy

Unlimited

* Throughput (400 - 10,000 RU/s) ©
Welc 1000 = |=r
Estimated spend [USDE $0.080 houry 7 $1.92 daily,
Create rw Choose unlimited storage capacity for more than 10,000 RU/s.

Unique keys &

+ Add unigue key

Figure 5-82. Inputting values to set up a new collection
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8) Select “Use existing” and choose the database ID
created in the previous step.

9) Provide the collection ID.
10) Select Fixed (10 GB) as the storage capacity.
11) Click OK.

Let’s set up an Azure Batch service.
1) Click “Create a resource.”
2) Click Compute.

3) Click Batch Service (see Figure 5-83).

Becaoth craatid

‘ Compute | a Red Hat Enterprise Linux 7.2
redrat

Quickstart tutorial

Networking

Storage e Ubuntu Server 17.10

Web Learn mare

Moabile .
SOL Server 2017 Enterprise

Containers EI Windows Server 2016
Learn maore

Databases

Reserved VM Instances

Analytics Ckstart futon:

Al + Machine Learning
Service Fabric Cluster

Quickstart tutorial

Internet of Things

Virtual machines

Integration

o - Security Web App for Containers
Identity Quickstart tutorial
Function App

Quickstart tutorial

Developer tools =
A
Management Tools ‘

Software as a service (5aa5)

Batch Service
i Security Center Blockchain Quickstart tutorial

Figure 5-83. Setting up the Azure Batch service
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Provide an account name.

Select your subscription.

Select or create a new resource group.
Select the right location.

Select or create a new storage account.

Select “Batch service” for “Poll allocation mode”
(see Figure 5-84).

Hasia baich.are com These are the stceage sceounts in the selected subacristion and location “Southeast
As, Prr——

§ | Croste new

= Moo

== adibockblobsampledata
v _r—— scutheast Asa,

£ adibocktwectstorage

Figure 5-84. Setting up a new Azure Blob Storage account

10)

11)
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Click Create.

Once the Azure Batch services are set up, you will
see services shown in Figure 5-85 on the Azure
dashboard (if you choose to pin to dashboard).
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adfbookkeyvault
KEY VAULT

@

adfbooktweetstore
AZURE COSMOS DB ACCOUNT

Online

adfbookbatchaccount

BATCH ACCOUNT .
! (=
Online &=

adfbooktweetstorage

Available E

Figure 5-85. Services set up for this demo

By default, there is no pool (nodes available for compute) available;
hence, let’s add a pool. In this demo, let’s use a Windows custom image

build using a Windows Server 2008 R2 SP1 virtual machine. Make sure to

install the software and packages in a virtual machine. Table 5-1 shows the

prerequisites.

Table 5-1. Prerequisites

Package Name

Description

Python 2.7

install python-pip

pip install tweepy
pip install pydocumentdb

pip install azure-keyvault

Install Python 2.7 from https://
www . python.org/downloads/.

Install python-pip to make sure to
install the Python packages.

Connects to Twitter.
Accesses Azure Cosmos DB.

Accesses Azure Key Vault.
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1) Click “Azure batch service.

2) Click Pools.

3) Click Add (see Figure 5-86).

yel &« &= add | 2= columns Q) Refresh
Common queries: | All pools v
a Locks
Ed  Automation script "
1}
FEATURES
W Applications Advanced query
T Pools
%= Jobs
POOLID DEDICATED NODES LOW-PRIORITY
“® Jobschedules
Mo pools were found for this Batch account
i Certificates

Figure 5-86. Setting up pools
4) Add the information in Table 5-2 (see Figure 5-87).

Table 5-2. Setting Values to Set Up the Pool

Property Value

Pool ID Name of the pool.

Display name Description (optional).

Image Type Custom image (Linux/Windows).

Custom VM Image Select the custom image created earlier.

(continued)
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Property Value

Operating System Windows.

0S Distribution WindowsServer.

0S version Microsoft Windows Server 2008 R2 SP1 (latest).
Caching None.

Container configuration None.

Metered licenses for
rendering

Node pricing tier

Mode

Target dedicated nodes

Low priority nodes

Don’t change. You're not doing any rendering for
this demo.

Standard A1 (1 core, 1.8 GB). This demo is

not a compute-extensive job; hence, basic
compute works. However, you can go for higher
compute.

Fixed. This service allows you choose the “Auto
scale” option, which allows the service to
increase/decrease compute based on a formula.
This helps the organization not to worry about
scaling out and scaling in.

Setitto 1.

0. This option reduces compute cost. Low-
priority nodes take advantages of surplus
capacity in Azure. You use low-priority nodes
when the job consumes less time or for batch
processing. The trade-off of using such an
option is that the VMs may not be available for
allocation or preempted at any time, depending
on the available capacity.

(continued)
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Table 5-2. (continued)

Property Value

Resize Timeout 15 minutes. This is how long the process waits for
resizing.

Start task Disabled. Specify the task that needs to run first

when a VM is added to the pool.

Max tasks per node 1. You can specify the maximum number of tasks
that can be run on the VM. Be cautious about the
VM size you choose.

User accounts Default.

Task scheduling policy Pack. This defines how tasks get distributed
between VMs in the pool.

Inter-node communication  No.

Application Package 0. In case your application requires packages for
it to run successfully.
Certificates 0.

Pool endpoint configuration Default.
Network configuration Default. Not required for this demo.

Subnet Default. Not required for this demo.
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POOL DETAIL

* ol ID @ [ adfbcoktestpoot 7]
Display name @ [ Poal to run python code to collect and store tweets -/]
OPERATING SYSTEM

Select "Marketplace™ to deploy VMs using an Azure Marketplace image, “Cloud
Services™ to deploy Cloud Service worker role WMs, “Custom Image” to deploy

o using a custom VM image, or "Graphics and rendering” if you want to deploy VMs
with premium graphics and rendering applications pre-installed.

Image Type @ [ custom tmage (LinuayWindows) v

* Custom VM image @ [ adfboolkcustomvm-image hl |

* Operating system

* 05 distribution [ WindowsServer ~ |

* 05 version [ MicrosoftWindowsServer 2008-R2-5P1 (latest) ha |

Figure 5-87. Inputting values to set up a pool

5) Click OK.

6) Once the pool is created, click Pool (created in the
previous step) and then Nodes to make sure a VM is
created (see Figure 5-88).
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« == Columns ) Refresh
Commaon queries: All nodes W

L Overview - :
GEMERAL

I' Properties

@ Nodes Advanced query V'
SETTINGS

o~ Certificates

NAME STATE
%= Start task
vm-4234576326 1-201807291151959z Idle

W Application packages

4 Scale

Figure 5-88. Available nodes

Let’s store credentials on Azure Key Vault and give access to the Azure

AD app.
1) Switch to Azure Key Vault.

2) Add all the secrets like the Azure Cosmos DB details
and Twitter API details on Azure Key Vault. Switch
to the respective services to capture the keys (see
Figure 5-89).
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Overview
B Activity log
s Access control (IAM)

& Tags

% Diagnose and solve problems

SETTINGS

Keys

[+ Generate/Import ] O Refresh * Resto

NAME

cosmosdbPK

cosmosdbURI
Twitter-appaccesstoken
Twitter-appaccesstokensecret
Twitter-appkey

Twitter-appsecret

|_— Secrets

i~ Certificates

Figure 5-89. Setting secrets

3) In Azure Key Vault, click “Access policies.”

4) Click +Add New (see Figure 5-90).

N

Key vault

i Certificates

Access policies

“Y Firewalls and virtual network...

«

adfbookkeyvault - Access policies

[_:] Save X Discard

O Refresh

Click to show advanced access policies

» Sudhir Rawat

Figure 5-90. Setting access policies
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5) Select Principal. This is the application registered in
Azure Active Directory.

6) Select Get for “Secret permission” (see Figure 5-91).

Configure from template (optional)

-
* Select principal >
adfbooksampleapp
Key permissions
0 selected o
Secret permissions
Get w
Certificate permissions
0 selected b
Authorized spplication @ a

None selected

Figure 5-91. Adding an access policy

7) Click OK.

8) Click Save (see Figure 5-92).
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R adfbookkeyvault - Access policies
| , ault

Ke

jo § @ F_:| v b 4 r O Refresh

e Click to show advanced access policies
s+~ Certificates

Access policies + Add new

@ Firewalls and virtual network...
]
|
'I' Properties

8 Locks g 3 adfbooksampleapp
I APPLICATION

EX  Automation seript

MONITORING

E¥ Diagnostics logs

@ Log analytics

2L og search

ili1 Metrics (preview)

Figure 5-92. Access policy defined

Now the environment is set.

Let’s look at the Python code. Upload the code to Azure Blob Storage
(see Figure 5-93 and Figure 5-94).
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code is written and tested on Pythen 2.7
tWEepyY

sys

pydocumentdb.document_client as document_client
pydocumentdb.errors

azure. keyvault i rt ReyVaultClient, ReyVaultAuthentication
arzure.common.credentials import ServicePrincipalCredentials
=5 IDisposabl

25 BLIOLS

__(self, obj):
self.obj = obj
__enter__ (self):
T self.obj # bound to target
__eXit luelt; exception_type
gelf = Nome
credentials = None
auth_callback(server, resource, scope):

credentials = ServicePrincipalCredentials(
client_id = 'HCNOOO-I000-KHN-K #Azure AD APP Application
secret " HAKRINX RNKKKRNKKHR ", #5ecTet

tenant = " H0000000-X000=-20000- 100K - ke H0O0000000NK ', #Azure AD Directory ID
resource = “"https://vault.azure t

exception_val, trace):

WX = XIOOOO00OXXK "

1
r.olum = credencials.coken
rety token['token

rpe'], token['access_token']

insertinteCosmosDe (cdbhost,
tweetmessage = {'
_database_link =
—eellection_link
with IDisposable {d

cdbmasterkey, tweetDate, tweetText):
tweetDate': str(tweetDate),’
"dbs/tweetdb'
_database_link +
_client.

id' : str{tweetDate),

"tweetText':

'/eolls/cweetcollec’
Client (cdbh i

masterRey®:

errors.DocumentDBEzzoz
if e.status_code == 409:

clisnt.CreateDocument (_collection_link, tweetmessage, options=False)

se errors.HTTPFailure (e.status_code)

cdbmasterkey) })

ID

twestText}

as elient:

Figure 5-93. Python code

main():
Twitter application key
i

clisnr = ReyVaultclient {ReyVasltAuthentic
appkey = client.get ltcl.tl"'\c\ps.hxm
Zappascrer= clisnr.get_seeret{ntrp
_sppaccesstoken = elw‘.ao:_mmr

_vault.azure.

ez,

Secret. Version

Zor TWRST in TWeepY.

larg="en®, since=_twsetkeadsince) .items(15):
TWest. text. encode ("ut-0"] 1
insertinteCosmosd [_sdihest.valie, _edbmasteskey.valus, twset.created ar,tuest.text.enceds(':
SIrors . DocumentDBETTOT 45 97

status_cods == 408:

« erzecs. UITETa
“Erzor while

=¢ (0. atatus_sode)
fotching and storing tweatslll®)

} Reyvauir RL, seceet, Versior
} # Keyvault URL,
-pets=, Ter-appac to CretT, T <engx) # F
~tweatTag= sys.argvii] # like Azure
TrwestReadSineen ays.argvi2] fdate frem whe: zead tweema like "20L8/07/281
~Randemid = sye.argv(3] PAsure Data Factery W zeszrun’
nt.get_secret (*http =, 1 # KeyVault UBL, Zecret, Wersion
Tedvmasterkey = elient.get_sserst( nenfT, ™ " ) 4 KeyVault UML, Seczet, Vession
fnasntag, cusetzeadsince, filsrans includes pipslins id
uth m:u.ndwn _appkey. valoe, _appsecces,valos)
oty cess_token e value)
SHETARL = TWMRY.. Aﬂlaueh‘wu on_rat

Figure 5-94. Python code, continued
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Let’s set up Azure Data Factory.

1) Switch to the Azure Data Factory Author &
Monitor UL

2) Dragand drop a Custom activity onto the designer
(see Figure 5-95).

@I ADF Book Pipe... * X

B(g Activities ¥ =  Validate [>Debug %@ Trigger
pel
4 Batch Service )
.} Custom1
J Custom @ @] E @_)
» Databricks
» Data Transformation
+— 68 QX%
b Data Lake Analytics S ee
» 1 1 |
General General Azure Batch Settings User Properties
» HDInsight
Mame * Custom1

b lteration & Conditionals

» Machine Learning Description

Figure 5-95. Custom activity
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3) Provide a name and add a description to the activity

(see Figure 5-96).

M ADF Baok Pipe... * X

E‘g Activities ¥ = ' Validate [> Debug @ Trigger
el O
4 Batch Service ;
J getTweets
[} Custom
W e b @&
» Databricks
» Data Transformation
+— B K%
» Data Lake Analytics & - oere
b General General Azure Batch :eitint_:s. User Properties
» HDInsight
. - MName * getTweets
P Iteration & Conditionals
¥ Machine Learning Description This activity uses Azure Batch Services as

compute,

Figure 5-96. Setting up a Custom activity

4) On the Azure Batch tab, click +New (see Figure 5-97).

General Azure Batch

Azure Batch Linked Service *

Settings

Select..

User Properties

Figure 5-97. Setting up an Azure Batch linked service
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5) Provide the Azure Batch account details. Retrieve
all the information from the Azure Batch account
services (see Figure 5-98).

New Linked Service (Azure Batch) X

Name *

AzureBatchServiceConnection

Description
Connect via integration runtime * 0]
AutoResolvelntegrationRuntime -

Account name *

adfbookbatchaccount

Access key Azure Key Vault

Access key *

Batch URL *

https://adfbookbatchaccount.southeastasia.batch.azure.com

Pool name *

adfbooktestpoo[

@ Connection successful

Cancel Test connection

Figure 5-98. Options to set new linked service

6) Click Finish.
7) Click Settings.

8) Provide the command in Command Text Area (see
Table 5-3).
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Table 5-3. Values for Custom Activity

Parameter Description

getTweets.py getTweets is the name of the Python program to execute.

Azure This gets tweets for given hash tag.

2018/07/28 Read since. From date, when you want application to capture
the tweets.

Todayrunid This is any text value to be passed when testing or debugging
purposes.

Figure 5-99 shows the screen after setting the values.

Settings
Command * python getTwests py Azure 2018/07/28 0]
Nodaymnid
4 Advanced
Resource linked service * AsureStosagel oction - 64 @ Testconnection  &F Edt + New
Folder path * customacthity (v)l Browse storage Browse local

Figure 5-99. Setting values for the Custom activity
9) Select “Resource linked service.” This is the Azure
storage location where the Python code is uploaded.

10) Select “Folder path.” This is the folder location
where the Python code is uploaded.

11) Click Publish AlL.
12) Click Trigger and then Trigger Now.
13) Click Finish.
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14) Go to the Monitoring page and wait until the pipeline
gets executed successfully (see Figure 5-100).

Pipeiine Name Actions Run Start Ouration Triggered By Type Triggered By Status Farameters tror R

Book Figeie % > 0000 Marwal Wigger © Succended 1

Figure 5-100. Monitoring pipeline progress

Finally, after successful completion, the tweets get stored in Azure
Cosmos DB (see Figure 5-101).

Figure 5-101. Azure Cosmos DB

If you encountered any errors, look at the Azure Batch service logs
for the specific job to get insight on the type of error encountered (see
Figure 5-102).
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«| SEcolmns ) Reh

108 TASK STATE

B Overdew
adfv-acdfbooktestpool

GENERAL FILE NAME

' Properties stddein txt

= Environment settings stdout.oa

W Application packages wa\getTweets py

Resource files

TASK FULES

Figure 5-102. Inputting values to set up Azure SQL Database

In this hands-on chapter, you explored Databricks and the Custom and
Stored Procedure activities to run various workloads. Azure Data Factory
lets you build an end-to-end data pipeline, whether on Microsoft or on an
open source platform.

264



CHAPTER 6

Managing Flow

In previous chapters, you focused on the Azure Data Factory features and
learned how to build an end-to-end pipeline. The focus of this chapter
will be how to set up a pipeline flow and why it’s important for any

organization.

Why Managing Flow Is Important

So far, you can build an Azure Data Factory pipeline and run it. This
chapter will discuss expressions, functions, and activities to control the
data flow in an ADF pipeline. Why do you need to manage the flow? An
SSIS developer knows the importance of control flow; however, if you

are new to this world, then let’s look at an example. As a data developer,
you build an ADF pipeline to move data from an on-premises SQL Server
instance to an Azure SQL Database instance. However, you are asked to
move five tables now and six tables later. So, you will create one pipeline
and change it later. This will continue as many times as the organization
needs data for certain tables. Another example could be you have been
asked to move delta/incremental data. This is not a straightforward flow.
You need to tweak the ADF pipeline without changing the existing pipeline
and redeploying, which may cause errors. That’s where you need some
mechanism to manage the ADF pipeline from the outside. This means you
need to control the application flow from a configuration file that resides
outside of the application.

© Sudhir Rawat and Abhishek Narain 2019 265
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Azure Data Factory provides various activities to manage the pipeline
flow. Let’s get started with some action.

Expressions

Programming languages need to be able to get values during runtime

to decide on the code flow. In Azure Data Factory, when the pipeline
executes, you can capture parameter values or system variables to decide
on the flow of the data. There are various system variables and functions
to help achieve this. You can write an expression and evaluate conditions.
Figure 6-1 lists the system variables provided in Azure Data Factory.

4 System Variables

Data factory name
Name of the data factory the pipeline run is running within

Pipeline Name
Name of the pipeline

Pipeline run ID
ID of the specific pipeline run

Pipeline trigger ID
ID of the trigger that invokes the pipeline

Pipeline trigger name
Name of the trigger that invokes the pipeline

Pipeline trigger time
Time when the trigger that invoked the pipeline. The trigger time is the actu..

Pipeline trigger type
Type of the trigger that invoked the pipeline (Manual, Scheduler)

Figure 6-1. System variables
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Functions

There are many functions provided in Azure Data Factory to be used

in an expression. For example, there are various types of functions that
developers can use to get a value, to check whether a dictionary contains

a key, to get a string representation of a data URI, to get an index of a value
in a string, to concatenate strings, and so on. Figure 6-2 shows the different
types of functions available in Azure Data Factory.

4 Functions

¥ Expand All

» Collection Functions
Conversion Functions
Date Functions

Logical Functions

v v w w

Math Functions

» String Functions

Figure 6-2. Functions

Activities

In all programing languages there are ways to control the code flow such
as for loops, if and until statements, and so on. These all help to decide
which part of the code needs to be executed. In Azure Data Factory,

the control flow activities help to set the direction of the data pipeline
execution. For example, the if condition activity provides a way to decide
which activity needs to be executed based on a condition.
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Let’s Build the Flow

Let’s build a solution for AdventureWorks to understand how to use the
features discussed.

AdventureWorks wants to share increment/delta data with a vendor.
The data is stored in different tables of Azure SQL Database. Assume that
the data is getting stored on a daily basis. At first, you'll capture all the data
and store it in Azure Blob Storage. Then each subsequent day, you need to
capture only the delta data from different tables and store it in Azure Blob
Storage. This blob is shared with the vendor. At the end, an e-mail is sent to
the administrator to inform them about the pipeline execution. Figure 6-3
shows the architecture you will build in this chapter.

&

Storage blob Logiz App

Table_ E | Destination Email

Books

B9 rForkach
Employee —_— Source |

ArweSCL Sstase tnstap.

Config

G

Figure 6-3. Azure Data Factory pipeline design for delta data
loading

Let’s start building this architecture.
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Build the Source Database

Here are the steps:
1) Gotohttps://portal.azure.com.
2) Click “Create a resource.”
3) Click Databases.

4) Click SQL Database (see Figure 6-4).

_reate a resource
All services
“ FAVORITES

¥ Dashboard Azure Marketplace Featured

N# Resource groups
Get started
QU

858 All resources

° Recent

Recently created

Compute

‘ App Services

_— MNetworking
s SQL databases

Storage
m Virtual machine:

E
8 virtual mach

Mobile
& Cloud services (classic)

b ¢ Subscriptions

& Azure Cosmos DB

Figure 6-4. Selecting SQL Database

5) Use ADFControlFlow for “Database name.

6) Select the subscription where you want to deploy
Azure SQL Server.

7) Create or select a resource group.

8) Select “Blank database” for “Select source.”
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9) For Server, either create a new server or select an

existing server.
10) Select “Not now” for “Want to use SQL elastic pool”
11) Select the needed pricing tier.
12) Select the default or provide a Collation value.

13) Click Create (see Figure 6-5).

» 5QL Database

SQL Database

Use existing

Basic, 2 GB

0

SOL_Latin1_General CP1_CI_AS

Figure 6-5. SQL Database setup information

14) Once Azure SQL Server is set up, click “Query editor
(preview),” as shown in Figure 6-6, or if you are
familiar with SQL Server Management Studio, then
execute all scripts there.
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™ Export @ Set server firewall

- .
Overview

Activity log
Online
Tags :
9 Location
« Diagnose and solve problems
scription (
4 Quick start

Query editor (preview)

Figure 6-6. SQL query editor

15) Click Login.

16) Select “SQL server authentication” for
“Authorization type.”

17) Provide a login and a password.

18) Click OK (see Figure 6-7).

Activity log

Tags

# Query editor (preview)

Settings

0 Configure

Figure 6-7. SQL query editor login screen
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19) Run the scripts shown in Figure 6-8, Figure 6-9,
Figure 6-10, and Figure 6-11 one by one.

--Create Table to store employee information

CREATE TABLE Employee

(EmpID INT NOT MULL ,
EmpName VARCHAR(5@) NOT NULL,
EmpDesignation VARCHAR(S@) NULL,
EmpDepartment VARCHAR(S@) NULL,
EmpJloining DATETIME NULL,

RecordModifiedDate DATETIME NULL

CONSTRAINT [PK_Employee] PRIMARY KEY CLUSTERED (EmpID)

G0
--Insert records in employee table

INSERT INTO Employee (EmpID, EmpName, EmpDesignation, EmpDepartment, Emploining,RecordModifiedDate)
VALUES

(1, ‘abhishek’, ‘Program Manager', 'PG', GETDATE(),GETDATE() ).

(2, 'Sudhir’, 'Senior Software Engineer’, "CSE-CTE',GETDATE(),GETDATE()),

(3, 'Gandhali', "Software Eng Manager', "CSE- CTE",GETDATE(),GETDATE()).

(4, ‘Shweta®, ‘Software Eng Manager', °"CSE-CTE', GETDATE(),GE {
(5, 'Mani‘', ‘Senior Software Eng’, 'CSE-EE’, GETDATE(),GETDATE())
GO

Figure 6-8. SQL script for table creation and data insertion

--Create book table to store book information

CREATE TABLE [dbo].[Books](
BookID int NOT NULL,
BookName varchar(5@) NULL,
BookCategory varchar(5@) NULL,
BookPrice numeric(18, 2) NULL,
RecordModifiedDate DATETIME NULL
PRIMARY KEY CLUSTERED ( BookID ASC )

) ON [PRIMARY]

GO

--Insert records in books table

INSERT INTO dbo.Books
(BookID, BookName, BookCategory, BookPrice,RecordModifiedDate)

VALUES
(1, 'Microsoft Azure', ‘Computers®, 125.6,GETDATE()),
(2,"'Advanced AI', 'Statistics’, 172.56,GETDATE()),
(3,"'Asp.Net 4 Blue Book', 'Programming’, 56.00,GETDATE()),
(4, 'Visual Studio Code', ‘Programming’, 99.99,GETDATE())
GO

Figure 6-9. SQL script for table creation and data insertion, continued
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--Create a configuration table

CREATE TABLE [dbo].[config](
[Table_Schema] [varchar](200) NULL,
[Table_Name] [varchar](2@@) NULL,
[WatermarkValue] [datetime] NULL

) ON [PRIMARY]

GO

-- Insert records in config table
INSERT INTO [dbo].[config]
([Table_Schema]
,[Table_Name])
VALUES
('dbo", 'Books"),
("dbo", "Employee")
GO

Figure 6-10. SQL script for table creation and data insertion,
continued

--Create stored procedure to update configuration table

CREATE PROCEDURE spupdatewatermark @RecordModifiedtime datetime, @TableName varchar(5e
AS
BEGIN
UPDATE config
SET [WatermarkValue] = @RecordModifiedtime
WHERE [Table_Name] - @TableName
END

Figure 6-11. SQL script for stored procedure creation

Build Azure Blob Storage as the Destination

Follow these steps:
1) Switch to https://portal.azure.com.

2) Click “Create a resource.”
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3) Click Storage.

4) Click “Storage account - blob, file, table, queue”
(see Figure 6-12).

*

8 Dashboard Azure Marketplace Featured

&# Resource groups
Get started

EEE All resources

o Recent
‘ App Services

3 SOl databases

Recently created

m Virtual machines (classic)

Figure 6-12. Azure Blob Storage service selection

5) Provide all the requested information to set up Azure
Blob Storage and click Create (see Figure 6-13).
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Create storage account

JLcorewindows.net

(]

neral purpose v1)

Figure 6-13. Azure Blob Storage selection

6) Once the Azure Blob Storage setup is done, click
“Storage Explorer (preview).”

7) Right-click Blob Containers and click Create Blob
Container (see Figure 6-14).
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- Storage Explorer (preview)

b BLOB CONTAINERS
Overview
FILE SH Create Blob Container

Activity log QUEUE* Refresh

s Access control (IAM)
Tags

Diagnose and solve problems

¥ Storage Explorer (preview)

Figure 6-14. Access Azure Storage Explorer (preview)

8) Provide a name and public access level (see
Figure 6-15).

Container

Name

ontainer (anonymous read access for containers and blobs)

Figure 6-15. Container name and access level screen

9) Click OK.
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Build the Azure Logic App

Follow these steps:
1) Switch to https://portal.azure.com.

2) Click “Create a resource,” then Integration, and then
Logic App (see Figure 6-16).

1
=~ Create a resource

All services
% FAVORITES

B8 Dashboard Azure Marketplace Featured
%¢ Resource groups
o Get started
222 All resources
Recently created
o Recent
Compute
. App Services
Networking
%8 SOL databases -
Storage
B virtual machines (classic)
Web
! Virtual machines
Mobile
& Cloud services (classic) .
Containers

? su bscriptions

Databases

& Azure Cosmos DB )
Analytics

-
s, SOL servers - P
Al + Machine Learning

0 Azure Active Directory

. Monitor

Figure 6-16. Azure Logic App service selection
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3) Provide a name, select your subscription, create or
select a resource group, select the right location,
enable or disable Log Analytics, and click Create
(see Figure 6-17).

Create logic app

‘ You can add triggers aj ctions ...
your Logic App after creation.

Figure 6-17. Azure Logic App service creation

4) Once the Azure Logic App is created, click Edit (see
Figure 6-18).
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P RunTrigger () Refresh

)
=] Activity log
a1 Access control (IAM)

Tags

Figure 6-18. Clicking Edit

5) Select “When a HTTP request is received” from the
Logic Apps Designer (see Figure 6-19).

Logic Apps Designer

Start with a common trigger
Pick from one of the most commonly used triggers, then orchestrate any number of actions using the rich ¢

When a message is When a HTTP
B received in a Service
: Bus queue

Recurrence When a new email is
() 0 received in

Figure 6-19. Azure Logic App trigger selection

request is received
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6) Click “+ New step” (see Figure 6-20).

When a HTTP request is received

HTTP POST URL URL will be generated after save D

Using the default values for the parameters. Edit

+ New step

Figure 6-20. Azure Logic Apps Designer

7) Click Office 365 Outlook. If you want to use another
e-mail provider like Gmail, you can (see Figure 6-21).

Choose an action X

‘ /O iSearch connectors and actions ‘

Al Built-ins Connectors Enterprise Custom

E B B B 8 aQon

Contral Service Bus SQL Server Azure Office 365 Azure Blob
Functions Qutlook Storage

w®

Figure 6-21. Azure Logic App action selection

8) Click “Send an email” (see Figure 6-22).
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l

When a HTTP request is received

E Office 365 Outlook

& send

Triggers Actions

Send an email
Office 365 Outlook

Figure 6-22. Azure Logic App action configuration

9) Click “Sign in” (see Figure 6-23).

w
E Office 365 Outlook

Sign in to create a connection to Office 365 Outlook.

Figure 6-23. Azure Logic App Outlook authentication link
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This opens a new page to authenticate.

10) Configure the e-mail settings and click Save (see

Figure 6-24).

E When a HTTP request is received

E Send an email
*To

* Subject
*Body
Show advanced options ™"

“onnacted to

Specify email addresses separated by semicolons like someone@contoso.com

Spedily the subject of the mail

Specify the body of the mail

Change connection

Figure 6-24. Azure Logic App Olffice 365 Outlook e-mail

configuration

11) Once the Logic App is saved,
POST URL (see Figure 6-25).

When a HTTP request is received

you can view the HTTP

HTTP POST URL https://,

a.logic.azure.com:443/workflows/8d025...

Figure 6-25. Azure Logic App HTTP POST URL

12) Add the value shown in Figure 6-26 in Request Body

JSON Schema.
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"object",

r
1

Iltype|| .
"properties":
"pipeline_run_time":

¥

"data_ factory name":

—
—

"type": "string"

“type“: "Str‘ing"

r
1

r

1

Figure 6-26. JSON schema

13) The screen will look like Figure 6-27 after entering

the value.

When a HTTP request is received

HTTP POST URL

https://

Jogic.azure.com:443/workflows/c20cee... |D

Request Body JSON Schema

{

"type": "object",
"properties": {

"pipeline_run_time": {
"type": "string"

})

"data_factory_name": {
"type": "string"

}

Use sample payload to generate schema

Show advanced options

I

m Send an email

Figure 6-27. Azure Logic App HTTP request body configuration
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14) Inthe “Send an email” activity, add a custom
message adding dynamic content, as shown in
Figure 6-28.

E Send an email @ -

Hey,
Data Factoy Mame data factory n.. x run on

B pipeline_run_ti.. x

Thanks, Dynamic content  Expression
From

ADFVZ, Contral Flow ,o Search dynamic content

*Subject ADF Pipeline Execution Report

Wher squest is rece
data_factory_name
Show advanced options *
ed oplio pipeline_run_time

Connected to sudhiraw@microsoft.oom.  Change connection,

rawatsudhir@gmail.com

Figure 6-28. Azure Logic App adding dynamic content

Build the Azure Data Factory Pipeline

Follow these steps:

1) From the Azure portal, click Azure Data Factory
services, and click Author & Monitor. If you haven't
set up Azure Data Factory yet, then please refer to
the previous chapters to set up the ADF service.

2) Inthe Author & Monitor Ul, click Connection and +
New (see Figure 6-29).
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Y Filter Resources x ~ 4 R e
@D Pipelines i -
-+ New
EE Datasets v
Name %

Figure 6-29. Azure Data Factory new connection

3) Create two connections: one for Azure SQL

Database (the service created earlier) and another

MANAGING FLOW

for Azure Blob Storage (the service created earlier).

Please refer to Chapter 5 if you are not sure how
to create connections. Once you have created the
connections, the screen will look like Figure 6-30.
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=+ New
Name ¢ Actions Type &
m AzureStoragel j |i| @[ Azure Storage
& cfsourcesql g W Azure SQL Database

Figure 6-30. Azure Data Factory connections

4) Let’s create datasets. Click + and then Dataset (see
Figure 6-31).

Factory Resources v X

Y Filter Resources x ~ |4

@ Pipel @y pipeline |

pipeli
» 1

Figure 6-31. Azure Data Factory dataset option

&8 Dataset

5) Select Azure SQL Database and click Finish (see
Figure 6-32).
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New Dataset X

g |p =

Agure S0L Database

cassandra COMCUR
Comman Data Service fo

Caszandra Apps Concur (Preview)

@ @ A

Couchbase (Preview) D82 Drill (Preview)

Agure Table Storage

=

Figure 6-32. Azure Data Factory Azure SQL Database selection

6) On the General tab, provide a name and add a
description.

7) On the Connection tab, select the connection you
created earlier for “Linked service.” Don’t choose
any value for Table (see Figure 6-33).

General Connection Schema Parameters

Linked service * cfsourcesgl * @ Test connection & Edit

Table Select... v O Refresh &> Preview data
[edit @

+ New

Figure 6-33. Azure Data Factory Azure SQL database
configuration
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8) Let’s create a dataset for Azure Blob Storage. Click +
and then Dataset (see Figure 6-34).

Factory Resources v 5

Y Filter Resources x ~ |4

0D Pipel gy Ppipeline |

pipeli
» 1

Figure 6-34. Azure Data Factory Dataset option

&8 Dataset

9) Select Azure Blob Storage and click Finish (see
Figure 6-35).
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New Dataset X
Select a Data Store £

o H
Al Azure Database File Generic Protocol MNoSQOL  Services and apps

Lo

Amazon Marketplace Web

Senvice (Preview) Amazon Redshift Amazon 53
( 4
.
\
+
Apache Impala (Preview) Azure Blob Storage Azure Cosmos DB

—

w w

Cancel Finish |

Figure 6-35. Azure Data Factory Azure Blob Storage dataset
selection

|
i

10) On the General tab, provide a name and add a
description.

11) On the Parameters tab, click New and provide a
variable name for Name, select String for Type, and
leave Default Value blank (see Figure 6-36).
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; Azure Blob Storage
SinkBlobStorage

General Connection Schema Parameters

+ New

(]  w~ame TYPE DEFAULT VALUE
foldername String - Value

Figure 6-36. Azure Data Factory dataset configuration

12) On the Connection tab, select the linked service you

created earlier.

13) Provide a container in “File path” and click the file
name area to add the parameter.

14) Select the parameter name and click Finish (see
Figure 6-37).
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Add Dynamic Content X

@dataset().foldername

Clear Contents
£ +

Use expressions, functions or refer to system variables.

4 Functions
¥ Expand All
¥ Collection Functions
» Conversion Functions
Date Functions

Logical Functions

v v w

Math Functions

» String Functions

4 Parameters

foldername

co

Figure 6-37. Azure Data Factory parameter listing

15) Select “Text format” for “File format.” The screen will
look like Figure 6-38.
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Azure Blob Storage
SinkBlobStorage

General Connection Schema Parameters
Linked service * AzureStorage1 * @ Test connection & Edi
File path sinkblobstorage / @dataset Browse
().foldernam
e
Compression Type MNone -
[ ginary Copy ®

4 File Format Settings

File format Text format - ® Detect Text Format (D)

Figure 6-38. Azure Data Factory dataset configuration

16) Let’s create a dataset for the config table in Azure
SQL. Click + and then Dataset (see Figure 6-39).

Factory Resources v

Y’ Filter Resources x « -|—I

0D Pipel g Pipeline |

pipeli
» 1

Figure 6-39. Azure Data Factory Dataset option

&H Dataset |
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17) On the General tab, provide a name and add a
description.

18) On the Connection tab, select the Azure SQL
connection created earlier. Provide [dbo].[config] for
Table (see Figure 6-40).

Azure SQL Database
watermark
General Connection Schema Parameters
Linked service * cfsourcesql v @ Test connection & Edit
Table [dbo].[config] 62 Preview data
HEeai O

“+ New

Figure 6-40. Azure Data Factory dataset configuration

19) Once the dataset is set up, let’s create a pipeline.
Click + and then Pipeline.

20) On the General tab, provide a name and add a
description.

21) On the Parameters tab, click + New and create a new
parameter, as shown in Figure 6-41.
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General Parameters Output

+ New | |

O] name TYPE DEFAULT VALUE
tablenames Array - Value

Figure 6-41. Azure Data Factory parameter setting

22) Drag and drop a ForEach activity (in Iteration &

Conditionals), as shown in Figure 6-42.

a(‘; Activities ¥+ + Validate

0

» Batch Service
» Databricks

» Move & Transform

[> Debug G}, Trigger

O

HT ForEachSourceTable

g W d b &
» Data Lake Analytics
» General
» HDInsight
+ . ol r°\1 'y Ot gE
4 lteration & Conditionals a2 Soew b oo
S’ Filter General Settings Activities
B9 ForEach
Name * ForEachSourceTal
&% If Condition
Description
+] Until

Figure 6-42. Adding a ForEach activity
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23) On the General tab, provide a name and add a
description.

24) In Settings, provide “@pipeline().parameters.
tablenames” for Items (see Figure 6-43).

General Settings Activities (0) User Properties
Sequential ]
Batch count @
Items * @pipeline().parameters.tablenames

Add dynamic content [Alt+P]

Figure 6-43. Azure Data Factory configuring activity

25) Under Activities (0), click “Add activity.”

26) Drag and drop the Lookup activity (see Figure 6-44).

» Move & Transform
» Data Lake Analytics Lookup

4 General

@8 Execute Pipeline

-
]
.l
4

§
Je

(M

OGetMetadata € — EI

r==
1

r
=
"

[P |
Q, Lookup

:Q: LookupNewwatermark

4]
«0
0=

Figure 6-44. Adding a Lookup activity
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27) On the General tab, provide a name
(LookupNewwatermark) and add a description.

28) In Settings, select “Azure SQL dataset” for Source
Dataset, and select Query for Use Query. Provide
the following code in the Query area to get a new
watermark:

select MAX(@{item().WaterMark Column}) as
NewhWatermarkvalue from  @{item().TABLE_NAME}

29) Select “First row only.” The screen will look like

Figure 6-45.
General Settings User Properties
Source Dataset * & F2SourceDS v ¢ Edit
Use Query Table ® Query  Stored Procedure

select MAX(@{item().WaterMark_Column})
Query as NewWatermarkvalue from @{item
().TABLE_NAME}

First row only [~

Figure 6-45. Azure Data Factory activity configuration

30) Drag and drop another Lookup activity (see
Figure 6-46).
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» Data Lake Analytics

4 General

Lookup

]
:Q: LookupOldwatermark

§2§ Execute Pipeline

r.A [ | r37
(D Get Metadata + — 8 = o Ix 74
L
2y Lookup General Settings 4

Figure 6-46. Adding another Lookup activity

31)

32)

33)

34)

35)

On the General tab, provide a name
(LookupOldwatermark) and add a description. Let’s
use the default values for the rest of the properties.

On the Settings tab, select the “watermark” dataset
for Source Dataset.

Select Query for Use Query.

Provide the following query in the Query area:

select Table Name, WatermarkValue from Config where
Table Name = '@{item().TABLE NAME}'

Select “First row only.” The screen will look like
Figure 6-47.
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General Settings User Properties
Source Dataset * & watermark > £ Edit
Use Query Table ® Query  Stored Procedure

select Table_Name, WatermarkValue from
Query Config where Table_Name = '@{item
().TABLE_NAME}'

First row only

Figure 6-47. Azure Data Factory activity configuration

36) Drag and drop the Copy Data activity (in Move &
Transform). Connect both previous activities to the
Copy Data activity (see Figure 6-48).

» Batch Service :C\: LookupOldwatermark

» Databricks 0} D @ Copy Data

4 Move & Transform Bd ii getData
®§ Copy Data Lookup

» Data Lake Analytics :O\: LookupMNewwatermark

» General + — 8 b IX 75 o]

Figure 6-48. Adding a Copy Data activity

37) On the General tab, provide a name (getData) and
add a description. Let’s use the default values for the
rest of the properties.

38) On the Source tab, select “Azure SQL dataset” for
Source Dataset. Select Query for Use Query.
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39) Provide the following query for Query:

select * from @{item().TABLE_NAME} where @{item().
WaterMark Column} > '@{activity('LookupOldwatermark"').
output.firstRow.WatermarkValue}' and @{item().
WaterMark Column} <= '@{activity('LookupNewwatermark"').
output.firstRow.NewhWatermarkvalue}'

The screen will look like Figure 6-49.

General Source Sink Mapping Settings
Source Dataset * &y F2SourceDS - 7
Use Query Table ® Query  Stored Procedure

select * from @{item(). TABLE_NAME}
where @f{item().WaterMark_Column} > '@
{activity
('LookupOldwatermark’).output.firstRow.W
atermarkValue}' and @{item
().WaterMark_Column} <= "@f{activity
('LookupNewwatermark').output.firstRow.
NewWatermarkvalue}'

Query

Figure 6-49. Copy Data activity source configuration

40) On the Sink tab, select Azure Blob Storage for Sink
Dataset.

41) Provide the following for the folder name:

@CONCAT (item().TABLE_NAME, pipeline().RunId, '.txt")
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The screen will look like Figure 6-50.

General Source Sink Mapping Settings User Properties

Sink Dataset * B= SinkBlobStorage v £ Edit =+ New

4 Dataset Properties()
NAME VALUE

foldername @CONCAT(item().TABLE_NAME,

pipeline().Runld, ".txt")

Figure 6-50. Copy Data activity sink configuration

42) Drag and drop the Stored Procedure activity and

connect it from the Copy Data (getData) activity (see
Figure 6-51).

Valdate > mBug Ua Trigger
» Move & Transform
0D pipeiinel = B ForEachSourceTable
» Data Lake Analytics
Lookup
4 General a o Stored Procedure
LO\J LookupOldwatermark . J —
s Execute Pipeline r UpdateConfigTable 1
> g gemat i
etData
(© Get Metacata 89 5@ b @&
] Leokup
— Execute SSIS
Package
@Sl:redProczdum + — EI H :q: [}E EIE' .!

Figure 6-51. Stored Procedure activity

43) On the General tab, provide a name
(UpdateConfigTable) and add a description. Let’s
use the default values for rest of the properties.
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44) Under SQL Account, select “Azure SQL connection”
for “Linked service” (see Figure 6-52).

General SQL Account Stored Procedure User Properties

Linked service * cfsourcesql » () @ Testconnection

Figure 6-52. Stored Procedure activity configuration

45) Provide “[dbo].[spupdatewatermark]” for “Stored
procedure name.”

46) Click + New for “Stored procedure parameters.”
Create the parameters listed in Table 6-1.

Table 6-1. Azure Data Factory Parameter Configuration

Name Type Value

RecordModifiedtime DateTime @f{activity(‘LookupNewwatermark’).output.
firstRow.NewWatermarkvalue}

TableName String @({activity(‘LookupOldwatermark’).output.
firstRow.Table_Name}

47) After creating the parameters, the screen will look
like Figure 6-53.
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General SQL Account Stored Procedure User Properties
4 Details
Stored procedure name * [dbo].[spupdatewatermark]

Eedic ©

Import parameter

Stored procedure parameters (i)

+ New
] ~ame TYPE VALUE
RecordModifiedtime DateTime @factivity
(‘LookupNewwatermark’).output first
Row.NewWatermarkvalue}
TableName String @factivity

(‘LookupOldwatermark’).output.firstR
ow.Table_Name}

Figure 6-53. Stored Procedure activity parameter configuration

48) Drag and drop the Web activity and connect it to the

Stored Procedure (UpdateConfigTable) activity (see
Figure 6-54).

b Databricks

o valicmte [ Debug Gl Trgger
* Move & Transform
00 pipetnel = [ ForEachSourceTable
» Data Lake Anabytics
Lookup.
4 Genaral

[ ]
E uo‘a LocupOhietemmartc Copy Data Stored Procedure Wets
B Excoste Pipekoe -

@ Get Metazata l
o =
8 Lookup

Bxecute S35

G Fackage

Stored Procedure | [0

Figure 6-54. Stored Procedure activity parameter
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49) On the General tab, provide a name
(UpdateConfigTable) and add a description. Let’s
use the default values for rest of the properties.

50) On the Settings tab, provide the URL (copied from
the Azure logic apps).

51) Select POST for Method.

52) Add the following value in Body:

{
pipeline run time: @{pipeline().TriggerTime},
data_factory name:@{pipeline().DataFactory}
}
The screen will look like Figure 6-55.
General Settings User Properties
URL * https:// Jogic.azure.c
Method * POST A
Headers KEY VALUE
No headers specified
-+ Add header

Figure 6-55. Azure Data Factory web activity configuration
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53) The final pipeline will look like Figure 6-56.

Lookup

Q,, LookupOidwatermark

Lookup

| ]
:CL: LookupNevavatermark

. -

Copy Data Stored Procedure Web

- > n .
g getData = updateContigTable (0 SendEmailAdmin

Figure 6-56. Azure Data Factory pipeline

54) Click Publish All.

55) Click Trigger and then “Trigger now.

56) Provide the following value for the tablenames

parameter:
[
{
"TABLE_NAME": "Employee",
"WaterMark_Column": "RecordModifiedDate"
1
{
"TABLE_NAME": "Books",
"WaterMark Column": "RecordModifiedDate"
}

]

The screen will look like Figure 6-57.
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Pipeline Run X
Parameters
Mame Type Value

tablenames Array L

“WaterMark Column": "Recor
dModifiedDate”
b
{
“TABLE_NAME": “Books",
“WaterMark_Column”; "Recor
dModifiedDate”
}
| v

oo

Figure 6-57. Azure Data Factory parameter passing

57) Click Finish.

58) Click Monitor and click to drill down to see each
activity run. All activity except the main activity
(ForEachSourceTable) will run twice because you
passed two tables to load data (see Figure 6-58).
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Activity Runs
Pioeline Run ID 285k 443de5
A1 Succeeded  InProgiess  Failed  Cancelle
_mmq- Name Activity Type Actions Run Start Duraticn Status Integration Runtime User Properties Run|
SendEmalAdmin WebActhity = = 00:00:01 @ succeeded  Unknown 74
SendEmatadmin WehActhity 4= 000001 @ Succesded  Uninasn bisd
ale 2 edP ae W @ sucoreded  DefaulinsegationRentime (Southeast Asia s
able edProcec 4] [+ 000005 @ Succeeded Defaultintegrationfuntime (Southeast Asia) 2aig
geiliata Copy FORC D001 @ Succeeded  DelaultintegrationRuntime (Southeast Asls) sy
geilata Copy EORC ) 0000016 @ succesded  DefaultintegrationRuntime (Southeast Aslx) fedel
LockupNewnatemar Lookup + = 000017 @ succeeded  DefaultinbegrationRantime (Southeast Asis) 37
Lockup{idwatermack Lockup Eilcy D000 @ sucoeeded  DelaultintegeationRastime (Southeast Asis) a
LookupOidwatermark Loskup a6 000017 @ succeeded  Dwfaultintegrationfantime (Southeatt Asia) ofag
LockupNewmatemrark Lockup a4 00007 @ succeeded  DefaultintegrationRuntime (Southeast Asis) ddof
ForfachSourceTable Forfach Il 000055 @ Succesded  Unknown 4334

Figure 6-58. Azure Data Factory monitoring

59) In Azure Blob Storage, you will find two files, as
shown in Figure 6-59.

— = v ‘] sinkblobstorage

Name ~ | Last Modified Blob Type Content Type Size Lease State
[ Booksa85bf2b5-5168-4486-0aec-8e5436443deS it Block Blob  application/octet-stream 262 B
[ Employeeadsbiabs-5168-4486-Ba0c-Be5436443des tut Block Blob  application/octet-stream 484 B

Figure 6-59. Azure Data Factory output

60) Open the files to look at the data (see Figure 6-60).

] Employeea85bf2b5-5168-4486-9aec-8e5436443de5.txt - Notepad

File Edit Format View Help
1,Abhishek,Program Manager,PG,2018-08-29 15:03:27.9800000,2018-08-29
2,Sudhir,Senior Software Engineer,CSE-CTE,2018-08-29 15:03:27.980000¢
3,Gandhali,Software Engineer Manager,CSE-CTE,2018-08-29 15:03:27.980€ |
4,Shweta,Software Engineer Manager,CSE-CTE,2018-08-29 15:03:27.98000€
5,Mani,Senior Software Engineer,CSE-EE,2018-08-29 15:03:27.9800000,2¢

E Booksa85bf2b5-5168-4486-9aec-8e5436443deS.txt - Notepad - O X

File Edit Format View Help

1,Microsoft Azure,Computers,125.60,2018-08-29 18:29:01.3800000
2,Advanced AI,Statistics,172.56,2018-08-29 18:29:01.3800000
3,Asp.Net 4 Blue Book,Programming,56.00,2018-08-29 18:29:01.3800000
4,visual studio Code,Programming,99.99,2018-08-29 18:29:01.3800000

Figure 6-60. Azure Data Factory output
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61) Check the e-mail account; you should see an e-mail
like in Figure 6-61.

ADF Pipeline Execution Report o nboxx

to -

Hey,
Data Factoy Name testadf run on 2018-09-04T02:37:57.3017173Z

Thanks.
From
ADFV2, Control Flow

Hey,
Data Factoy Name testadf run on 2018-09-04T02:37:57.30171732

Thanks.

From
ADFV2, Control Flow

. Reply ®» Forward

Figure 6-61. Azure Data Factory pipeline execution report e-mail

62) In Azure SQL Server, check the WatermarkValue
config table (see Figure 6-62).

=Select * from config
10% ~

B Resuts gl Messages
| SO | VA | TSt

1 |dbo | Books 2018-08-29 18:29:01.380

2 o Employee  2018-08-29 15:03:27.980

Figure 6-62. Watermark value update
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Let’s insert some more records in the tables.

1) Run the code shown in Figure 6-63 to insert records
into an Azure SQL table.

--Insert a record in Books table
INSERT INTO dbo.Books

(BookID,BookName, BookCategory, BookPrice,RecordModifiedDate)
VALUES

(5, 'Operationalize ADF Pipeline’, "Computers’', 525.6, GETDATE())
GO

--Insert a record in Employee table
INSERT INTO Employee
(EmpID, EmpName, EmpDesignation, EmpDepartment, EmpJloining,RecordModifiedDate)
VALUES
(6, "Jason', 'Senior Content Writer', 'PG"', GETDATE(), GETDATE())
Go

Figure 6-63. SQL script for data insertion

2) Run an Azure Data Factory pipeline.

3) Look Azure Blob Storage and you will find two more
files (selected in Figure 6-64).

Name Last Modified ¥ | Blob Type Content Type Size

) BooksdObOB8S!-c817-4391-ad?a-ceBc4750b857.txt 9/4/2018, 216207 PM Block Blob application/octet-stream

B Employeed0b0888I-c817-4391-ad2a-ceBcA750b8S7.xt  9/4/2018, 2:16:07 PM Block Blob applicationfoctet-stream
[} Booksa8Sbf2b5-5168-4486-2aec-0e5436443de5.0a 9/4/2018,12:38:23 PM  Block Blob  application/octet-stream
D Employeea83bf2b5-5168-4486-9aec-8e5436443deS.xt  9/4/2018, 12:38:22 PM  Block Blob application/octet-stream

Figure 6-64. Azure Data Factory output

4) Open the files to see the new data (see Figure 6-65).
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e

File Edit Format View Help
5,0perationalize ADF Pipeline,Computers,525.60,2018-09-04 04:14:40.1130000
| Employeed0b0888f-c817-4391-ad2a-ceBc4750b857 txt - Notepad

File Edit Format View Help

6,J)ason,Senior Content Writer,PG,2018-09-04 04:14:28,3000000,2018-09-04 04:14:28. 3000000

0

Figure 6-65. Azure Data Factory output data

5) Check the watermark values in the config table (see
Figure 6-66).

Select * from config
110% ~

fH Results @ﬁ Messages
Table_Schema | Table_Name WatermarkValue

......................................

1 {dbo | Books 2018-09-04 04:14:40.113
2 dbo Employee  2018-09-04 04:14:28.300

Figure 6-66. Watermark value update

You built a solution to understand how the flow can be handled within

Azure Data Factory. There are other functions and activities that can be

used on a case-by-case basis.

Summary

In this chapter, you learned about managing the data pipeline flow and

learned how to use expressions, functions, and activities to control the data

flow in Azure Data Factory.
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CHAPTER 7

Security

Data is both an asset and a potential liability. As we move data to the
cloud, it becomes highly important to understand the various stages that
the data goes through so you can understand the security risks and plan
mitigations in case of issues. In this chapter, you will investigate the various
security mechanisms that Azure Data Factory provides to secure your data.

Overview

Azure Data Factory management resources are built on the Azure security
infrastructure, and they use all the possible security measures offered by
Azure. Azure Data Factory does not store any data except for the metadata
information such as the pipeline, the activity, and in some cases the
linked service credentials (connections to data stores) that are using the
Azure integration runtime and are encrypted and stored on ADF managed
storage.

Azure Data Factory has been certified for the following: HIPAA/
HITECH, ISO/IEC 27001, ISO/IEC 27018, CSA STAR.

If you're interested in Azure compliance and how Azure secures its
own infrastructure, visit the Microsoft Trust Center (http://aka.ms/
azuretrust).

This chapter will cover authentication, credential management, data
security in transit and at rest, and network security, as well as both on-
premises to cloud (hybrid) and cloud to cloud scenarios (Figure 7-1).
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Command
Channel

poo mﬂ
» Wga

Local

Figure 7-1. Data channel and command channel in ADE The data
channel is used for the actual data movement, while the command
channel is required only for communication within the ADF service.

Cloud scenario: In this scenario, both your source
and your destination are publicly accessible through
the Internet. These include managed cloud storage
services such as Azure Storage, Azure SQL Data
Warehouse, Azure SQL Database, Azure Data Lake
Store, Amazon S3, Amazon Redshift, SaaS services
such as Salesforce, and web protocols such as
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FTP and OData. Find a complete list of supported
data sources at https://docs.microsoft.com/
en-us/azure/data-factory/copy-activity-
overview#supported-data-stores-and-formats.

Hybrid scenario: In this scenario, either your source
or your destination is behind a firewall or inside an
on-premises corporate network. Or, the data store is
in a private network or virtual network (most often
the source) and is not publicly accessible. Database
servers hosted on virtual machines also fall under
this scenario.

Cloud Scenario

This section explains the cloud scenario.

Securing the Data Credentials

Let’s begin with securing the data store credentials (Figure 7-2).

Credential Management

by Azure Data Factory
(Data Store, Compute Linked Service)

Self-hosted
Integration Runtime

Azure Integration
Runtime

Integration Runtime Type

On-premise
(Encrypted using
Windows DPAPI)

On-cloud
(Encrypted by ADF)

On-cloud
(Encrypted by ADF)

Credential Store Location

Azure Key Vault

Figure 7-2. Data store credential storage options in ADF
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o Store the encrypted credentials in an Azure Data
Factory managed store. Azure Data Factory helps
protect your data store credentials by encrypting
them with certificates managed by Microsoft. These
certificates are rotated every two years (which includes
certificate renewal and the migration of credentials).
The encrypted credentials are securely stored in an
Azure storage account managed by Azure Data Factory
management services. For more information about
Azure Storage security, see the Azure Storage security
overview at https://docs.microsoft.com/en-us/
azure/security/security-storage-overview.

e You can also store the data store’s credentials in
Azure Key Vault. Azure Data Factory retrieves the
credentials during the execution of an activity. For
more information, see https://docs.microsoft.com/
en-us/azure/data-factory/store-credentials-in-
key-vault.

Data Encryption in Transit

Data is always encrypted in transit. It depends on different data stores on
what protocol is used for the connectivity. If the cloud data store supports
HTTPS or TLS, all data transfers between Azure Data Factory and the cloud
data store will be via a secure channel of HTTPS or TLS. TLS 1.2 is used by
Azure Data Factory.
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Data Encryption at Rest

Azure Data Factory relies on the corresponding data stores to keep your

data encrypted. ADF recommends enabling a data encryption mechanism

for the data stores that support it.

Azure SQL Data Warehouse: This supports Transparent
Data Encryption (TDE), which helps protect against
the threat of malicious activity by performing real-time
encryption and decryption of your data. This behavior
is transparent to the client.

Azure SQL Database: Azure SQL Database supports
TDE, which helps protect against the threat of
malicious activity by performing real-time encryption
and decryption of the data, without requiring changes
to the application. This behavior is transparent to the
client.

Azure Storage: Azure Blob Storage and Azure Table
Storage support Storage Service Encryption (SSE),
which automatically encrypts your data before
persisting to storage and decrypts it before retrieval.

Azure Data Lake Store (Genl/ Gen2): Azure Data

Lake Store provides encryption for data stored in the
account. When encryption is enabled, Azure Data Lake
Store automatically encrypts the data before persisting
and decrypts it before retrieval, making it transparent
to the client that accesses the data.

Amazon §3: This provides the encryption of data at rest
for both the client and the server.

Amazon Redshift: This supports cluster encryption for
data at rest.
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e Azure Cosmos DB: This supports the encryption of data

atrest and is automatically applied for both new and

existing customers in all Azure regions. There is no

need to configure anything.

o Salesforce: Salesforce supports Shield Platform

Encryption, which allows encryption of all files,

attachments, and custom fields.

Hybrid Scenario

Hybrid scenarios require the self-hosted integration runtime to be

installed in an on-premises network, inside a virtual network (Azure),

or inside a virtual private cloud (Amazon). The self-hosted integration

runtime (Figure 7-3) must be able to access the local data stores. For more

information about the self-hosted integration runtime, see https://
docs.microsoft.com/azure/data-factory/create-self-hosted-

integration-runtime.

On-Premise

Firewall Border

@
m7

Integration Runtime
Data Store (Self: )

L]

Public Internet Border

Command Channel

Figure 7-3. Hybrid setup using the self-hosted integration runtime to
connect on-premise data stores
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The command channel allows for communication between data
movement services in Azure Data Factory and the self-hosted integration
runtime. The communication contains information related to the activity.
The data channel is used for transferring data between on-premise data

stores and cloud data stores.

On-Premise Data Store Credentials

The credentials for your on-premise data stores are always encrypted and
stored. They can be either stored locally on the self-hosted integration
runtime machine or stored in Azure Data Factory managed storage.

You can also use Azure Key Vault and reference the keys/secrets in
Azure Data Factory. This helps in building a centralized credential store for

all apps and reduces the manageability.

» Store credentials locally. The self-hosted integration
runtime uses Windows DPAPI to encrypt the sensitive
data and credential information.

o Store credentials in Azure Data Factory
managed storage. If you directly use the Set-
AzureRmDataFactoryV2LinkedService cmdlet with
the connection strings and credentials inline in the
JSON, the linked service is encrypted and stored in
Azure Data Factory managed storage. The sensitive
information is still encrypted by certificates, and
Microsoft manages these certificates.

e Store credentials in Azure Key Vault (AKV). Credentials
stored in AKV are fetched by ADF during runtime.

Figure 7-4 shows the options.
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Credential Management
by Azure Data Factory
(Data Store, Compute Linked Service)

Self-hosted
Integration Runtime

Azure Integration

Integration Runtime Type Runtime

On-premise
Azure Key Vault (Encrypted using
Windows DPAPI)

On-cloud
(Encrypted by ADF)

On-cloud
(Encrypted by ADF)

Azure Key Vault

Figure 7-4. Data store credential storage options in ADF

Encryption in Transit

All data transfers are via the secure channel of HTTPS and TLS over TCP
to prevent man-in-the-middle attacks during communication with Azure
services.
You can also use an IPSec VPN or Azure ExpressRoute to further secure
the communication channel between your on-premise network and Azure.
Azure Virtual Network is a logical representation of your network in the
cloud. You can connect an on-premise network to your virtual network by
setting up an IPSec VPN (site-to-site) or ExpressRoute (private peering).
Table 7-1 summarizes the network and self-hosted integration runtime
configuration recommendations based on different combinations of
source and destination locations for hybrid data movement.

318



CHAPTER 7  SECURITY

Table 7-1. Network and Self-Hosted Integration Runtime
Configuration

Source Destination Network Integration Runtime Setup
Configuration
On- Virtual machines  IPSec VPN (point-to-  The self-hosted integration
premises  and cloud services site or site-to-site)  runtime can be installed
deployed in virtual either on-premises or on an
networks Azure virtual machine in a

virtual network.

On- Virtual machines  ExpressRoute The self-hosted integration

premises  and cloud services (private peering) runtime can be installed
deployed in virtual either on-premises or on an
networks Azure virtual machine in a

virtual network.

On- Azure-based ExpressRoute (public The self-hosted integration
premises  services that have peering) runtime must be installed
a public endpoint on-premises.

Figure 7-5 and Figure 7-6 show the use of the self-hosted integration
runtime for moving data between an on-premises database and Azure
services by using ExpressRoute and IPSec VPN (with Azure Virtual
Network).

319



CHAPTER 7  SECURITY

—

'
' '
i [

'

; Express Route

[ Private Peering ',
| -9 onrs
i Data Channel

Integraticn Runtime Auure Managed

(Self-hosted) Storage Services
i
i Data Store E
i '
'
i H
} m_('urpomlt Newwork I !
B fivitoder T e e
Azure Virtual
Netwark

Lecal
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Figure 7-6. IPSec VPN setup for accessing the on-premise data
stores
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Considerations for Selecting Express Route or VPN

Express Route is a better choice as it is safer and gives you dedicated
bandwidth, at an additional cost.

The self-hosted IR can be set up either on-premises or on an Azure VM
to access your data stores. I personally prefer setting it up on an Azure VM
for the ease of manageability and network setup.

If you set up the self-hosted IR on-premises, then you need to
grant access from your on-premises networks to your storage account/
data sources with an IP network rule. In addition, you must identify
the Internet-facing IP addresses used by your network. If your network
is connected to the Azure network using ExpressRoute, each circuit is
configured with two public IP addresses at the Microsoft edge that are
used to connect to Microsoft services like Azure Storage using Azure public
peering. To allow communication from your circuit to Azure Storage, you
must create IP network rules for the public IP addresses of your circuits. To
find your ExpressRoute circuit’s public IP addresses, open a support ticket
with ExpressRoute via the Azure portal.

Firewall Configurations and IP Whitelisting
for Self-Hosted Integration Runtime
Functionality

In an enterprise, a corporate firewall runs on the central router of the

organization. Windows Firewall runs as a daemon on the local machine in
which the self-hosted integration runtime is installed (Figure 7-7).
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Corporate Hrewa

Figure 7-7. Firewall configurations and IP whitelisting
requirements

Table 7-2 provides outbound port and domain requirements for
corporate firewalls.
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Table 7-2. Outbound Port and Domain Requirements

Domain Names

Outbound Description

Ports

*,servicebus.windows.net

* frontend.clouddatahub.net

download.microsoft.com

*,core.windows.net

*.database.windows.net

443

443

443

443

1433

Required by the self-hosted
integration runtime to connect
to data movement services in
Azure Data Factory.

Required by the self-hosted
integration runtime to connect
to the Azure Data Factory
service.

Required by the self-hosted
integration runtime for
downloading the updates. If you
have disabled auto-updates,
then you may skip this.

Used by the self-hosted
integration runtime to connect
to the Azure storage account
when you use the copy feature.

(Optional) Required when you
copy from or to Azure SQL
Database or Azure SQL Data
Warehouse. Use the staged
copy feature to copy data to
Azure SQL Database or Azure
SQL Data Warehouse without
opening port 1433.

(continued)
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Table 7-2. (continued)

Domain Names Outbound Description
Ports
*_azuredatalakestore. 443 (Optional) Required when you
netlogin.microsoftonline. copy from or to Azure Data
com/<tenant>/oauth2/token Lake Store.
download.microsoft.com 443 Used for downloading the
updates.

At the Windows firewall level (in other words, the machine level),
these outbound ports are normally enabled. If not, you can configure the
domains and ports accordingly on the self-hosted integration runtime
machine. Port 8060 is required for node-to-node communication in the
self-hosted IR when you have set up high availability (two or more nodes).

IP Configurations and Whitelisting in Data Stores

Some data stores in the cloud also require that you whitelist the IP address
of the machine accessing the store. Ensure that the IP address of the self-
hosted integration runtime machine is whitelisted or configured in the
firewall appropriately.

Proxy Server Considerations

If your corporate network environment uses a proxy server to access

the Internet, configure the self-hosted integration runtime to use the
appropriate proxy settings (see Figure 7-8). You can set the proxy during
the initial registration phase.
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A Microsoft Integration Runtime Configuration Manager

Register Integration Runtime (Self-hosted)

Welcome to Microsoft Int Runtime Configurati
hosted) node using & valid Authentication Key.

[] show Authentication Key

HTTP Proxy

Current Proxy: Mo proxy Change

Manager. Before you start, register your Integration Runtime (Self-

Learn how to find the Authentication K

Figure 7-8. Self-hosted IR configuration

manager

The self-hosted integration runtime uses the proxy server to connect
to the cloud service. Click the Change link during the initial setup. You will

see the proxy setting dialog (see Figure 7-9).
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B Set HTTP Proxy rd

Integration Runtime (Self-hosted) node uses HTTP proxy to access
cloud services. It connects to the proxy using the following settings:

O Do not use proxy (Direct access)
@® Use system proxy (No proxy)
O Use custom proxy
Address* Port*

User Name Domain\User

Password

I MNext | ‘ Close

Figure 7-9. Proxy settings in the self-hosted IR
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There are three configuration options:

e Do not use proxy: The self-hosted integration runtime
does not explicitly use any proxy to connect to cloud

services.

o Usesystem proxy: The self-hosted integration runtime
uses the proxy setting that is configured in diahost.
exe.config and diawp.exe.config. If no proxy is
configured in diahost.exe.config and diawp.exe.
config, the self-hosted integration runtime connects to
the cloud service directly without going through a proxy.

e Use custom proxy: Configure the HTTP proxy setting
to use the self-hosted integration runtime, instead
of using configurations in diahost.exe.config and
diawp.exe.config. The Address and Port fields are
required. The User Name and Password fields are
optional depending on your proxy’s authentication
setting. All settings are encrypted with Windows DPAPI
on the self-hosted integration runtime and stored
locally on the machine.
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The integration runtime host service restarts automatically after
you save the updated proxy settings. This is an HTTP proxy; hence, only
connections involving HTTP/ HTTPS use the proxy, whereas database
connections will not use the proxy.

Storing Credentials in Azure Key Vault

You can store credentials for data stores and computes in Azure Key Vault.
Azure Data Factory retrieves the credentials when executing an activity
that uses the data store/compute.

Prerequisites

This feature relies on the Azure Data Factory service identity.

In Azure Key Vault, when you create a secret, use the entire value of the
secret property that the ADF linked service asks for (e.g., connection string/
password/service principal key, and so on). For example, for the Azure
Storage linked service, enter DefaultEndpointsProtocol=http; AccountNa
me=myAccount; AccountKey=myKey; as the AKV secret for myPassword.
Then reference it in the connectionString field in ADE For the Dynamics
linked service, enter myPassword as the AKV secret and then reference it in
the Password field in ADE All ADF connectors support AKV.

Steps

To reference a credential stored in Azure Key Vault, you need to do the
following:

1. Retrieve the data factory service identity by copying
the value of Service Identity Application ID that
is generated with your factory. If you use the ADF
authoring UI, the service identity ID will be shown
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in the Azure Key Vault linked service creation
window. You can also retrieve it from the Azure
portal; refer to https://docs.microsoft.com/en-
us/azure/data-factory/data-factory-service-
identity#retrieve-service-identity.

2. Grant the service identity access to your Azure Key
Vault. In Key Vault, go to “Access policies,” click
“Add new,” and search for this service identity
application ID to grant Get permission to in the
“Secret permissions” drop-down. This allows this
designated factory to access the secret in Key Vault.

3. Create alinked service pointing to your Azure Key
Vault. Refer to https://docs.microsoft.com/en-
us/azure/data-factory/store-credentials-in-
key-vault#azure-key-vault-linked-service.

4. Create a data store linked service, inside which you
can reference the corresponding secret stored in Key
Vault.

Using the Authoring Ul

Click Connections, click Linked Services, and then click “+ New.” Search
for Azure Key Vault (Figure 7-10).
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New Linked Service X

DataSisen  Compute

|)>|Azwmvau| |

Al Azere Gener Pretseel  MoSOL  Services and apen

I

&,

B Kiry Vit

s () =]

Figure 7-10. Creating an Azure Key Vault linked service for
connecting to a Key Vault account for pulling the credentials in during
execution time

Select the provisioned Azure Key Vault where your credentials are
stored. You can click “Test connection” to make sure your AKV connection
is valid (Figure 7-11).
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New Linked Service X

Name * O]
AzureKeyVaultLs

Description

Azure key vault selection method @®
From Azure subscription -

Azure subscription ®
Select all -

Azure key vault account name * (@]
KeyVaultADFDemo g

Edit key vault

Service identity application ID: <MS! application ID to grant access to AKV>
Grant data factory service identity access to your Azure Key Vault

» Advanced (1)

- —

Figure 7-11. Key Vault linked service properties

Here’s the JSON representation of the AKV linked service:

{
"name": "AzureKeyVaultLinkedService",
"properties": {
"type": "AzureKeyVault",
"typeProperties”: {
"baseUrl": "https://<azureKeyVaultName>.vault.azure.net"
}
}
}
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Reference Secret Stored in Key Vault

The properties shown in Table 7-3 are supported when you configure a
field in the linked service referencing a key vault secret.

Table 7-3. Properties

Property Description Required

type The type property of the field must be set to Yes
AzureKeyVaultSecret.

secretName The name of the secret in Azure Key Vault. Yes

secretVersion The version of the secret in Azure Key Vault.If No

not specified, it always uses the latest version of
the secret.If specified, then it sticks to the given
version.

store Refers to an Azure Key Vault linked service that  Yes
you use to store the credential.

Using the Authoring Ul

Select Azure Key Vault for secret fields while creating the connection to
your data store/compute. Select the provisioned Azure Key Vault linked
service and provide the secret name. You can optionally provide a secret
version (see Figure 7-12).
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New Linked Service X

Name * @
AzureSqlDWLinkedService

Description

Connect via integration runtime *

Default -

Connection String

AKV linked service *
AzureKeyVault -

Edit Connection
ret name *

SqlDwConnString

Secret version

Authentication type *

SQL Authentication -

P Advanced (1)

Cancel Test connection

Figure 7-12. SQL DW linked service referencing the secret from Azure
Key Vault

Here’s the JSON (see the password section):
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{
"name": "DynamicslLinkedService",
"properties": {
"type": "Dynamics",
"typeProperties": {
"deploymentType": "<>",
"organizationName": "<>",
"authenticationType": "<>",
"username": "<>",
"password": {
"type": "AzureKeyVaultSecret",
"secretName": "<secret name in AKV>",
"store":{
"referenceName": "<Azure Key Vault linked service>",
"type": "LinkedServiceReference"
}
}
}
¥
}

Figure 7-13. JSON representation of a linked service that references
secrets/ passwords from Key Vault using the Azure Key Vault linked
service

Advanced Security with Managed Service
Identity

When creating an Azure Data Factory instance, a service identity can be
created along with factory creation. The service identity is a managed
application registered to Azure Activity Directory and represents this
specific Azure Data Factory.

The Data Factory service identity gives you the following benefits:

¢ You can store the credentials in Azure Key Vault, in
which case the Azure Data Factory service identity is
used for Azure Key Vault authentication.
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o Ithas many connectors including Azure Blob Storage,
Azure Data Lake Storage Genl, Azure SQL Database,
and Azure SQL Data Warehouse.

A common problem is how to manage the final keys. For example, even
if you store the keys/secrets in Azure Key Vault, you need to create another
secret to access Key Vault (let’s say using a service principal in Azure Active
Directory).

Managed Service Identity (MSI) helps you build a secret-free ETL
pipeline on Azure. The less you expose the secrets/credentials to data
engineers/users, the safer they are. This really eases the tough job of
credential management for the data engineers. This is one of the coolest
features of Azure Data Factory.

Summary

In any cloud solution, security plays an important role. Often the security
teams will have questions about the architecture before they approve the
product/service in question to be used. The objective of this chapter was to
expose you to all the security requirements when using ADE

We know that most data breaches happen because of leaking data store
credentials. With ADE, you can build an end-to-end data pipeline that is
password free using technologies like Managed Service Identity. You can
create a trust with ADF MSI in your data stores, and ADF can authenticate
itself to access the data, completely removing the need to type passwords
into ADF!
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Executing SSIS
Packages

This chapter will focus on how Azure Data Factory makes it possible to
run SQL Server Integration Services (SSIS) packages. If you are new to
SSIS, then you can skip this chapter; however, if you have an existing SSIS
package to migrate or think your customer will ask you to work on SSIS,
then it’s worth reading this chapter.

Why SSIS Packages?

Back when all data was scattered in different places such as RDBMSs,
Excel, third-party sources, and so on, SSIS was the product that was used
for data transformation. SSIS is part of the SQL Server family. Developers
use it to build data transformation packages to bring all the data into
place, massage it, and then provide one version of the truth across the
organization. In fact, this tool is very dear to BI developers. If you have ever
gotten a chance to work with SSIS, you know what I am talking about.
When the cloud technologies emerged, the number of data sources
started to increase. The situation demanded more data drivers, more
compute, and a more secure way to process such data. It’s never been
impossible for any organization to build a massive infrastructure and

solution. The question is just whether the organization wants to invest

© Sudhir Rawat and Abhishek Narain 2019 335
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the time and resources to build that or use the cloud and be ready with a
solution in no time. Microsoft Azure introduced Azure Data Factory (ADF),
which can scale to any size and allow data transformations from various
cloud sources.

But what about the SSIS packages you developed? Do you need to
delete those packages and create an ADF pipeline from scratch? Are all the
previous efforts wasted?

The answer is no. ADF provides an option to BI/data developers to
run SSIS packages on the cloud. This is called the “lift and shift” of SSIS
packages. Without much effort, you can run your existing SSIS packages in
a managed Azure compute environment.

However, if you are starting to build a data transformation solution,
then use Azure Data Factory to build the solution.

Let’s get started with a use case.

AdventureWorks wants to leverage cloud compute to run its existing
SSIS package. It’s time- and resource-consuming for AdventureWorks
to rewrite the entire package logic in ADE So, the company decided to
leverage ADF’s SSIS lift and shift feature. You'll use a basic SSIS package
and complete this via the following steps:

1) Provision Azure SQL Server Database or SQL Server
Managed Instance to host SSIDB.

2) Provision the Azure-SSIS IR via the Azure portal,
PowerShell, and the Azure Resource Manager
template.

3) Deploy the SSIS package via SQL Server
Management Studio (SSMS), SQL Server Data Tools,
the command-line interface (CLI), custom code/
PSH using SSIS Managed Object Model (MOM)
.NET SDK/API, and T-SQL scripts executing SSISDB
processes.
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4) Execute SSIS packages through SSMS, the CLI by
running dtexec.exe, custom code/PSH using SSIS
MOM .NET SDK/API, and T-SQL scripts executing
SSISDB processes.

If you want to monitor SSIS package executions, then you can do so via

the Azure portal, PowerShell, and SSMS.
Let’s start setting up the environment to run SSIS packages on

ADE Figure 8-1 shows the SSIS package you'll be shifting to Azure.

£ Control Flow O Parameters [ Event Handlers ‘= Package Exp...

Data Flow Task: | &% Data Flow Task

C;B Azure Blob Source

e(- OLE DB Destination

Connection Managers

| adfbookblobsampledata ¢ “.database.windows.net.ssisliftshift.

Figure 8-1. Sample SSIS package
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Provision the Azure SQL Server Database

As mentioned earlier, the first step is to set up Azure SQL Server Database
to host SSISDB.

1)
2)
3)

4)

All services
% FAVORITES

¥ Dashboard

Go to https://portal.azure.com.
Click “Create a resource.”
Click Databases.

Click SQL Database (see Figure 8-2).

Azure Marketplace Featured

. App Services

= sQL datab

ﬂ Virtual machines (cdassic)

M virtual machines

Mobile

& Cloud services (classic)

L bscriptions

Figure 8-2. Azure SQL Database service selection

5)
6)
7)
8)

9)
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Provide the database name.

Select your subscription.

Select or create a new resource group.
Select “Blank database” for “Select source.”

Select or create a new server.
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10) Select “Yes/Not now” for “Want to use SQL elastic
pool”

11) Selectyour needed pricing tier or leave it at the
default.

12) Leave the default value for Collation.

13) Click Create (see Figure 8-3).

SQL Database

Not now

Pric tier @
Standard S0: 10 DTUs, 250 GB

i}
SQL_Latin1_General CP1_CI_AS

Figure 8-3. Azure SQL Database setup
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14) Monitor the notifications to check the progress (see
Figure 8-4).

Notifications

Figure 8-4. Azure activity notifications

Provision the Azure-SSIS IR

The next step is to set up the Azure-SSIS IR.

1) From the Azure portal, click Azure Data Factory
Services, and click Author & Monitor. If you haven'’t
created an Azure Data Factory instance yet, then
please refer to the previous chapters to set up the
ADF service.

2) Inthe Author & Monitor U, click Connection (see

Figure 8-5).
nked Services Integration Runtimes
+ New Z Refresh

Figure 8-5. New integration runtime

340



CHAPTER 8  EXECUTING SSIS PACKAGES

3) Select “Lift-and-shift existing SSIS packages to
execute in Azure” and click Next (see Figure 8-6).

Integration Runtime Setup X

Integration Runtime is the native compute used by ADF to execute or dispatch activities.
Choose what integration runtime to create based on required capabilities.

Perform data movement and dispatch activities to
i P

C.®2 external computes.

._J‘ Lift-and-shift existing SSIS packages to execute in
> Azure.

Figure 8-6. Choosing an SSIS-IR option

4) Configure Integration Runtime Setup.

4.1) Provide a name and description, and specify
Azure-SSIS for Type.

4.2) Select the right location for the Azure-SSIS
IR to achieve high performance in ETL
workflows. It doesn’t need to be the same the
location as ADFv2. It should be the same as
the location of the Azure SQL DB/MI server
where SSISDB will be hosted or the location
of VNet connected to an on-premise network.
Avoid the Azure-SSIS IR accessing SSISDB/
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data movements across different locations.
This way, your Azure-SSIS integration runtime
can easily access SSISDB without incurring
traffic between different locations.

4.3) Select the node size, specifying the number
of cores (CPU). The size of memory (RAM) per
node is provided. You can select a large node
size (scale up) if you want to run compute/
memory-intensive packages.

4.4) For the node number, select a large cluster
with many nodes (scale out) if you want to run
many packages in parallel. You can manage the
cost of running the Azure-SSIS IR by stopping
and starting it.

4.5) For the edition/license, select Standard or
Enterprise. If your SSIS package requires
advance features, then select Enterprise.

4.6) For Save Money, bring your own SQL Server
license to save money (see Figure 8-7).

342



CHAPTER 8  EXECUTING SSIS PACKAGES

Integration Runtime Setup X
Name * ®
ssisruntime|
Description @
Type
Location * ®
Southeast Asia v
Node Size * ®
Standard_D4_v2 (8 Core(s), 28672 MB) -
Node Number * ®
-2
Edition/License * (O]
Standard -
Save Money
Save with a license you already own. Already have a SQL Server license?
-
By selecting "yes", I confirm | have a SQL Server license with Software Assurance to apply this

Figure 8-7. Setting up the SSIS runtime

5) Click Next.
6) Configure Integration Runtime Setup.

6.1) Select the subscription in which you created
the Azure SQL database server.
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6.2) Select the region where you created the Azure
SQL database server.

6.3) For Catalog Database Server Endpoint, you
can find the server endpoint information in
the Overview blade (under the server name).
If you select your existing Azure SQL MI server
to host SSISDB inside a VNet, you must also
join your Azure-SSIS IR to the same VNet.

6.4) For “Use AAD authentication with your
ADF MSI,” select the authentication method
for your database server to host SSISDB. If
the check box is not selected, then it's SQL
authentication, and you must fill in the Admin
Username and Admin Password fields. If the
checkbox is selected, then the authentication
is set to Azure Active Directory with Azure
Data Factory Managed Service Identity. Add
ADF MSI into an AAD group with access
permissions to the database server.

6.5) For Admin Username, provide an admin
name if you chose SQL authentication.

6.6) For Admin Password , provide a password if
you chose SQL authentication.

6.7) For Catalog Database Service Tier, select a
database tier of Azure SQL where you want to
host SSISDB (see Figure 8-8).
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Integration Runtime Setup X
SQL Settings
Subscription * @
Location (O]
Southeast Asia >
Catalog Database Server Endpoint * ®
database.windows.net -

[[JUse AAD authentication with your ADF MS| (See how to enable it here) (O

Admin Username * @

Admin Password * ®
L1211 ]

Catalog Database Service Tier * ®
Basic -

Allow Azure services to access

Figure 8-8. Server options to host SSIS DB
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Note The provisioning of the Azure-SSIS IR does not support using
an existing SSIS catalog.

7) Click “Test connection,” and if it’s successful, click
Next.

8) Configure the next screen, Integration Runtime
Setup.

8.1) For Maximum Parallel Execution Per Node,
select the maximum number of SSIS packages
to run concurrently on each node in the
Azure-SSIS runtime cluster.

8.2) The Custom Setup Container SAS URI option
allows you to alter the default configuration or
environment such as assemblies, drivers, and
so on. The main entry for execution is a file
named main.cmd in Azure Blob Storage (see
Figure 8-9).
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Integration Runtime Setup X

Advanced Settings

Maximum Parallel Executions Per Mode * ®
1 v

Custom Setup Container SAS URI (0]

[Iselect a VNet for your Azure-SSIS Integration Runtime to join and allow @

Azure services to configure VNet permissions/settings

Figure 8-9. Configuring the load for each node

8.3) Select “Select a VNet” if you want the SSIS-IR
to join a virtual network. This is a mandatory
option if you have Azure SQL Database or SQL
MI (managed instance) in a virtual network so
you can host SSISDB or access on-premises

data sources.
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9) Click Finish. It will take some time to start the SSIS-

IR (see Figure 8-10).

X Connections X

Integration Runtimes

+ New  Refresh
Name 3 Y Actions % Type
B AutoResohelntegrat onSuntime @ RKrure
B Or a0 Rzure-SSIS
5 [¢] 8 Reure-5SIS

3 Status
@ Ruming

@ swopped

Region ¢

Auto Res

Southeast

Southeast]

Figure 8-10. SSIS-IR monitor

10) Wait until the SSIS-IR has the Running state.

Deploy the SSIS Package

Let’s deploy the SSIS package on the Azure SQL Server instance where you

hosted SSIS-DB in the previous steps.

1) Open SQL Server Management Studio.

2) Provide the server name, authentication, login, and

password. Click Options (see Figure 8-11).
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o Connect to Server X

SQL Server

Database Engine

Server name: |

P i | ............... .l

Figure 8-11. SQL Server Management Studio

3) On the Connection Properties tab, provide SSISDB
for “Connect to database” (see Figure 8-12).

Login Connection Properties ~ Additional Connection Parameters
Type or select the name of the database for the connection.
Connect to database: ‘ SISDB

Network

Network protocol: <default>

Network packet size: 4096 e bytes

Figure 8-12. Database selection
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4) Click Connect.

5) Once connected, you will notice a new database
called SSISDB under Integration Services Catalogs
(see Figure 8-13).

Object Explorer v R X
Connect~ ¥ *¥ (R

e s .database.windows.net (SQL Server 12.0.2000.8 - )
& Databases

= Integration Services Catalogs

@ L SSISDB

Figure 8-13. Integration Service Catalogs list

6) Right-click SSISDB and click Create Folder. I named
it ssisliftshift (see Figure 8-14).

Databases
B Integration Services Catalogs

= @ ™

Active Operations

Create Folder...

Database Upgrade
Execute...

Reports ¥

Refresh
Properties

Figure 8-14. Create Folder option in SSISDB
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7) Once the folder is created, expand the newly created
folder and click Deploy Project (see Figure 8-15).

® Databases
= Integration Services Catalogs
= [ ssisbs
E ssisliftshift
® Envirc Deploy Project...

Import Packages...
Execute...
Reports »
Refresh

Figure 8-15. Deploy Project option

8) On the Introduction page, click Next.

9) On the Select Source page, choose the path where
you have the .1ispac file (see Figure 8-16).
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| Integration Services Deployment Wizard - ] X
Select Source
& Hep
Select the deployment model: Project Deployment v
Select the Integration Services project that you want to deploy.
(@) Project deployment file
(O Integration Services catalog
Path:
[ 3\ADF BOOK\ChapterB\ssisiftshit ispac | [ Browse.._|
< Previous Next > E Cancel

Figure 8-16. SSIS deployment wizard, selecting the source option

10) Click Next. You may get a warning message that
the SSIS package is created on a different machine
because of sensitive information such as passwords
stored in the package.

11) Provide the server name where SSISDB is hosted.
Provide the authentication, login, and password
details. Click Connect (see Figure 8-17).
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(21" Integration Services Deployment Wizard = [}

Select Destination

Path:
/S5ISDB/ssisktshift

&) Help

Figure 8-17. SSIS deployment wizard, selecting a destination option

12) Click Next.

13) Review your selection and then click Deploy (see
Figure 8-18).
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— Server name: sudhirawserver.database windows net
— Path: /55|5DB/ssisliftshift /ssislftshift

|21 Integration Services Dep! Wizard - *®
n
Review
ON
Introduction i@ Help
Review your selections.
Select Destination
Summary:
Fesks - Use the following arguments to perform this deployment from the command line:
Command line: /Sent /ModelType Project /SourcePath:"C-y \ADF BOOK\Cha
- Source
| Path: C:\ \ADF BOOK\Chapter®\ssisifishift ispac
(= Destination

Figure 8-18. SSIS deployment wizard, reviewing

14) Once deployment is done, click Close (see
Figure 8-19).

354




CHAPTER 8  EXECUTING SSIS PACKAGES

& Integration Services Dep Wizard - [m] *
~ Results
e |
Introduction © Help
Select Source Results
Select Destination
Review _Action  Resut
Results (@) Loadng project | Passed
@Cmmdng o destination server | Passed
@) Changing protection level | Passed
(@ Deploying project | Passed
< Previous Next > Cancel

Figure 8-19. SSIS deployment wizard, deployment progress

15) Execute the SSIS package from SSMS, as shown in
Figure 8-20.
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+ Databases
E Integration Services Catalogs
3 | SSISDB
= ssisliftshift
B Projects
+ Environments )
Validate...
Move...
Versions...
Execute...
Export...
Reports »

Figure 8-20. SSIS package execute option from SSMS

SSIS Package Execution

As you noticed in the previous step, you can execute the SSIS package from
SSMS. Now let’s set up the ADF pipeline to execute the SSIS package. You'll
be using the Execute SSIS Package activity.

1) Inthe Author & Monitor UI, drag and drop the
Execute SSIS Package activity (see Figure 8-21).
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—_—
@D SsisLiftAndShift X

» Databricks
V Validate [ Debug  ( Trigger

» Move & Transform

» Data Lake Analytics

4 General Execute SSIS Package

al
@ Execute Pipeline T_—% Execute SSIS Package

@ Get Metadata

‘a] Lookup

—, Execute SSIS
- Package

rAa raA
+ — 100%
5 (] LO‘A

r==
L4
+0
o=
on

@ Stored Procedure

Figure 8-21. Azure Data Factory activity selection

2) On the General tab, provide a name and description.
Keep the default values for the other properties.

3) On the Settings tab, select the Azure SSIS-IR
connection created earlier.

4) Select “32-Bit runtime” if your package requires a
32-bit runtime to execute the package.

5) Select Basic for “Logging level.”

6) Provide a package path like FolderName/
ProjectName/PackageName.dtsx.

7) Provide an execution environment path from
SSISDB (see Figure 8-22).
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General Settings User Properties

Azure-SSIS IR * integrationRuntime - ®
32-Bit runtime [l ®

Logging level * Basic - ®
[ customized (7)

Package path * ssisliftshift/ssisliftshift/Package.dtsx ©)

Environment path e.g. FolderName/EnvironmentName @

Figure 8-22. Configuring the activity

8) Click Publish All to save the changes.
9) Click Trigger and then Trigger Now.

10) Click Monitor to check the progress of the package
execution.

Summary

In this chapter, you focused on the SSIS lift and shift feature of

ADF. Without investing much time or effort, an organization can use the
existing SSIS package in ADF to get the power of cloud compute and
security. SSIS-IR makes it possible to run your SSIS packages in a cluster

environment.
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