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Introduction

Gone are the days where we had to use our own data centers to create
our database infrastructure. We have seen a lot of progress in the cloud
computing arena. We can now peacefully deploy our databases or
applications on the cloud and avoid the cost and pain of managing the
infrastructure. Likewise, most organizations have special projects in place
to migrate their proprietary license databases to Open Source databases
like PostgreSQL. Most such organizations consider it the right time to
migrate to a PostgreSQL database deployed on the cloud, because doing
so can save them money and effort. Thus, we knew it was time to write a
book that helps users understand the advantages and limitations of all
the existing cloud vendors available for deploying PostgreSQL on their
platforms.

This book contains the details about the major vendors available to
deploy a PostgreSQL database on the cloud. It starts with an introduction
to DBaaS$ and IaaS and a brief description of the criteria considered by
organizations when deploying databases as a service. We talk about
the major concerns and issues you might come across while deploying
databases on the cloud. We included steps and procedures involved in
migrating from on-premise to the cloud. As this book is mainly written
to address the process of deploying a PostgreSQL database on the cloud,
we include a detailed architecture of PostgreSQL in one of the chapters.
The architecture of PostgreSQL should help you understand most of the
parameters that are needed to better tune your PostgreSQL environment.

Xix



INTRODUCTION

The main part of the book is a beginner’s guide to deploying
PostgreSQL as a service on Amazon Web Services, Microsoft Azure,
the Google cloud platform, and the Rackspace cloud platform. You will
read an introduction to the services offered by each of these vendors for
PostgreSQL, along with the steps to create your first PostgreSQL instance
in a production environment. This book focuses on helping novice
PostgreSQL users deploy a production PostgreSQL database as a service on
any of these cloud vendors.

The book covers major aspects of this process—such as security, high
availability, encryption, replication, monitoring, and connection pooling.
All these topics are discussed about every cloud vendor, along with the
services each of these vendors offers to satisfy the requirements.



CHAPTER 1

Introduction to

Databases in the
Cloud

This chapter is an overview of databases as a service (DBaa$S) and their
benefits. We also talk about the key things to be considered when choosing
a service provider, including how to implement it on PostgreSQL using
popular cloud vendors. The chapter also discusses the pros and cons

of on-premise and cloud databases. We discuss all the cloud vendors
available for PostgreSQL and explain how PostgreSQL is different from the
other databases in the cloud.

What Is Database as a Service?

DBaasS is a service that delivers a powerful on-demand database platform
to provide an efficient way to satisfy all the needs of an organization.
DBaaS enables DBAs to deliver database functionality as a service to

their customers. This service eliminates the need to deploy, manage,

and maintain on-premise hardware and software on a database or on a
software stack, in the case of IaaS. It allows businesses to concentrate more
on the application without worrying about the complexities of database
administration and management.

© Baji Shaik, Avinash Vallarapu 2018 1
B. Shaik and A. Vallarapu, Beginning PostgreSQL on the Cloud,
https://doi.org/10.1007/978-1-4842-3447-1_1



CHAPTER 1  INTRODUCTION TO DATABASES IN THE CLOUD

DBaaS can simplify the deployment of your development and testing
environments during the software development and testing phases.
Maintaining a production environment with a failover mechanism and
load balancing adds overhead to any organization. DBaa$S can help you
meet these requirements through self-service portals that manage load
balancing and failover.

DBaasS helps deliver production and non-production database services
with an architecture that is designed for elasticity and resource pooling.
DBaasS also enables businesses to effectively use their resources for
everyday DBA work. By consuming DBaas$, you can easily avoid the costs
and possible delays in setting up and maintaining an infrastructure. This
enables applications to be deployed to the database with no CapEx for
hardware and software, and only OpEx for the database service. Most of the
tools and automations are embedded as services by several cloud vendors.

The elasticity of DaaS services helps you avoid investing in capacity
and resources in advance. DBaa$S enables you upgrade resources and
capacity as needed in the future through on-demand and self-provisioning
portals. Monitoring solutions are nearly free for managing the logical
infrastructure maintained as a service. DBaaS$ also avoids costs associated
with maintaining the infrastructure and training in-house expertise.
Having more visibility to the performance and diagnostic data helps you
upgrade or downsize the service and thus have rightsized resources.
Metrics collected through various solutions by the vendors are helpful in
forecasting the business. DBaaS$ also brings improved availability through
several monitoring solutions and high availability solutions implemented
by the vendors.

Who Should Use DBaaS?

DBaaS has no limitation on the type of business and the size or volume
of the business it can serve well. There are a number of companies using

DBaaS that manage several thousands of transactions per second and have

vww . allitebooks.con



http://www.allitebooks.org

CHAPTER 1  INTRODUCTION TO DATABASES IN THE CLOUD

terabytes of data. Start-up companies as well as multinational companies
use DBaasS as their choice of database platform. DBaaS has been the right
choice for numerous small and medium sized businesses.

What Database Platform Does an
Organization Need?

Organizations need a platform that achieves the following requirements:
e Asecured database
e Fastperformance
¢ Reliable, redundant, and durable
e Geographically distributed and independent
o No single point of failures
e (Can be integrated into their existing systems
o Help globally distributed teams and collaborate

Let’s discuss these needs in detail.

Secured Database Environment

DBaasS helps protect databases against data theft, confidentiality,
integrity, and unauthorized or unintended activity, and misuse by hackers
or unauthorized users. DBaaS enables you to configure a database
environment that avoids leakage or disclose of personal or confidential
data. This is an important aspect in maintaining a secure database.

DBaaS helps administrators create users with limited or the
appropriate set of roles and privileges so that no resource is overallocated
with more destructive privileges. One of the important aspects of
maintaining a secured database environment is encryption. Businesses
consider it as a must to encrypt the data in motion and data at rest.
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DBaasS helps businesses achieve this through various solutions, such as
Secure Socket Layer (SSL) communication and encrypted storage volumes.
Practical implementation of these features is discussed in the forthcoming
chapters.

Fast-Performing Database

How can I make my database perform better? This is one of the concerns
raised by businesses while subscribing to DBaaS. Consider the database
software—PostgreSQL. PostgreSQL requires several sets of important
parameters to be tuned in advance to achieve a fast performing database.
Parameters such as shared buffers, work _mem, and autovacuum settings
should be tuned in advance during the provisioning stage.

DBaaS provided by most vendors simplifies this requirement by tuning
these settings automatically during the provisioning stage. Vendors use
several algorithms based on existing instances and several benchmarks
done by experts. This allows administrators or developers to self-provision
an instance without worrying about tuning the database parameters.
DBaaS vendors allow users to choose a disk that performs better starting
from a raw hard disk to SSD and better.

Reliable, Redundant, Durable Database

Database reliability is a serious concern. PostgreSQL, or any database
software solution for that matter, is often deployed on hardware. It is the
hardware that can cause reliability issues. For example, faulty RAM or a bad
hard disk can result in reliability issues, as they can bring down a database
or cause performance issues and downtime. Such issues are avoided in
an infrastructure by continuous monitoring by DBAs or admins. The only
applicable solution in such situations is to purchase new hardware.

DBaaS and deployments on the cloud take care of this issue by
eliminating the need to monitor the hardware and avoid the efforts and
cost involved in replacing faulty hardware. Vendors provide efficient ways
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to back up databases, create replication instances, and back up transaction
logs for databases deployed on the cloud.

For a production database, one of the important challenges is being
able to recover a database to a certain point in time during disasters.
Vendors that provide DBaasS take care of this requirement and make it
easy for users. It is a UI and requires a few clicks to perform PITR during
disasters, which makes it more redundant and durable.

Geographically Distributed and Independent

Gone are the days when infrastructures were designed for vertical scaling.
New generation techniques involve horizontal scaling and horizontal
computing. What does horizontal scaling mean for database systems? It is
all about slicing and dicing data across multiple machines horizontally to
scale out.

When your users are distributed across the world globally and the
applications are being accessed by users from various locations and
countries, you must build infrastructures in several distributed regions.
Building such environments is expensive but can be simplified by using
the services provided by cloud vendors. DBaaS$ allows users to deploy their
databases across several regions. Most vendors provide the infrastructure
on various locations distributed globally. Users or businesses can choose
several database services distributed across various regions with ease.

No Single Point of Failures

In the vast topology involved in an infrastructure that consists of a web
application or an application connecting to a database, there are lot of
infrastructure components that can have single point of failures. For
example, a router, a switch, a database server, a hard disk, RAM, or an
application server can all cause failures or downtime.
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Several cloud vendors enable users to configure environments that
prevent single point of failures by providing sufficient redundancy/backup
mechanisms. These systems are generally called high availability features.
DBaasS provides APIs and options on the dashboard that help to configure
database high availability.

Integrated into Existing Systems

Cloud vendors make it easy for developers and database admins to
integrate their applications or environments into databases deployed
using DBaaS. Most cloud vendors provide a way to deploy the DBaaS
with no modifications needed on the application environment.
Developers can just use the appropriate database drivers, which enable
them to talk to the databases and perform their routine tasks. Moving
from a database deployed on commodity hardware to a database on the
cloud is no longer a tedious task. The options available for migrating
and the steps involved in migrating to DBaas$ are discussed in further
chapters.

Help Distributed Teams Work and Collaborate
More Efficiently

Developers, admins, businesses, and testing teams work from various
locations across the world. It is important to collaborate with other
team members and continue structured and incremental code
development. These development and testing teams should be able to
deploy their code changes and test cases on development databases
and revert to changes at different points in time. Most cloud vendors
enable users to create snapshots of their databases. It is easy to create
databases using these snapshots. This obviates the time and effort
needed to involve a DBA.
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Features of DBaaS

There are always feature-related questions about using DBaaS:
o How secured is the service?
o Whatlevel of availability does the vendor provide?
o Isitscalable?

DBaasS delivers a powerful on-demand database platform that provides
an efficient way to satisfy all the needs of an organization. These features
are covered in the following sections.

Provisioning

DBaasS provided by most cloud vendors enables easy provisioning
mechanisms to its users like DBAs and developers.

Users are provided with on-demand provisioning and self-service
portals or mechanisms that enable user friendly and rapid provisioning.
Organizations can spend days provisioning a database server.

Provisioning involves the following:

e Allocating a server with the CPU, memory, and disks
requested.

o Installing an operating system.
e Adding hard disks as requested.
» Partitioning the disks.

o Installing database software and any additionally
requested software.

o Configuring the database instance.

e Managing host based access control.
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e Managing encryption of hard disks.

o Distributing the data directory and the transaction logs
to multiple hard disks.

o Creating users with appropriate sets of privileges.

All these stages can be automated using DBaasS.

DBaaS allows users to create a database service with the appropriate
number of CPUs, RAM, and hard disks in the first phase. Hardware
resources can be limited to each customer and can be upgradable
on demand. If the user wants to modify the server capacity to satisfy
the growing transactions in the business, it is very easy to upgrade or
downgrade the server resources on demand through dashboards.

Self-service portals enable users to create database services on the fly.
You cannot choose the underlying operating system of the DBaaS. If you
are particular about the operating system, you must choose IaaS.

For example, you get an option to choose your own operating system
while building an EC2 instance in Amazon but not an RDS instance.

You would be able to increase the disk space and the type of storage
while choosing your DBaaS. Most vendors support on-demand upgrades
to storage capacity, which in turn gives you more IOPS. But you may not be
able to partition the disks or select physically partitioned disks to balance
the 10 across multiple disks while using a DBaaS.

While choosing the database type, you can select a supported version
of the database software and any extensions that help you look into the
diagnostic data or PostgreSQL. Many cloud vendors do provide APIs for
automated provisioning/DevOps style of orchestration of DBaaS. They
provide APIs for monitoring and managing services. A few cloud vendors
also provide dashboards that help you look into the underlying CPU,
memory utilizations, disk IO, replication lag, and a lot more for free. DBaaS
has a few limitations and thus customers will choose an instance or a

virtual server if their requirements are not met.



CHAPTER 1  INTRODUCTION TO DATABASES IN THE CLOUD

The following list describes a few of the features that may not be

available with DBaa$ and could be a great concern while using DBaaS.

Choosing multiple disks to redirect logs, transaction
logs, and data files. Separation of storage volumes is
common practice to decrease the I0 bottlenecks and
improve the performance of the database.

If you have a concern with the disk IO due to the
previous limitation, you may need to purchase more
disk space to get more IO.

Additional storage space, which is not be usable by the
database, cannot be used for any other purpose such as
storing HTML files or backups.

You do not get a choice to install most of the Open
Source extensions available while using DBaaS. In
a way, you are at the mercy of the cloud vendor to
provide extensions.

You cannot create tablespaces while using DBaaS. It is
common practice to create tablespaces that span on
different storage volumes to improve the performance
of a database. You might want to create partitions of
frequently accessed transactional tables and redirect
them to multiple tablespaces.

Administration

As a user, you may not want to deal with sophisticated platforms that

require a lot of knowledge to implement DBaaS or an infrastructure on

the cloud. Gone are the days when you implemented a database using

numerous manual steps. Users like to view the performance data and the

diagnostic data, including the methods to monitor this, in a few clicks.
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Every well-known cloud vendor provides several APIs that not only
help when provisioning a database environment but also give users
several features to enable monitoring and alerting in a few clicks. Vendors
provide several dashboards that help users view all the performance
data for diagnostics in single page or multi-page views. Most everyday
DBA activities include database cloning and database refreshes to enable
functional and performance testing. Simplified cloning procedures help
users perform database refreshes and cloning and are just a few clicks
away. Hence, the time consumed in refreshing a development, testing,
QA, and performance environments can be avoided by several APIs and
options for refreshing.

Several maintenance operations can be configured automatically
without an impact on the application or on the users connected to the
database while using DBaaS.

Monitoring

Most of the monitoring tools used with database environments require
great effort from the DBAs in terms of setup and configuration. An

admin has to build the monitoring server to configure monitoring for

all his database environments and manage the monitoring server. If

the monitoring server goes down, there is nothing that can continue
monitoring a database environment. With DBaasS, you get several
monitoring and alerting mechanisms. This saves you time and allows you
to build an efficient monitoring system, as most of the monitoring checks
are derived from the most frequent customer requests.

High Availability

An important question raised by many users and businesses is whether a
DBaasS solution enables options for high availability.

10
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This is one of the important ways to avoid downtime and loss during
disasters. DBaaS does indeed provide several high availability features in
the case of disasters.

Most customers look for options that provide seamless failovers during
disaster recoveries. In fact, it may not be the DBaas$, but the cloud vendors,
that allow us to configure load balancers and set up several other features
that make a system highly available automatically and seamlessly.

Scalability

The issue of scalability is raised by many customers who build their

data warehouses and critical transactions systems on the cloud using
DBaaS. The massive growth of data is a very big issue. Several petabytes
of data are generated every day. In such a world, where we see several
millions of transactions in a few critical transaction systems and several
terabytes of data in a few data warehouse environments, scalability is a
burning need. This same concern is likely raised for DBaaS. However,
cloud vendors who provide DBaaS$ are well equipped with the features
that enable scalability. You can still continue to partition your database
tables and perform archiving as usual. We have all the possibilities to
incrementally add hardware with new requirements but not anytime
earlier and not in a hurry. Most cloud vendors provide load balancers that
allow you to distribute your transactions across multiple database services.

Security

The database technology has advanced to the level where access
management can be considered at the cluster/instance and server levels,
as well as the database level. The user is created inside the database

and has to be assigned the required roles and privileges to connect

and perform actions on the database. This advanced to the host-based
authentication techniques on Open Source databases such as PostgreSQL

11
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and MySQL. It has also been advanced to the firewall and network level
rules to allow users to connect to a database. Most vendors (like Amazon)
enable organizations to design their infrastructure that meet SOX, HIPAA,
PCI, and several security compliances. That is the reason behind several
financial and secured data driven companies choosing DBaasS.

Cloud vendors allow users to configure firewall policies and encrypt
data in motion and data at rest.

Cloud Versus On-Premise Computing

On-premise computing is the type of computing in which all the
computing resources are accessed and managed by or from the premises.
Overall costs are incurred by the premise that owns it; this translates to
diminished returns in the long run.

In cloud computing, the pool of resources is accessed online. It is a
usage on-demand service and is perceived as a utility—you pay as you go.

The Pros and Cons of Cloud and On-Premise
Computing

Let’s look at each approach in turn.

On the Cloud Pros and Cons

o Databases can be deployed on the cloud using two
types of services. They are DBaaS and IaaS. While
using DBaas$, you have no choice of choosing your
operating system, for a few vendors. However, when
you subscribe to an IaaS, you can install and configure
an OS and tools or the software of your choice on the
database server.

12
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o No manpower is needed to manage your hardware. No
extra cost is involved to replace hardware faults and no
insurance or warranty cost is paid for your hardware.

e It's easy to setup with a quick registration with the
cloud vendor for the time and the resources you use.
This makes it easily affordable.

e Most of the software updates, especially for the DBaasS,
are managed by completely the vendor.

o These may incur security breaches or man in the
middle attacks if they're not configured properly. You
should be aware of how to secure your database on the
cloud.

e There may be a vendor lock-in, as DBaa$ are more
vendor specific.

e You may be limited to the list of services you can use.

e Any damage or outage at the cloud vendor may
make you helpless. You need to wait until the vendor
gets a fix.

e Monitoring can be enabled and managed by the cloud
vendor for you. You do not have to configure or set up
your own monitoring solutions on your infrastructure.

On-Premise Pros and Cons

e You are free to install any software you want. Software
licensing costs are managed by you and your team.

e You need to manage your hardware, which may involve
additional manpower.

13
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o To achieve disaster recovery capabilities, you may have
to build the same hardware in a different data center.

¢ You need to manage your software updates or hardware
break fixes, which may involve more time during
emergencies.

¢ You have complete control over your data and have an
estimate of time to fix an issue during a disaster.

e You may have to manage your data backups and
recovery.

e You have to enable your own monitoring tools and that
may involve additional costs.

Should You Move Your Databases
to the Cloud?

Should your company move your data and infrastructure to the cloud or
keep it on-premises?
Current IT organizations talk about three pain points.

e Theyneed to save on cost.

o Theyneed to improve the developer’s productivity in a
cost-effective way.

o They need to retain the skillset that they already have.

In the long run, cloud computing is cost effective compared to
the on-premises approach. It reduces the overall capital expenditure
while maximizing efficiency and productivity. Let’s compare the cost
models next.

14
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On-premises cost model:

o Initial investment for procurement of hardware and
software for a projected/anticipated load.

e Scaling up requires investing more on hardware and

other data center infrastructure.

e Hardware refresh and upgrade investments at the end
of life.

o Software licenses.

Cloud-based cost model:
e Subscription based (pay what you use).
e No hardware related costs.

o No dedicated software licenses fees.

Cloud Vendors Available for PostgreSQL

There are several vendors in the market who provide database services
on the cloud. This book includes descriptions of solutions provided
by a carefully selected vendor who are well-known in the market for
PostgreSQL on the cloud.

Here is the list of vendors we discuss in future chapters.

e Amazon (Chapter 3)

e Rackspace (Chapter 4)

e Google Cloud (Chapter 5)

e  Microsoft Azure (Chapter 6)

We talk about each vendor briefly in the following sections.

15
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Amazon

Amazon Web Services, also known as AWS, is a well-known cloud hosting
platform that provides services to several databases.

AWS is growing at a rapid pace. The Amazon public cloud is chosen
as the best platform for deploying several applications and databases on
the cloud and it is the largest cloud computing platform on the market.
Amazon offers thousands of services, which makes means it provides more
than 90% of the services of all the other cloud services combined.

AWS is distributed across 16 geographic regions and is expected to
grow five more regions in North America, Europe, and Asia. To overcome
the major challenges of such an infrastructure, such as reliability and
durability, AWS provides 44 availability zones. Customers are allowed
to build multiple availability zones and that means customers can build
highly available database environments.

Amazon supports two major platforms on which PostgreSQL can be
deployed.

e Amazon Relational Database Service (Amazon RDS)

e Amazon Elastic Compute Cloud (Amazon EC2)

Amazon RDS

Amazon RDS is a well-known and widely implemented DBaas$ solution for

PostgreSQL. This is especially built to make the deployments and setup

of PostgreSQL as a DBaasS platform faster and easier. Amazon RDS is one

such solution and it allows customers to scale their databases on demand.
PostgreSQL service on Amazon, which is known as Amazon RDS,

makes PostgreSQL deployments easy to set up and scale in the cloud. You

can deploy PostgreSQL deployments, which are scalable and resizable,

16
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cheaply and on-demand. The AWS RDS Console helps administrators and
developers operate and manage their cloud platforms with many features.

o Provisioning the database service including software

installation
o Seamless software upgrades and patches

o Enable replication or high availability for PostgreSQL
with a few clicks

e Cost-efficient and on-demand resizable hardware
capacity

e AWS Cloud Watch dashboard that stores the diagnostic
data for analysis of the RDS instance

Amazon RDS instances restrict access to the operating system. Once
provisioned, a user cannot manage the operating system and is limited to
managing their instance through the available options on the dashboard.
PostgreSQL does have several extensions that need to be installed or
compiled to use them effectively. RDS restricts access to the OS and the

limited number of extensions that it supports means fewer options for users.

Amazon EC2

Amazon EC2 instance is the best choice for those users who want to go
beyond the limitations of an RDS instance. IOPS in RDS are provisioned
and depend on the storage chosen. Users are required to purchase more
storage to get more IOPS. Storage purchased additionally cannot be used
for any other purpose by the users. However, such limitations can be
ignored in the case of an EC2. Customers can use the additional storage to
store application-related data or backups. Users have the option to install
any extension and software as needed on an EC2 instance. A few of the
features that are provided to the users on the console may not be available
to the EC2 users.

17
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Amazon Cloud is well-known for satisfying several compliances
needed for a secured cloud hosting environment. Most customers get a
performance hit while implementing security features such as encryption
paying a huge expense. However, customers have a wide number of
features they can use to encrypt and secure the data in motion and data at
rest with a small or seamless performance hit. Amazon is also known for its
network security, which enables users to configure firewalls and inbound/
outbound rules for every RDS or EC2 instance. Security and encryption are
further discussed in Chapter 3.

Rackspace

Rackspace is a managed cloud computing company that operates their
data centers across the globe. As you know, every cloud has to be managed
by someone. Rackspace offers services like managed hosts, managed
cloud, and application services with fanatical support. It provides public,
private, hybrid and multi-cloud solutions under managed cloud services.
The platforms that Rackspace supports for these are services are:

e Dedicated servers

e VMware

e Amazon Web Services
e Google Cloud Platform
e  Microsoft

e OpenStack

e Pivotal Cloud Foundry

Rackspace offers fully managed dedicated servers and physical firewall
configurations. You can look at the detailed dedicated configurations
that Rackspace can deploy at https://www.rackspace.com/dedicated-
servers.
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For the AWS platform, it provides ongoing architecture design,
security, migration, and recurring optimization. Rackspace is the first
premier managed services partner for Google Cloud Platform and it
provides ongoing optimization and fanatical support for GCP.

You can run PostgreSQL on Rackspace in two ways—via the Managed
Cloud and via the Private Cloud. More details on Managed Cloud are
found at https://www.rackspace.com/cloud and more details on Private
Cloud can be found at https://www.rackspace.com/cloud/private.

You can compare pricing details at https://www.rackspace.com/
openstack/public/pricing.

Google Cloud

Google, a well-known search engine platform, has come with their
innovative thoughts to build a cloud platform that suits databases like
PostgreSQL. As with other vendors, Google includes a lot of features
especially related to security that are very important to any enterprise.
On their cloud platform, Google promises to keep the same security
model that has been implemented on its applications like Gmail, Google
Search, and other applications. On top of its excellent approach to
network security and the default SSL-like policies, Google data centers
are physically featured with a layered security model. Google builds its
hardware, networking, and the software stack while keeping security in
mind.

Google introduced transparent maintenance for Google Compute
Engine in December 2013. Since then, most of the software updates,
hardware break-fixes, and other issues don’t require downtime to the
database or applications. This is addressed by one of their innovative
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features known as Live Migration. This features allows Google to address
the following issues with no impact to its customers.

e Regular infrastructure maintenance and upgrades

o Network and power grid maintenance in the data
centers

¢ Bricked memory, disk drives, and machines
e Host OS and BIOS upgrades

e Security-related updates, with the need to respond
quickly

o System configuration changes, including changing the
size of the host root partition, for storage of the host
image and packages

If you want to try the Google Cloud, check out the price calculator,
which helps you build and understand the cost of spinning up your VM:
https://cloud.google.com/products/calculator/.

Google currently has a hard limit of up to 64 vCPUs as a maximum
number you can select for your virtual machine. This also includes a CAP
of 6.5GB of memory per vCPU. gcloud compute is the command-line tool
and it has a lot of options for managing your Google Compute Engines on
top of its Compute Engine API.

Google Cloud platform services are currently available in 12 regions
and 36 zones in locations across North America, Europe, and Asia.

Here is a list of regions where GCP has a presence.

e Oregon
o Jowa
e N \Virginia

e S Carolina
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e London

e Belgium

e  Frankfurt
e Sao Paulo
o Tokyo

e Taiwan

o Singapore
e Sydney

It is also building new regions in Los Angeles and Montreal.

Every region consists of at least one or more zones. High availability
is a major concern for any business. Google allows its customers to
build their database infrastructures in multi-zones to allow failovers
during disasters. Google provides features such as load balancing for
the customers who want to redirect some of their read traffic to disaster
recovery sites.

Google provides APIs, command-line tools, and a friendly dashboard
to all its customers to manage their virtual machines.

Microsoft Azure

Microsoft, a well-known multinational technology company that is best
known for its software products such as Microsoft Office, introduced its
cloud platform in October, 2008. It is an emerging cloud platforms that
could become a great competitor to AWS. Azure provides a wide range of
cloud services related to compute, analytics, storage, and networking.
Azure is scattered across 36 regions around the world, almost
equivalent to the number of regions provided by Amazon. Azure also
provides DBaaS$ for PostgreSQL Open Source databases, called Azure
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Database for PostgreSQL. Users can create a PostgreSQL database in
minutes, just a few clicks away on its self-service portals, which are truly
user-friendly.

Azure provides the following features to attract customers with its data
security model.

e Multi-factor authentication
o Encryption of data in motion and data at rest

e Support for encryption mechanisms such as SSL/TLS,
IPsec, and AES

e Key vault service
o Identity and Access Management

Azure offers 57 compliance offerings to help users comply with their
national, regional, and industry-specific requirements governing the
collection and use of individual data.

If you want to choose an Azure Cloud but are not sure if your
compliance requirement is met, use the following URL to validate.

https://www.microsoft.com/en-us/trustcenter/compliance/
complianceofferings

Azure allows you to select from 20 cores to 10,000 cores per
subscription. You can increase the cores or your quota using the self-
service dashboards given by Azure upon subscription.

This pricing calculator helps you calculate the cost of your
subscription: https://azure.microsoft.com/en-us/pricing/
calculator/

Azure Database for PostgreSQL is a fully managed database service
that helps users deploy apps with ease. This service has built-in high
availability with no additional costs for extra configuration and replication.
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Features like Automatic Backup help users achieve point-in-time-
recovery up to 35 days. CPUs and IOPS are provisioned for this service
upon prediction and subscription.

Microsoft is expected to launch a premium service for Azure Database
for PostgreSQL shortly.

laaS

IaaS is one of the services offered by cloud vendors along with DBaasS. IaaS
stands for Infrastructure as a Service. Cloud vendors provide consoles
through which users can self-provision and start a virtual machine/server
on the cloud. These machines are managed by the vendors and do not
require users to perform any hardware fixes or maintenance.

For example, Amazon provides EC2, S3, and several other services
that come under IaaS. Google provides Google Compute Engine. Likewise,
Microsoft Azure and Rackspace provide virtual machines on the cloud.

Several large and small/medium-sized business organizations build
their own infrastructure at several locations. Building multiple locations
enables them to improve performance and decrease latency to their
globally distributed customers and helps them achieve high availability.
If one data center is down, another standby site can take its role.

Consider, for example, an organization that has been globally
distributed over 40 locations across the globe. Considering the latency
between regions, it is almost impossible to build individual data centers
at all the regions. This could be a burning need for all the organizations
planning to have their business expanded all across the world.

Cloud vendors consider this fact very seriously. They build their
data centers across several regions across the globe. Most cloud vendors
expand their services to almost every continent. They have set up high
availability zones within every region with several milliseconds of latency.
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Large organizations simply subscribe to the service and the vendors
manage their infrastructure.

Physical hardware used by vendors to provide IaaS may not be
dedicated to an organization, unless requested. You may have to explicitly
request a dedicated server for your organization. This way, you let all the
cloud virtual machines be hosted on the same physical server. We need to
consider the fact that not all cloud vendors take this approach. However,
it may not be a burning need for all organizations. You may subscribe
to an IaaS that’s hosted on a physical server shared by several other
organizations. This makes it even cheaper for users to subscribe to an IaaS.
To get more customers and revenue, cloud vendors continue to expand
their data centers across the globe. This is why we see a notification of a
new region being added almost every time we log in to a vendor's website.

We have already discussed the features of DBaaS such as provisioning,
monitoring, high availability, scalability, and security. These same features
are considered major features of IaaS offered by cloud vendors.

Migrating to the Cloud

In the previous sections, you read an introduction to DBaa$ and [aaS
on the cloud. We also discussed a few of the vendors that have a great
customer base subscribing to their cloud solutions. You have learned in
detail about DBaa$ and IaaS.

This section explains what is involved in moving to a DBaaS$ or an
IaaS. Consider these situations that could make you think about migrating
to the cloud.

o Huge cost involved in maintaining the infrastructure
and the disaster recovery sites.

o Huge licensing costs involved in purchasing the
software licenses.
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o Regular/periodic maintenance and man hours

involved in hardware fixes and upgrades.
o Issues with scalability.

o Costinvolved in monitoring the infrastructure and
achieving more 9s of availability.

e Options to have the instances up when needed and
terminate them to avoid cost involved when not
needed.

As discussed, migrating to the cloud provides a lot of benefits in
terms of cost and availability. Your organization can thus concentrate on
improving their business more than managing their infrastructure and
tuning it for better performance.

Before Migrating to the Cloud

Let’s say you have a PostgreSQL production database cluster hosted at your
own data center (on-premise). You might have already thought about high
availability while using your PostgreSQL environment and built one or
more slaves for high availability. You may have also installed or configured
tools that help you achieve automatic failover and seamless application
failover at your site.

Most organizations plan to replicate their existing architecture on
the cloud and have their architecture design tuned at later stages. A few
organizations may plan to redesign their architecture while moving to
the cloud, by learning from current issues. For example, you may not
have a load balancer in your existing architecture. A load balancer can
redirect your application reads (such as reporting queries) to master
and slave PostgreSQL instances using a round robin or least connection
count algorithm. Likewise, a load balancer can also be used for automatic
failover, by letting a failover service calling the load balancer API redirect
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all the new connections to the promoted slave (the current master that was
previously a slave). This is just a basic example.

Cloud vendors offer you several services that enable you to achieve
load balancing, high availability, etc. Hence, you may want to redesign
your existing environment on-premises by making the most of the services
offered on the cloud. Be sure to understand the existing pain points in your
database infrastructure design, be aware of the services that could help
you overcome the existing issues, and create a test environment using the
new architecture design.

Planning Your Infrastructure on the Cloud

Most organizations follow several approaches when migrating their
PostgreSQL databases to the cloud. The following approaches are all
legitimate, depending on your needs:

1. Subscribe to the same number of CPUs, the same
amount of RAM, and the same volume of disks as
your existing PostgreSQL database on-premise.

2. Subscribe to bigger hardware needs than your
existing environments, as it is a lot cheaper, or with
an assumption that the performance can go down
on the cloud.

3. Learn from your existing database usage metrics
and plan hardware efficiently on the cloud.

4. Along with the point 3, test the performance metrics
by generating almost double the peak application
traffic on the hardware created on the cloud, as a
phase of performance testing. If performance testing
does not show fruitful results, upgrade the hardware
as needed.
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You may follow any of these approaches, but it is always important to
fine tune your database server and rightsize it by learning from its usage
metrics over time.

After learning from several such migration experiences, here is how
I recommend you start your migrations to the cloud. Let’s divide this
migration into two types.

e Moving from other databases like Oracle to PostgreSQL
on the cloud.

e Moving from PostgreSQL on-premises to the cloud.

In this book, we are concentrating on beginning PostgreSQL on the
cloud, not migration from other databases to PostgreSQL, which means we
only discuss the second point, assuming that we have an existing Postgres
database on-premises or on bare metal.

Consider these points before moving to the cloud:

1. Understand the database peak transaction time/
hour/minute of the day and peak transaction day of
the week and peak week of the month of an year.

2. Take a snapshot of the OS metrics using a tool like
sar. The ability to draw a pattern using the history
data drives you toward choosing the perfect server
specifications for your database on the cloud.

3. Compare the load averages of a certain period and
see if the load has been increasing with database
growth or over a period of time.

4. Checkif the CPU, memory, and IO utilizations are
increasing gradually or staying under-utilized even
at the peak transaction times.
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5. Enable snapshotting tools on the PostgreSQL
database and look at the database traffic during the
peak utilization times of the server resources.

6. Fix any contention issues caused by the application
logic. Identify such locking SQLs or application logic
using snapshotting solutions.

7. If the existing database server on-premise has a
pattern of increasing server resource utilizations,
estimate a server architecture that could
accommodate that transaction load for an year. As
you know already, you can scale up the resources
such as CPU, RAM, or disk space and IOPS.

8. Note if there are any historic tables or tables
with lots of historic data not being used by the
application. Such data can be safely archived to
avoid SQLs scanning the data blocks containing
older data. If you find it difficult to archive such data
at this point, enable opportunities for partitioning
on the DB server being created on the cloud.
PostgreSQL allows you to enable partitioning on
your tables seamlessly.

9. When you create your database service on the
cloud, be sure to create all the extensions that help
you deep dive into performance data and tune your
database to an optimal level.

10. Asdiscussed, have at least one slave for high
availability and use the services such as connection
pooler or load balancers to effectively use your
slaves for reads or reporting queries. Connection
pooling is discussed in Chapter 11.
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Tools and Extensions

These tools and extensions can help you rightsize your PostgreSQL server

on the cloud. Rightsizing in this chapter refers to choosing the server or DB

resources that suit your database traffic efficiently. You may have already

deployed your PostgreSQL DB on the cloud, or you may be planning to

do so in the future. Let’s say that you chose an instance type that you feel

is not rightsized. Here are the methods and tools that could help you

efficiently rightsize your PostgreSQL on the cloud.

sar: Can be used to snapshot your Linux server
resource utilizations.

pgPulse: A snapshotting tool that helps PostgreSQL
gather and store its history. Oracle-like databases

have a feature that enables you to see the activity in
the database at a certain point in time. This helps

you be more predictive than reactive while managing
PostgreSQL databases. Unlike with other databases,
this tool allows you to capture historic information in a
remote centralized database. Thus, you can avoid huge
write IO on the production database where the data is
being collected.

This tool helps you query the historic data and
understand the SQLs that have performed bad,
tables/indexes accessed, locks acquired, etc., on the
PostgreSQL database at a certain time. See https://
bitbucket.org/avinash vallarapu/pgpulse.
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o Here's a list of extensions to be created on the
PostgreSQL database on the cloud:

a. pg_stat statements: Historic data for SQLs
that have hit the DB server with their total
resource utilizations and average execution
times.

b. pg_buffercache: List of tables in the shared
buffers (PostgreSQL memory area) along with
the amount of memory used by them.

c. pgstattuples: Amount of bloat/fragmentation
in a table.

d. pg_repack: Tool used to perform online table
maintenance.

Using all these tools, you can look into the following metrics to decide
whether you have rightsized your PostgreSQL database:

e CPU usage trend: The percentage of CPU being used
and the maximum CPU used at any given time.

e Memory usage: Amount of memory that is always
free in the server. If you never have any free memory,
including the cache, you need to have more RAM
allocated to your instance. Or there is a culprit in the
database that could be hanging all the server memory.

e 10 queue depth and 10 wait: This indicates how many
processes are waiting for I0 and the amount of time
they waited to get IO.

o Temp usage: More usage of temp indicates that your
application is badly designed or that your server's
memory is not at an acceptable size.
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To conclude, you need to plan the future scope while deploying a
database on the cloud and have all the tools and extensions in place that
could enable you to efficiently tune your PostgreSQL instance. Having a
rightsized PostgreSQL instance on the cloud is more efficient and
cost-effective.

Summary

This chapter covered what database as a service is and who should think
about using it. It also covered the perfect business need and explained

the differences between on-premise databases and cloud databases. This
chapter explained the major cloud vendors for PostgreSQL service in brief,
as well as the security features and limitations of each vendor. The next
chapter covers the basic architecture of PostgreSQL, including installation,
configuration, and limitations. It provides some basic commands to get
started with PostgreSQL.
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CHAPTER 2

PostgreSQL
Architecture

In this chapter, we are going to cover the architecture of PostgreSQL.
This includes how it is designed, its limitations, and how to install it.
We explain each component in the architecture. We talk about different
installation procedures and getting started with commands to work with
PostgreSQL. We also talk about the basic parameters.

PostgreSQL is the world’s most advanced Open Source database.
It is designed for extensibility and customization. It has ANSI/ISO
compliant SQL support (strongly conforms to the ANSI-SQL:2008 standard
specification). It has been actively developed for more than 25 years. It is
well-known for its portability, reliability, scalability, and security.

Key Features of PostgreSQL

It’s portable:

o PostgreSQL is written in ANSI C. As we all know, Cis a
very powerful and widely used language. Despite the
prevalence of higher-level languages, C continues to
empower the world.

e PostgreSQL is POSIX complaint and supports Windows,
Linux, Mac OS/X, and major UNIX platforms.
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It's reliable:

o PostgreSQL is ACID compliant. So need to worry about
the atomicity, consistency, isolation, and durability of
your databases.

e PostgreSQL supports transactions. Transactions bundle
multiple steps into a single, all-or-nothing, operation.
If you see a failed statement in a transaction, that
transaction would be rolled back.

o PostgreSQL supports savepoints. You can create
savepoints within a transaction and roll back to that
point when needed.

o PostgreSQL uses write ahead logging for crash
recoveries and point in time recoveries of the
databases.

It's scalable:

e PostgreSQL uses multi-version concurrency control,
which protects the transactions from viewing

inconsistent data.

o PostgreSQL supports table partitioning, which is used
to improve the performance of the database in case of
large tables.

o PostgreSQL supports tablespaces to store some data
into other filesystems to save I/0.

It’s secure:

e PostgreSQL employs host-based access control. You
can specify the clients allowed for your database.

o PostgreSQL provides object-level permissions, which
can secure objects from other users.
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PostgreSQL supports logging for more visibility on the
database on what is happening and supports SSL for
more security.

It's available:

PostgreSQL supports replication of data, which is
useful for load balancing.

PostgreSQL supports high availability using streaming
replication in disaster scenarios.

It's advanced:

PostgreSQL supports full text search for searching
documents through queries.

PostgreSQL supports triggers and functions like other
databases.

PostgreSQL supports custom procedural languages
such as PL/pgSQL, PL/Perl, PL/TCL, PL/PHBP, etc.

PostgreSQL supports hot-backup and point-in-time
recovery and it supports write ahead logging.

PostgreSQL supports warm standby/hot standby/
streaming replication and logical replication for load
balancing and high availability.

PostgreSQL maintains data consistency internally using Multi-

Version Concurrency Control (MVCC). While querying a database, each
transaction sees a snapshot of data (a database version) as it was some
time ago. It prevents transactions from viewing inconsistent data and
provides transaction isolation in concurrent transactions. Readers do not
block writers and writers do not block readers.
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PostgreSQL has a Write Ahead Logging (WAL) mechanism, which does
the following:

o Makes arecord of each insert/update/delete before it
actually takes place.

e System does not consider data safe until the log is
written to disk.

o Provides recovery in case of system crash or failure.
e Similar to Oracle REDO logs (no separate undo).

PostgreSQL has some limitations, which are generally defined by
operating system limits, compile-time parameters, and data type usage.
Here are some of its limitations:

e Maximum database size is unlimited.
e Maximum table size is 32TB.

e Maximum row size is 1.6TB.

¢ Maximum field size is 1GB.

e Maximum rows per table is unlimited.

e Maximum columns per table is 250 - 1600 depending
on the column types.

e Maximum indexes per table is unlimited.

Visit this link for more information: https://www.postgresql.org/
about/.

The PostgreSQL community keeps adding new features, which are for
bigger databases for integrating with other Big Data systems. PostgreSQL
is a reasonable choice for big data analytics, because of its development
features. For example, PostgreSQL 9.5 includes BRIN indexes, faster sorts,
cube/rollup/grouping sets, FDWS, tablesamples, etc. These features
ensure that PostgreSQL continues to have a strong role in the rapidly
growing Open Source Big Data marketplace.
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PostgreSQL Architecture

PostgreSQL utilizes a multi-process architecture, which is where one
process is created per session.

It has three types of processes—primary (postmaster), per-connection
backend process, and utility (maintenance processes). Each process is
explained in detail in the following sections.

A typical PostgreSQL architecture is shown in Figure 2-1.

PostgreSQL Basic Architecture
User Lbui User /smde ‘ f' it e \
Backend Process
Other Buffars

!
Writer Iwm. \Milerl

1§ Y
Archiver Logging Stats
e EA A

Figure 2-1. PostgreSQL basic architecture

When you start PostgreSQL, the postmaster starts first. The postmaster
is a supervisory process and its responsibility is to start up and shut down
the database, handle connection requests, and spawn other necessary
backend processes. When you start the database, the postmaster is started

first and it:
1. Allocates the shared memory.

2. Starts the utility processes.
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3. Starts semaphores (a semaphore is a label that
indicates the status of the process).

4. Accepts connections and spins off a backend for

each new connection.

As soon as the postmaster receives the connection, it creates a backend
process that does an authentication check as part of the parsing process
(checking the query syntactically and symmetrically—which is syntax
of the query and privileges of user on the objects involved in the query).

If everything goes well, it attaches that backend process to that session.
Everything that runs in the session will be taken care by that backend
process. So everything for a connection will be taken care of by backend
processes as well.

Each backend (server process) gets its pointers to shared memory from
the postmaster. It is pretty disastrous if the postmaster dies with backends
still running, so we have it do as little as possible, so that there isn’t as
much that can crash it. Postgres does have a pool of shared memory;
however, it does not have a library or dictionary cache stored in that
memory. This means that statements need to be parsed and planned every
time they are entered. If parse/plan overhead is an issue, use prepared
statements instead. The parser is quite lightweight, so we feel that the
overhead of parsing the query each time is acceptable.

Components of Shared Memory

PostgreSQL has shared memory that can be used by all sessions of the
database. Each component of shared memory is explained in the following
sections.
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Shared Buffers

The biggest chunk of shared memory is the shared buffers. When pages
from a table or index are read from the OS, they are read into shared_
buffers, and the backends reference the pages and their contents right
there in the shared memory. An exception are temporary tables, where
(since only the creating backend can reference the temp table) data is
accessed in the temp _buffer space as much as possible. temp_buffer

is separate. It is not in shared memory. It’s faster to access process-local
memory like that because you don’t need to worry about pinning or
locking the data, since you are not sharing it.

WAL Buffers

These are for buffering data to be written to the WAL files.

Temp Buffers

These are buffers created from temp tables.

CLOG (Commit LOG) Buffers

PostgreSQL holds the status of each ongoing transaction in buffers, which
are called CLOG buyffers. If there are any crashes or improper shutdowns of
the database, these buffers will be used to determine the transaction status
during the recovery.

Lock Space

Memory structures in shared memory are generally protected by
“lightweight” locks, which are in shared memory. Tables are protected by
“heavyweight” locks, which are also in shared memory (and themselves
protected by lightweight locks). Of course, lightweight locks are protected
by spinlocks.
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Other Memory Areas

Other buffers are probably mostly SLRU buffers besides CLOG (which was
the first user of the SLRU system). SLRU is good for data where you mostly
want to use recently accessed data and you are done with it relatively
quickly.

The opposite of shared memory is process-local memory—only the
one process that allocates it can access it. Each SLRU system has a separate
subdirectory. Shared memory is memory that all of the backend server
processes can directly access. To prevent chaos, access to shared memory
must follow some rules, which tends to make it a little slower, like locking
areas of memory a process will be using. Process-local memory is allocated
by one backend server process, and the other backend server processes
can’t see it or use it, so it’s faster to access and there are no worries about
another process trashing it while you're using it.

Utility Processes

With a default configuration, we can see the postmaster, the checkpointer
process, the writer process, the WAL writer process, the autovacuum
launcher process, and the stats collector process. You will see more
processes running if you turn on archiving or streaming replication. You
might also get a process for writing the server log, depending on the
configuration. As their names say:

e The WRITER process is responsible for writing the dirty
buffers to data files.

e The CHECKPOINTER process is for checkpoint. This
process is responsible for creating safe points as
a checkpoint record in current WAL from which a
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recovery can begin; the background writer tries to
keep some pages available for re-use so that processes
running queries don’t need to wait for page writes

in order to have free spots to use in shared buffers.
Both the checkpointer and writer processes write to
the same files; however, the checkpointer writes all
data that was dirty as of a certain time (the start of the
checkpoint) regardless of how often it was used since
the data was dirtied, whereas the background writer
writes data that hasn’t been used recently, regardless
of when it was first dirtied. Neither knows nor cares
whether the data being written was committed, rolled
back, or is still in progress.

The WAL WRITER process is for writing the dirty buffers
in WAL buffers to WAL files.

The AUTOVACUUM launcher process launches
autovacuum when required (depends on your
autovacuum settings in PostgreSQL configuration file).

The STATS COLLECTOR process collects the statistics
of objects in the database required by Optimizer to
improve the performance.

The LOGGING COLLECTOR is responsible for writing
database messages into database log files. According to
the level set in the configuration file, it writes into log
files.

The ARCHIVER process is responsible for copying files
from the pg_xlog location to the archive location.
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Directory Structure

All the data needed for a database cluster is stored in the cluster’s data
directory, commonly referred to as PGDATA. See Figure 2-2.

o Each table/relation/index in PostgreSQL gets a
database file that can be extended to 1GB. So file-per-
table, file-per-index.

o Each tablespace is a directory under the PGDATA/
pg_tblspc.

o Each database that uses that tablespace gets a
subdirectory under PGDATA/pg_tblspc.

o Each relation using that tablespace/database
combination gets one or more files, in 1GB chunks.

e Additional files used to hold auxiliary information
(free space map, visibility map) look like 12345_fsm,
12345_vm.

o Eachfile name is a number that’s called an Object ID (OID).

Directory Structure

postgresql.conf
pg_hba.con!
Data i}
——»  pg_ident.conf
——» PG_VERSION

S | SE8 N AgRs| Ena jmaT|
[ e ] i ] ] e} [
s

Figure 2-2. PostgreSQL directory structure
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You can get a detailed description at https://www.postgresql.org/
docs/current/static/storage-file-layout.html.

The catalog cache is information from the system tables, which
describes the tables, indexes, views, etc. in the database. If you had to
re-read that from the system tables each time, it would be slow.

Even shared memory would be clumsy for that, so each backend process
has its own cache of system catalog data for fast lookup.

When anything changes, all backends are sent a signal to update or
reload their cache data. When pages are read or written, they go through
the OS cache, which is not directly under PostgreSQL control. The
optimizer needs to keep track of a lot of information while it parses and
plans a query, which is why that is shown. A plan has execution nodes,
some of which may need to use memory. That is where work_mem comes
in—a sort or hash table (as examples) will try not to exceed work _mem for
that node. It is significant that one query might use quite a few nodes,
which each allocate memory up to work mem. But since most queries are
simpler and might not use any work_mem allocations, people often do
their calculations based on an expected maximum of one allocation per
backend (i.e., per connection). But that could be off by quite a bit if all
connections are running queries with five nodes allocating memory.

It is worth noting that if there is enough RAM on the machine to have a
good-sized OS cache, a PostgreSQL page read will often just be a copy from
OS cache to pg shared buffers, and a page write will often just be a copy
from pg shared_buffers to the OS cache. The fsync of tables is the part of
the checkpoint process when they are actually written from the OS to the
storage system. But even there a server may have a battery-backed RAM
cache, so the OS write to storage is often just a copy in RAM. That is, unless
there is so much writing that the RAID controller’s cache fills, at which
point writes suddenly become hundreds of times slower than they were.

Other interesting dynamics are pg will try to minimize disk writes by
hanging onto dirty buffers (ones that have logically been updated) before
writing them to the OS. But buffers may need to be written so they can be
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freed so that a new read or write has a buffer to use. If a request to read a
page or write to a new buffer can’t find an idle page, the query might need
to write a buffer dirtied by some other backend before it can do its read
(or whatever). The background writer can help with this. It tries to watch
how fast new pages are being requested and write dirty pages at a rate that
will stay ahead of demand.

Installation

Before you use PostgreSQL you need to install it, of course. You can install
PostgreSQL in four ways.

e Source installation
e Binary installation
¢ RPMinstallation

e One-click installer

As PostgreSQL is Open Source, the source code is available on the
postgresql.org website. We are going to cover each installation in detail
in the following sections.

Source Installation

Source installation is nothing but compiling the source code of
PostgreSQL. Here are the high-level steps that you should follow to install
from source.

The following steps use PostgreSQL version 9.6.2 as the example, but
nearly the same steps are applicable to the other versions.

1. Download the PostgreSQL source from here:

https://ftp.postgresql.org/pub/source/
v9.6.2/postgresql-9.6.2.tar.bz2
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Unzip the downloaded file:
unzip postgresql-9.6.2.tar.bz2

Go inside the directory created by unzip of Step 2
and run the configure command as follows:

cd postgresql-9.6.2
./configure

A simple configure installs in the default location,
which is /usr/local/pgsql. If you want to install
itin a different location, use the prefix option to
configure it.

--prefix=/location/to/install/

Configure basically looks at your machine
for dependency libraries necessary for
PostgreSQL. It reports if your machine

is missing any. You can install missing
libraries first and then re-run the
configure command. So basically, it prepares
your machine for installation.

Once the compilation is done, you can use make and
make install to complete the installation.

make -j 8 && make install

-j is for parallel jobs. Define this value based
on your CPU cores, which can be utilized for the
compilation job.
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5. Once the installation is done, create a data directory
where data can be stored. You need to create the
postgres user to own that data directory.

Each instance of PostgreSQL is referred to as a
“cluster”. This means an instance can have multiple
databases. Don’t get confused with a cluster of
server nodes. Each data directory contains all the
data and configuration files of one instance. So each
instance can be referred to in two ways:

e Location of the data directory

¢ Portnumber

A single server can have many installations and you
can create multiple clusters using initdb.

Here are the commands that need to be executed
to create a user, create data directory, and initialize
that data directory:

adduser postgres

mkdir /usr/local/pgsql/data

chown postgres /usr/local/pgsql/data

su - postgres

/usr/local/pgsql/bin/initdb -D /usr/local/
pgsql/data

Note that /usr/local/pgsql/data is the data
directory. initdb is the binary to initialize a new
data directory.
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6. You need to start the data directory to connect
the database. pg_ctl is the binary to start/stop a
PostgreSQL data directory.

/usr/local/pgsql/bin/pg _ctl -D /usr/local/
pgsql/data start

Details of basic requirements, installation procedure, post-installation
steps, and supported platforms are found at https://www.postgresql.
org/docs/current/static/installation.html.

Binary Installation

This installation is nothing but downloading already compiled binaries
(from source installation) from different repositories maintained by
communities and PostgreSQL support vendors.

Binary installation expects the server to satisfy all the dependencies.
However, most of the package managers are smart enough to detect the
required dependencies and install them if required.

Some of the notable binary repositories are as follows:

o https://www.postgresql.org/ftp/binary/
o https://yum.postgresql.org/

o https://www.postgresql.org/download/linux/
ubuntu/

There are portable/relocatable binaries also, such as what BigSQL
package manager offers at https://www.openscg.com/bigsql/package-
manager/.
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RPM Installation

PostgreSQL maintains a repository where you can see all versions of
PostgreSQL at https://yum.postgresql.org/rpmchart.php

RHEL, CentOS, Oracle Enterprise Linux, and Scientific Linux are
currently supported by the PostgreSQL yum repository. Only current
versions of Fedora are supported due to the shorter support cycle, so
Fedora is not recommended for server deployments.

1. [Install the repository RPM:

yum install https://download.postgresql.org/
pub/repos/yum/9.6/redhat/rhel-7-x86_64/pgdg-
redhat96-9.6-3.noarch.rpm

2. Install the client packages:
yum install postgresqlo6

3. Optionally install the server packages:
yum install postgresql96-server

4. Optionally initialize the database and enable
automatic start:

/usr/pgsql-9.6/bin/postgresql96-setup initdb
systemctl enable postgresql-9.6
systemctl start postgresql-9.6

5. Post-installation.
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Automatic restart or auto-initialization of the data directory is not
enabled for Red Hat family distributions due to some policies. You need
to perform the following steps manually to complete your database

installation.

service postgresql initdb
chkconfig postgresql on

On Fedora 24 and other later derived distributions:

postgresql-setup initdb
systemctl enable postgresql.service systemctl start
postgresql.service

Installers for Windows and Mac

The easiest way to install is through installers. One-click installers provide
a graphical wizard for installation. These installers have options for
choosing your installation and data directory locations, as well as ports,
user, passwords, etc.
Download the installers from here (according to your operating
system): https://www.openscg.com/bigsql/postgresql/installers/
Double-click on the installer and follow the GUI wizard.

Setting Environment Variables

Itis very important to set up these environment variables for trouble-free
startup/shutdown of the database server.

e PATH: Should point to the correct bin directory

o PGDATA: Should point to the correct data cluster
directory
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e PGPORT: Should point to the correct port on which
the database cluster is running. You will get the port
number of the instance from the port parameter in the
postgresql.conf file.

o PGUSER: specifies the default database user name.

Edit the .profile or .bash_profile file to set these variables. In
Windows, set these variables using the My Computer Properties page.
More environment variables are found here: https://www.postgresql.
org/docs/current/static/libpq-envars.html.

Getting Started with PostgreSQL

This section talks about some basic commands that are very helpful on a
day-to-day basis. The following examples involving service startup are on
Linux. However, these commands work across all platforms.

The pg_ctl command can be used to control the PostgreSQL database.
To check the status of the PostgreSQL instance:

$ su - root
# service postgresql-9.6 status

Or:

#su - postgres
$ /install/location/bin/pg_ctl D /location/to/data status

To start the PostgreSQL service:

$ su - root
# service postgresql9.2 start
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To start the Postgresql service as a Postgres user (an operating system
user), use this command:

$ /install/location/bin/pg ctl D /location/to/data start.
To stop the PostgreSQL service, use this command:

$ su - root

# service postgresql-9.6 stop

(OR)

#su - postgres

$ /install/location/bin/pg ctl D /location/to/data stop mf

Reload PostgreSQL means to force the PostgreSQL service to allow
the modifications in postgresql.conf/pg_hba.conf. To reload the
PostgreSQL service:

$ su - root
# service postgresql-9.6 reload

Or:
$/install/location/bin/pg ctl D /location/to/data reload

Use the psql utility to connect to the database. It needs a port,
username, hostname, and database name to be passed. An example:

$/install/location/bin/psql -p port -h hostname -U username -d
dbname

$/install/location/bin/psql -p 5432 -h localhost -U postgres -d
postgres

To get the object details, PostgreSQL has meta-commands that help
you get the list of objects. Connect to the psql prompt and execute these
commands.
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postgres=# \dt
List of relations
Name | Type | Owner

|
+
test | test 1 | table | postgres
|
|
|
|

test test 2 | table | postgres
test test 3 | table | postgres
test test 5 | table | postgres
test test 6 | table | postgres
(5 rows)

postgres=#

e \dv: Meta command to get the list of views
e \di: List of indexes
e \d: Table description

You can find all these meta-commands by executing \? in the psql
terminal. These commands are not supported in any other applications.

To monitor the database connections, such as which application user
executes which query from which IP, you can use the following query to list
all the connection details of a cluster.

postgres=# select * from pg stat activity;

To list all the active connections (the connections that are doing some
actions on the database), use this command:

postgres=# select * from pg stat_activity where waiting is
false; --(for <= PostgreSQL 9.5)
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To list all the connections that are waiting, use this command.

postgres=# select * from pg stat activity where waiting is
true; --(for <= PostgreSQL 9.5)

To get the current locks in database, use this command.

postgres=# select * from pg locks;

Configuration Parameters

postgresql.conf is the configuration file in PostgreSQL. You can find it
under the DATA directory. It’s used to set configuration parameters. There
are many configuration parameters that affect the behavior of the database
system. All the parameter names are case-insensitive. Every parameter
takes a value of one of four types: boolean, integer, floating point, or string.

o postgresql.conf holds parameters used by clusters.
Parameters are case-insensitive.

o postgresql.confis normally stored in data directory.
e Initdb installs a default copy of the config file.

e Some parameters take effect only on server restart
(pg_ctl), while others go into effect by signaling the
postmaster.

o #isused for comments.
e One parameter allowed per line.
o They can also be specified as command-line option.

Some parameters can be changed per session using the SET command
and some parameters can be changed at the user level using ALTER USER.
Some parameters can be changed at the database level using ALTER
DATABASE. The SHOW command can be used to see settings. The pg_settings
catalog table lists the settings information.
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Connection Settings

o listen addresses (default localhost): Specifies
the addresses on which the server is to listen for
connections or from which hosts you can connect to
instance. Provide user-comma separated host IPs or
use * for all hosts.

o port (default 5432): The port the server listens on. The
default is 5432; however, you can use any port number
that is free on the server.

e max_connections (default 100): The maximum number
of concurrent connections the server can support.
If you want to increase this parameter, remember
that you can see an increase in memory in case of all
concurrent sessions.

o superuser reserved connections (default 3):
Number of connection slots reserved for superusers. If
max_connections are 100, the normal user connections
would be 100 - superuser_reserved connections.
These are reserved for the worst case when an instance
is running out of connections for normal users.

o unix_socket_directory (default /tmp): Directory to be
used for UNIX socket connections to the server.
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Security and Authentication Settings

authentication_ timeout (default 1 minute):
Maximum time to complete client authentication, in
seconds. Default is one minute and it will error out
after one minute.

ss1 (default off): Enables SSL connections for more
security.

ssl ciphers: List of SSL ciphers that may be used for

secure connections.

Memory Settings

shared_buffers (default really small): Size of
PostgreSQL shared buffer pool in shared memory. Rule
of thumb is 25% of system memory to a maximum of
8GB on Linux; or 512MB on Windows.

temp_buffers (default 8MB): Amount of memory used
by each backend for caching temporary table data. It is
used only when temporary tables are created.

work mem (default IMB): Amount of memory used for
each sort or hash operation before switching to temporary
disk files. Default is conservative, but don't overdo it.

If you increase, it may cause the system to go out of
memory. Rule of thumb is 25% of RAM/max_connections.

maintenance_work mem (default 16MB): Amount of
memory used for each index build or VACUUM. Tt is
useful to increase it at the session level when you
are running VACUUM or CREATE INDEX, but not at the
instance level.
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Query Planner Settings

random_page cost (default 4.0): Estimated cost of a
random page fetch, in abstract cost units. May need
to be reduced to account for caching effects. It is used
during index scans.

seq_page_cost (default 1.0): Estimated cost of a
sequential page fetch, in abstract cost units. May need
to be reduced to account for caching effects. Must
always set random_page cost >= seq_page costto
get better performance. However, the planner decides
which scan is to be performed based on the stats. You
can force seq scan or index scan by altering these
parameters, when necessary.

effective_cache_size (default 128MB): Used to
estimate the cost of an index scan. Rule of thumb is 75%
of system memory.

Write Ahead Log Settings
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wal level (defaultminimal): Determines how much
information is written to the WAL. Other values are
archive and hot_standby. Set to archive if you want to
enable only archiving for point in time recovery and set
to hot_standby if you want to set up a replication.

fsync (default on): Turn this off to make your
database much faster and silently cause arbitrary
corruption in case of a system crash. It is not
recommended to turn it off.
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o wal buffers (default 64KB): The amount of memory
used in shared memory for WAL data. May need to be
raised to 1-16 MB on busy systems.

o checkpoint_timeout (default 5 minutes): Maximum
time between checkpoints. After this much time, the
checkpoint will be performed automatically.

o max_wal size (integer): Maximum size to let the WAL
grow to between automatic WAL checkpoints. This is
a soft limit; WAL size can exceed max_wal size under
special circumstances, like under heavy load, a failing
archive command, or a highwal_keep_segments
setting. The default is 1GB. Increasing this parameter
can increase the amount of time needed for crash
recovery. This parameter can only be set in the
postgresql.conf file or from the server command line.

o min_wal_size (integer): As long as WAL disk usage
stays below this setting, old WAL files are always
recycled for future use at a checkpoint, rather than
removed. This can be used to ensure that enough
WAL space is reserved to handle spikes in WAL usage.
For example, when running large batch jobs. The
default is 80MB. This parameter can only be set in the
postgresql.conf file or from the server command line.

Where to Log

o log destination: Destination to log written types.
Valid values are combinations of stderr, csvlog,
syslog, and eventlog, depending on the platform.

57



CHAPTER 2  POSTGRESQL ARCHITECTURE

o logging collector: Enables advanced logging
features. csvlog requires logging collector. Enabling
it creates a utility process called “logger process,” which
takes care of writing into log files.

o log directory: Directory where log files are written.
Requires logging collector to be turn on.

o log filename: Format of log file name (e.g.,
postgresql-%Y-%M- %d.log). Allows regular log
rotation. Requires logging collector.

o log rotation_age: Automatically rotates logs after this
much time. Requires logging collector to be turn on.

o log rotation_size: Automatically rotates logs when they
get this big. Requires logging collector to be turn on.

When to Log

o client_min_messages (default NOTICE): Messages of
this severity level or above are sent to the client. Other
severity levels are LOG, WARNING, ERROR, FATAL, and PANIC.

o log min_messages (default WARNING): Messages of this
severity level or above are sent to the database log files.

o log min_error statement (default ERROR): When a
message of this severity or higher is written to the server
log, the statement that caused it is logged along with it.

o log min_duration_statement (default -1, disabled):
When a statement runs for at least this long (specified
in milliseconds), it is written to the server log, with its

duration.
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What to Log

log connections (default off): Log successful
connections to the server log. Useful when generating
reports on the number of connections based on

log files.

log_disconnections (default off): Log some
information each time a session disconnects, including
the duration of the session. Useful when generating
reports on number of connections based on log files.

log_error verbosity (default “default”): Can also
select “terse” or “verbose”.

log_duration (default off): Log duration of each
statement. Useful when you want to see the duration of
each statement that is logged.

log_line_prefix: Additional details to log with each
line. You can log details of each statement such as
hostname, pid, database/username, duration, etc.

log statement (default none): Legal values are
none, dd1, mod (DDL and all other data-modifying
statements), or all. Though all is specified, it will
not log error statements, as this is applicable to the
statements that pass parsing.

log_temp_files (default -1): Log temporary files of this
size or larger in kilobytes. These files are created when
work _mem is not sufficient during the sorting of the
queries.
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Background Writer Settings

o bgwriter delay (default 200 ms): Specifies time
between activity rounds for the background writer.
Resting time of background writer after it writes and
before it starts writing again.

o bgwriter lru maxpages (default 100): Maximum number
of pages that the background writer may clean per activity
round. Increasing it makes the background writer write
more buffers and may cause some I/O on the server.

o bgwriter lru multiplier (default2.0): Multiplier
on buffers scanned per round. By default, if the
system thinks 10 pages will be needed, it cleans 10 *
bgwriter lru multiplier of2.0=20.

Vacuum Cost Settings

e vacuum_cost_delay (default 0 ms): The length of time,
in milliseconds, that the process will wait when the cost
limit is exceeded. By default, it does not wait.

e vacuum cost page hit (default1): The estimated cost of
vacuuming a buffer found in the PostgreSQL buffer pool.

e vacuum_cost_page miss (default 10): The estimated
cost of vacuuming a buffer that must be read into the
buffer pool.

e vacuum_cost_page dirty (default 20): The estimated
cost charged when vacuum modifies a buffer that was
previously clean.

e vacuum_cost_limit (default 200): The accumulated
cost that will cause the vacuuming process to sleep.
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Autovacuum Settings

autovacuum (default on): Controls whether the
autovacuum launcher runs and starts worker processes
to vacuum and analyze tables. It may create some load
on heavily active tables (update/deletes); however,
itincreases the performance of the table. It is not
recommended to turn this off.

log autovacuum min_duration (default -1):
Autovacuum tasks running longer than this duration
(in milliseconds) are logged.

autovacuum_max_workers (default 3): Maximum
number of autovacuum worker processes that may be
running in parallel at one time.

We covered a few of the most important parameters. However, there

are a lot of parameters not covered here. For more information, visit
https://www.postgresql.org/docs/9.5/static/runtime-config.html.

Summary

This chapter covered the detailed architecture of PostgreSQL and its design

and data limits. We went through the installation procedures and showed

you how to get started with PostgreSQL. We also looked at the directory

structure and some basic parameters. The next chapter covers one of the

main PostgreSQL service cloud vendors, Amazon Cloud. We talk about the

types of instances, including how to choose one, and the limitations and

advantages of EC2 and RDS instances.
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Amazon Cloud

This chapter covers Amazon Web Services (AWS) and how to get started
with it. We talk about availability zones and getting started with AWS and
answer queries that most of the people raise before they choose AWS. We
cover only a few services related to PostgreSQL, like ec2 machines and
RDS instances. We describe the step-by-step process of creating each
service, which will give you a better idea about which option you should
choose for your environment.

Amazon Cloud or Amazon Web Services

As discussed in Chapter 1, AWS is widespread across 16 geographic regions
with 43 availability zones. It is about to launch four more regions with 11
availability zones. AWS also has over 66 edge locations or CDN endpoints
for CloudFront.

AWS Regions and Availability Zones

An AWS region is a geographical or physical location that hosts multiple
availability zones. Figure 3-1 shows 16 geographic regions across various
locations in the world.

© Baji Shaik, Avinash Vallarapu 2018 63
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Region & Number of Availability O New Region (coming soon)
Zones T
US East China China
N. Virginia (6), Ohio Beljing (2)
@) France
Europe
US West Frankfurt (3), Ireland Hong Keng
N. California (3), (3), London (2) Sweden
Cregon (3)
South America AWS GovCloud (US-
Asia Pacific Sio Paulo (3) East)

Mumbai (2), Seoul (2),
Singapore (2),
Sydney (3), Tokyo (3)
Canada

Central (2)

AWS GovCloud (US-
West) (2)

Figure 3-1. The 16 geographic regions across various locations in the
world

As seen in Figure 3-1, each region or location has at least two
availability zones (AZ) to enable high availability and disaster recovery
features for production environments. An availability zone is a data center
in simple terms. To enable high availability, all the availability zones in a
region are connected through a fast and private fiber optic network with
redundant power and security. Choosing multiple availability zones for
your infrastructure helps you build redundant applications that manage
failover automatically. You can build replication between multiple regions
or within the same region using availability zones.

Getting Started with AWS

Before starting your deployment of PostgreSQL on AWS, you may have a
few questions. This chapter addresses the following questions:

o How do you create an AWS account?

¢ Whatis the difference between an RDS and EC2
instance?

e When do you choose between an RDS and an EC2 for
PostgreSQL?
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How do you create a PostgreSQL RDS instance or an
EC2 instance on AWS?

How do you choose a region? When should you choose
a multi-availability zone and how?

How should you determine the correct specifications or
instance type?

What are all services you need to know to implement
PostgreSQL on AWS?

How can you monitor PostgreSQL on AWS?

Is PostgreSQL on AWS secured?

How do you choose a VPC?

How do you encrypt data in motion and data at rest?
How do you take backups of PostgreSQL on AWS?

How is user management and privileged access control
achieved on AWS?

What is Aurora PostgreSQL and how is it different from
Community PostgreSQL?

All these questions are answered in the next pages.

Creating an AWS Account

Creating an AWS account is very easy and user friendly. Using the

following link, you can directly land on the page that requires you to enter

your AWS account name, email address, and password. See https://
portal.aws.amazon.com/billing/signup.
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On the next page, you see an option asking you to select whether it is a
company or personal account (see Figure 3-2). In fact, it does not matter.
If you are creating the account for your organization, feel free to select the

company account and complete the rest of the fields.

© Company Account Personal Account

* Required Fields
Full N -

pu

Company Name* Gpendes

Country®  uUnited States
Address* ddei-Rewis=id
iAoty
City* East Brunswick
State / Province or Region™ NJ
Postal Code” L0046

Phone Number® oui=lS8-000-0446s

AWS Customer Agreement
[ | Check here to indicate that you have read and agree to the terms
| | of the AWS Customer Agreement

i Create Account and Continue

Figure 3-2. Creating the account
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Once you click on Create Account and Continue, you are asked to enter

your credit card number and choose the billing address for the card. You

are then asked to provide a telephone number for a confirmation call. The

verification stage is then complete. See Figure 3-3.

Identity Verification

You will be called immediately by an automated system and prompted to enter the PIN number provided.

1. Provide a telephone number
Please enter your information below and click the "Call Me Now" button.

Security Check @

= LL

T

Please type the characters as shown above

Country Code Phone Number Ext
United States (+1) s
Call M Now |

Figure 3-3. Provide a phone number for verification

The final step is to choose a support plan. Here are the four support

plans available for users on AWS:
Basic support plan
Developer support plan

Business support plan

Enterprise support plan
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If you are planning to try AWS for the first time, feel free to choose the
Basic support plan, which is available at no extra cost. To see more details
on the support plans offered by AWS, visit https://aws.amazon.com/
premiumsupport/compare-plans/.

Once you have selected your support plan, you are done with AWS
account creation. It may take up to 24 hours for your account to be activated.
AWS should send you an email if they need more details from you.

Choosing an AWS Service

Asyou have already seen the procedure for creating an AWS account, let’s
see how you can get to the services offered by AWS. Once you have logged
in to your AWS account, click on the Services icon on the top-left corner of
your AWS Console. You can use the following URL to land on the services
offered by AWS.

https://console.aws.amazon.com/console/

As this chapter is more inclined toward creating a PostgreSQL database
on AWS, we need to understand the two major services offered by Amazon
for this purpose.

o Relational Database Service (RDS)

o Elastic Compute Cloud (EC2)

RDS

As discussed in the Chapter 1, Amazon RDS is a managed relational
database service or a DBaa$ (Database as a Service) offered by AWS.
Amazon RDS offers a customizable database service that allows scaling
of components like CPU, memory, storage, and IOPS independently. RDS
enables developers to focus on building their applications, as many of

68


https://aws.amazon.com/premiumsupport/compare-plans/
https://aws.amazon.com/premiumsupport/compare-plans/
https://console.aws.amazon.com/console/

CHAPTER 3  AMAZON CLOUD

the time-consuming tasks such as database provisioning, administration,
backups, database software installation, database setup, upgrades,
patching, and monitoring can be automated and left to AWS. Amazon
provides this service for a variety of database software products such as
PostgreSQL and MySQL.

Choosing an RDS Instance

Amazon allows you to choose an instance type of your choice from a list
of several instance types. Every instance type varies in terms of the CPUs,
memory, IOPS, and network capacity. You can choose an instance type
that is optimal for your requirements. This list may vary but should give
you an understanding that you have a list of instances from which you can
select your RDS instance. See Figure 3-4.

Instance Type vCPU Memory (GiB) PIOPS-Optimizod Network Performance

Standard - Latest Generation

db.m4.larga 2 a Yoo Modorato
do.m4.xlarge 4 16 Yos High
do.m4.2xiarge 8 az Yeos High
do.m4.dxdiarge 16 64 Yes High
db.mad. 10xlarge 40 180 Yoo 10 Gigabit

Standard - Previous Generation

dbo.m3.medium 1 3.75 - Moderate
db.m3.large 2 7.5 - Moderate
do.m3.xlarge 4 15 Yeos High
dbo.m3.2xlarge 8 30 Yes High
Memaory Opti - Current

db.r3.large 2 15 - Moderate
do.rd. xlargo 4 30.5 Yoo Modaorato
db.r3.2xlarge a &1 Yoo High
do.r3. dxlargo 16 122 Yoo High
do.r3d.Bxiarge az 244 - 10 Gigabit

Burstable Performance - Current Generation

dot2.micre 1 1 - Low
dt2. small 1 2 - Low
dib.12. medium 2 4 - Moderate
dip.12. large 2 - - Moderate

Figure 3-4. List of instance types
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Amazon offers two types of storage for RDS instances.
e General Purpose (SSD) Storage
e Provisioned IOPS (SSD) Storage

General Purpose (SSD), or gp2, is suitable for applications that don’t
require guaranteed and consistent IOPs and are not concerned about huge
10 intensive transactions. IOPS is the number of input/output operations
second. This storage type scales at a rate of three IOPS per gigabyte of
storage. For example, 33.33GB of storage gets you 100 IOPS. There is also
a hard limit of 10,000 IOPS being the maximum for gp2 storage when you
choose a storage of size 3,334GB and above. To get more IOPS, you need
to choose more storage. Choosing 100GB General Purpose (SSD) storage
gets you 300 IOPS. Choosing gp2 type of storage gets you an initial credit
balance of IOPS (5.4 million IOPS), which can be used automatically by
the instance to sustain a burst performance when large amounts of IO are
happening. These credits can sustain 3000 IOPS for 30 minutes. Hence,
if you are building an OLTP environment that gets a huge number of
transactions for longer durations, needing more IOPS, you may not choose
this storage type.

Provisioned IOPS (SSD) Storage is a storage type that lets you provision
your instance IOPS between 3 to 10 times of your storage, unlike General
Purpose Storage. That means that choosing a storage of size 1,000GB lets
you choose an IOPS between 3,000 to 10,000, incremented by 1000. 300GB
of storage would let you choose an IOPS between 1000 to 3000, which are
always rounded off to multiples of 1000. This is why the minimum storage
you can choose while choosing the Provisioned IOPS Storage type is 100GB
and it’s scalable up to 6144GB.

You can choose up to 30,000 IOPS per database instance irrespective
of the instance type you choose. Hence, your instance is now capable
of processing a bigger number of I/O requests concurrently if you have
chosen this storage type. Provisioned IOPS storage is highly suitable for
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OLTP workloads. Increased IOPS refers to decreased IO latency in a system
with huge transactions, which makes your transactions complete more
quickly. If you want to modify your storage type from gp2 to Provisioned
IOPS, doing so requires downtime. Storage, once allocated, can be
upgraded without downtime, but it is not possible to downgrade your
storage size.

Creating PostgreSQL on an RDS

Follow these steps to create a PostgreSQL RDS instance:

1. Asyou saw earlier, you need to search for the
RDS service in the AWS Console. Once you click
on RDS, you should land on an RDS Dashboard.
Click on Instances and you should see an option to
launch a DB instance. Figure 3-5 shows the options

highlighted for your understanding.

Services ~ Resource Groups ~ *
Amazon RDS x RDS > Instances
Dashboard Instances (1) Instance g 3 Launch DB instance
Q. Filter instances

Clusters

Snapshots
Reserved instances
DB instance Engine Status
External Ucenses

postgres PastgreSQL available
Subnet groups 9 9resd ©

Figure 3-5. Launching the DB instance
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2. Once you click on Launch DB Instance, you should
select your engine. Since we are talking about
PostgreSQL, lets select PostgreSQL, as highlighted in
Figure 3-6. Click Next to continue.

Engine options

Amazon Aurora MySQL

Amazon
Aurora

MariaDB © PostgreSQL

Oracle Microsoft SQL Server

rosoft*

ORACLE 72881 server

Figure 3-6. Select PostgreSQL as the engine

3. Nowyou need to select your use case from the
two options—production and development
(see Figure 3-7). If you are building this service for
production, select production. However, there is no
difference between production and development
except for the Multi-AZ and Provisioned IOPS
selected by default. You can choose the same
options if you select development as your use case.
Click Next to proceed.
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Choose use case

Use case
Do you plan to use this database for production purposes?

Use case

© Production
Use Multi-AZ Deployment and Provisioned IOPS Storage as defaults for high availability and fast, consistent
performance.

Dev/Test
This instance is intended for use outside of production or under the RDS Free Usage Tier.

Billing is based on RDS pricing.

Figure 3-7. Select the use case

4. This step is crucial. You need to select the
PostgreSQL version you want to install on your
RDS instance. AWS takes care of the installation
automatically. You see an option to choose your
instance class or instance type. Among the list of
instances available, you need to select the type
that suits your environment in terms of CPU and
memory. As seen in Figure 3-8, Create Replica In
Different Zone is automatically highlighted for you.
As discussed at the beginning of this chapter, there
are at least two availability zones in every region.
Amazon creates a replica that can be used for reads
and high availability when you select this option.
Choosing a use case as production will select this
option automatically for you.
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In the same step, you can see Storage type - Provisioned IOPS
selected by default. As discussed, you need to select your IOPS based
on a mathematical formula rounded off to multiples of 1000. Otherwise,
you'll see an error that helps you choose the correct numbers, as shown in
Figure 3-8.

DB engine
PostgreSQL

License model info

postgresql-license v

DB engine version info

PostgreSQL 9.6.2-R1 v

DB instance class info

db.m3.xlarge — 4 vCPU, 15 GiB RAM v

Multi-AZ deployment info

© Create replica in different zone
Creates a replica in a different Availability Zone (AZ) to provide data redundancy, eliminate 1/0 freezes, and minimize latency spikes
during system backups.

No

Storage type info

Provisioned IOPS (55D) -

Allocated storage

1000 : GB

(Minimum: 100 GB, Maximum: 6144 GB)

Provisioned I0OPS info

I 1000

A postgres requires 3000-10000 10PS for 1000 GB storage

Figure 3-8. The error tells you the correct range for the entry
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On the same page, once you scroll down to the end, you should see
Settings (see Figure 3-9). Choose a name that will help you identify this
instance. Look at the standard naming conventions at your organizational
level. You can choose your own username and passport that helps you get
superuser access to this instance. Click Next to proceed.

Settings

DB instance identifier info

Specify a name that Is unique for all DB instances owned by your AWS account in the current region.
postgres

DB instance identifier is case insensitive, but stored as all lower-case, as in "mydbinstance”.

Master username info

Specify an alphanumeric string that defines the login ID for the master user.
postgres

Master Username must start with a letter.
Master password info Confirm password info

Master Password must be at least eight characters
long, as in "mypassword",

Figure 3-9. Fill in the settings here

5. Nowyou'll land on the Advanced Settings page
(see Figure 3-10). You can create your own VPC
or choose an existing VPC. One of the important
decision is whether to let your instance be publicly
accessible. If you need to let other EC2 instances or
devices outside the VPC of your instance connect to
your instance, you need to choose Yes. However, you
need to specifically choose the VPC so devices can
connect to your instance explicitly.
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There are multiple availability zones in every region, and you can

choose one AZ from your region in which to create this instance using the
dropdown under Availability Zone.

Network & Security

Virtual Private Cloud (VPC) info
VPC defines the virtual networking environment for this DB instance.

Create new VPC v

Only VPCs with a corresponding DB subnet group are listed.

Subnet group info
DB subnet group that defines which subnets and IP ranges the DB instance can use in the VPC you selected.

Create new DB Subnet Group v

Public accessibility info

O Yes
EC2 instances and devices outside of the VPC hosting the DB instance will connect to the DB instances.
You must also select one or more VPC security groups that specify which EC2 instances and devices can
connect to the DB instance.

© No

DB instance will not have a public IP address assigned. No EC2 instance or devices outside of the VPC will
be able to connect.

Availability zone info

us-west-2a v

VPC security groups
Security groups have rules authorizing connections from all the EC2 instances and devices that need to access
the DB instance.

© Create new VPC security group
Select existing VPC security groups

Figure 3-10. The advanced settings page
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6. On the same page, choose your default database
name and the port on which this instance should
run. You can select Yes for encryption if you would
like to encrypt your data at rest, such as database
storage, snapshots, backups, etc. See Figure 3-11.

Database options

Database name

postgres

If you do not specify a database name, Amazon RDS does not create a database.

Database port
TCP/IP port the DB instance will use for application connections

5432

DB parameter group info

default.postgres9.6 v

Option group info

default:postgres-9-6 v

Copy tags to snapshots

Encryption
Encryption

e, Learn Maore.

Figure 3-11. Choose the database name and port

7. Once you scroll down, you can choose your backup
retention period, which is modifiable at later stages.
AWS automatically takes care of your backups. You
can enable more detailed monitoring by selecting
Enable Enhanced Monitoring under Monitoring.
See Figure 3-12.
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Backup

Backup retention period info
Select the number of days that Amazon RDS should retaln automatic backups of this DB instance

7 days -
Backup window info

Select window

© MNo preference

Monitoring

Enhanced meonitoring
© Enable enhanced monitoring

. seful when you want to see how different processes or threads use the CPU,
Disable enhanced monitering
Menitering Role Granularity
Default - 60 seconds i

Maintenance

Auto minor version upgrade info

© Enable auto minor version upgrade
Enables . < to New minor versions as they are released. The automatic upgrades oocur during the maintenance
winsdome for th.

Disable auto minor version upgrade

Maintenance window info
Select the period in which you want pending modifications or patches applied to the D8 instance by Amazon RDS.
Select window

©O MNo preference

Cancel Launch D8 instance

Figure 3-12. Set up the backup, monitoring, and maintenance
features of you database instance

8. The final step before launching the database instance
is to enable or disable the automatic maintenance
of your instance. You must be careful while enabling
automatic maintenance, as it can perform minor
version upgrades of your PostgreSQL instance
automatically during a scheduled maintenance
window. You can choose your maintenance window
or let AWS proceed with the maintenance window,
which would be announced in their community
forums. I prefer to choose No to take care of such
maintenance in my production environments through
a planned downtime.
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Now, click on Launch DB Instance to finish creating your RDS
instance.

EC2

EC2 stands for Elastic Compute Cloud. Unlike an RDS instance, this web
service allows users to configure a compute capacity in the cloud with
complete control over it. EC2 instances can be provisioned in no time,
irrespective of the number of instances you create simultaneously. It is
much easier to scale capacity on demand. EC2 instances get root access
to users and allow them to install any external applications and software
on the server without hassle. Amazon EC2 also commits to a Service Level
Agreement of 99.95%.

There are currently five types of instances that you need to understand
before creating an EC2 instance the first time.

e Spotinstances

¢ Reserved instances
¢ Dedicated hosts

¢ Dedicated instances

o Elastic GPUs

EC2 Spot Instances

Spot instances help users save more money for a workload that is tolerant
for interruption. Users can create a spot instance for non-mission critical
requirements such as analytics and testing. Using spot instances, you

can choose a price you want to pay for an instance you choose, per hour,
through a bid. You can view the current spot price and choose a price
higher than that through a bid. This way, you can provision your spot
instances at the same time. The history of spot pricing is available on the
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Amazon website and it will help you understand the spot price in the last
90 days. Using this history, you can choose a price that can sustain for a
longer period. When the bid reaches or exceeds the spot price chosen by
the user, the service is interrupted. The reason that many users choose a
spot instance is because it is very cheap when compared to a EC2 reserved
instance but has the same performance.

Reserved Instances

There are several attributes that help you choose a reserved instance

and avail a better discounted price. These attributes include instance
type, region, and commitment (1 or 3 years). If you choose to delete your
instance and not worry about your contract, you can sell it in the Amazon
Marketplace. It does not make any difference if you choose a Reserved
Instance that is sold in the Marketplace or directly on the AWS Dashboard,
because it is the same hardware that is being managed by Amazon. Within
Reserved Instances (RIs), you have three categories.

o Standard RlIs: Help you choose an instance with a great
discount without the feature of changing the instance
family and other attributes.

o Convertible RlIs: Gets you a good discount (could be
less than standard RIs) but allows you to change the
attributes of the RI at the same or higher value.

e Scheduled RlIs: These instances best suit a predictable
workload. For example, I perform a month-end report
on the last day of the month or a weekly report every
Sunday. You can select a Scheduled RI that would be
available for launch for a specified time through a
one-year term.
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Dedicated Hosts

EC2 dedicated hosts help you create your own physical server. This makes
it easier to launch your instances on your own dedicated host, which helps
you meet your organizational compliance requirements. Dedicated hosts
also allow you to use your existing software licenses, which are calculated
on per socket, per core (or VM core) basis, subject to the terms and
conditions of the software. You can let Amazon create your instance on
your dedicated host explicitly.

Dedicated Instances

Dedicated instances run on hardware that is dedicated to a single
customer. You may choose to launch an instance on your dedicated host.
However, by choosing a dedicated instance, you would only pay per hour
billing for the dedicated instance.

Elastic GPUs

AWS allows you to add virtual graphics, which is as easy as adding an EBS
volume to an EC2 instance. Users do not have to choose a physical GPU
that is very costly and choose a fraction of resources using elastic GPUs.
Elastic GPU instances save users who are involved in 3D gaming and
designing a lot of money.

Let’s now see how AWS categorizes their instances into five groups/
types of instances:

e General purpose

o Compute optimized

e Memory optimized

e Accelerated computing

o Storage optimized
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General Purpose

General purpose instances include the T2, M4, and M3 family of instances.

o T2instances: These instances are also referred to as
burstable performance instances. These instances allow
users to get more CPU performance than the baseline
through CPU credits. CPU credits are accumulated
depending on the idle time of an instance. More CPU
credits can be accumulated by a bigger instance type.
Environments or applications that are idle most of the
time but require a burst performance while running a
certain activity or analysis find this instance type better.
Currently, you can choose up to 8 vCPUs and 32GB of
RAM with EBS-Only. See Figure 3-13.

i Mem
Model vCPU CPU Credits / hour . Storage
(GiB)
t2.nano 1 3 0.5 el
. . Only
EBS-
t2.micro 1 6 1
Only
EBS-
t2.small 1 12 2
Only
. EBS-
t2.medium 2 24 4
Only
t2.large 2 36 8 P
Jdar
9 Only
EBS-
t2.xlarge 4 54 16
Only
t2.2xl 8 81 32 o
.2xlarge
9 Only

Figure 3-13. The T2 instances
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o M3 instances: These instances are SSD-based storage

Instances for fast I/0 performance. You can choose up
to eight vCPUs and 30GB RAM and 2 x 80GB of SSD
storage. See Figure 3-14.

Model

m3.medium
m3.large
m3.xlarge

m3.2xlarge

Figure 3-14. M3 instances

vCPU

Mem SSD Storage

(GiB) (GB)

3.75 1x4

7.5 1x32
15 2 x40
30 2x 80

o M4 instances: These instances provide a great balance

of CPU, memory, and network resources. Thus, it

can be one of the instance types chosen by many

applications. These instances are EBS optimized by
default. They use 2.3GHz and 2.4GHz of Intel Xeon
processors. See Figure 3-15.

Model

m4.large

m4d.xlarge

mad_Zxlarge

md.4xlarge

m4.10xlarge

md4.16xlarge

wCPU

16

40

Figure 3-15. M4 instances

Mem

(GiB)

16

32

64

160

256

55D

Dedicated EBS

Storage

Bandwidth (Mbps
(GB) M
e 450
only
EBS- 750
only
EBS- 1,000
only
EBS- 2,000
only
EBS- 4,000
only
EBS-

10,000

only
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Compute Optimized

Compute Optimized instances consist of the C5, C4, and C3 family of
instances. Let’s learn more about these family of instances.

« C5instances: These instances are chosen by users
who deal with time-series data collection and machine
learning, and gaming and video encoding, or by users
who have a demand for high-performance web servers.
This instance features a 3.0 GHz Intel Xeon processor,
which can go up to 3.5 GHz using Intel Turbo Boost.
The highest instance in this family consists of 72
vCPUs and 144GB of RAM with a dedicated network
bandwidth. Figure 3-16 shows the type of instances
available in this family of instances.

Mem Dedicated EBS
Model vCPU Storage

(GiB) Bandwidth (Mbps)

EBS-

c5.large 2 - Up to 2,250
Only
EBS-

c5.xlarge 4 8 Up to 2,250
Only
EBS-

c5.2xlarge 8 16 Up to 2,250
Only
EBS-

¢5.4xlarge 16 32 2,250
Only
EBS-

¢5.9xlarge 36 72 4,500
Only
EBS-

c5.18xlarge 72 144 9,000
Only

Figure 3-16. C5 instances
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o C4instances: These instances are built with Intel
Xeon E5-2666 processors and are EBS-optimized.
Applications needing high performance and users with
gaming needs should choose an instance from this
instance class. See Figure 3-17.

Mem Dedicated EBS
Model vCPU Storage

(GiB) Bandwidth (Mbps)

EBS-

cd.large 2 3.75 500
Only
EBS-

cd.xlarge 4 7.5 750
Only
EBS-

c4.2xlarge 8 15 1,000
Only
EBS-

cd.4xlarge 16 30 2,000
Only
EBS-

c4.8xlarge 36 60 4,000
Only

Figure 3-17. C4 instances
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o (C3instances: These Instances are good for high
performance with local SSD-based storage.
They include Intel Xeon E5 processors with EBS-
optimization available at an extra cost. See Figure 3-18.

Mem SSD Storage

Model vCPU (GiB) (GB)
c3.large 2 LA 2x16
c3.xlarge 4 7.5 2x40
c3.2xlarge 8 15 2x80
c3.4xlarge 16 30 2x160
c3.8xlarge 32 60 2x 320

Figure 3-18. C3 instances

Memory Optimized Instances

Memory Optimized Instances include X1e, X1, R4, and R3 instances. Let’s
learn what these four instances include.

e Xleinstances: X1e instances are designed for high
performance in-memory databases and memory
intensive applications. These instances include a high
frequency Intel Xeon E7 processor and the highest
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instance of this class can be configured with up to
3,904GB of RAM. These instances include SSD and are
EBS-optimized by default. See Figure 3-19.

Dedicated
SSD
Model vCPU Mem Storage £es
(GiB) GB) Bandwidth
(Mbps)
x1e.32xlarge 128 3,904 2x 1,920 14,000
x1e.16xlarge 64 1,952 1x1,920 7,000
x1e.8xlarge 32 976 1 x 960 3,500
x1e.dxlarge 16 488 1x480 1,750
xle.2xlarge 8 244 1x 240 1,000
xle.xlarge 4 122 1x120 500

Figure 3-19. Xle instances

o Xl instances: Designed for memory intensive
applications and databases that are designed for
in-memory. These instances can scale up to 128 vCPUs
and 1,952GB of RAM. These instances include SSD and
are EBS-optimized by default. See Figure 3-20.

Dedicated
SsD
Mem EBS
Model vCPU ; Storage :
(GiB) (GB) Bandwidth
(Mbps)
x1.32xlarge 128 1,952 2x1,920 14,000
x1.16xlarge 64 976 1x1,920 7,000

Figure 3-20. X1 instances
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o R4 instances: R4 instances are considered for memory
intensive applications with less memory and vCPUs
requirements when compared to the X1e and X1
instances. These instances include SSD by default
and reach up to 25GB of network performance. See

Figure 3-21.
Mem sSs5D
Model wCPU piaii Networking Perf. Storage

' Ge)
EBS-

rd_large 2 15.25 Up to 10 Gigabit
Only
EBS-

rd.xlarge 4 0.5 Up to 10 Gigabit
Only
- EBS-

rd Z2xlarge B8 61 Up to 10 Gigabit
Only
) ) EBS-

rd dxlarge 16 122 Up to 10 Gigabit
Only
EBS-

4.8xl 32 244 10 Gi bit

r =xlarge iga Only
4.16xl 654 488 25 Gi bit eaS-
r<. xlarge iga Only

Figure 3-21. R4 instances
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R3 instances: RS instances are chosen for memory
intensive applications but with less memory and vCPUs
requirements than R4 instances. These instances
include SSD storage by default. See Figure 3-22.

Model vCPU Mem (GiB) SSD Storage (GB)
r3.large 2 15.25 1x32
r3.xlarge 4 30.5 1x80
r3.2xlarge 8 61 1x 160
r3.4xlarge 16 122 1x320
r3.8xlarge 32 244 2x320

Figure 3-22. R3 instances

Accelerated Computing

These instances are an example of Elastic GPU instances. P3, P2, G3, and
F1 instances are considered Accelerated Computing instances. Let’s learn

more about what these instances offer.

P3 instances: These instances better suit applications
that deal with high-performance computing, speech
recognition, high-end gaming, and 3D graphics. These
instances offer up to 128GB of graphics memory and
488GB of RAM. These instances include eight NVIDIA
Tesla V100 GPUs and a high frequency Intel Xeon E5
processor. Figure 3-23 shows the list of P3 instances
currently available.
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Mem GPU Mem GPU

Model GPUs vCPU . )

(GiB) (GiB) P2P
p3.2xlarge 1 8 61 16 _
p3.8xlarge 4 52 244 64 NVLink
p3.16xlarge 8 64 488 128 NVLink

Figure 3-23. P3 instances

o P2instances: P2 instances suit environments
with massive parallel graphics processing and
high performance computing dealing with 3D
graphics rendering, etc. These instances have higher
configurations available than P3 instances. You can
choose up to 16 GPUs with 64 vCPUs and 732GB of
RAM and 192GB of GPU memory. Figure 3-24 shows
the list of instances available in P2.

Mem GPU Memory
Model GPUs vCPU ) .

(GiB) (GiB)
p2.xlarge 1 4 61 12
p2.8xlarge 8 32 488 96
p2.16xlarge 16 64 732 192

Figure 3-24. PZ instances
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» G3instances: These instances suit graphics intensive
applications better. G3 instances feature an Intel Xeon
E5 series processor with NVIDIA Tesla M60 GPUs,
each with 2048 parallel processing cores and 8GB of
memory. These instances are good for users looking for
3D visualizations, 3D rendering, and video encoding.
These instances consist of an elastic network adapter
with 25GBs of network bandwidth. Figure 3-25 shows
the list of instances within the G3 instances family.

Model GPUs vCPU Mem (GiB) GPU Memory (GiB)
g3.4xlarge 1 16 122 8
g3.8xlarge 2 32 244 16
g3.16xlarge 4 64 488 32

Figure 3-25. G3 instances

o Fl1 instances: These instances offer high frequency
Intel Xeon E5 series processors and SSD storage with
an enhanced networking support. These instances
especially offer customizable hardware with FPGAs
(field programmable gate arrays). Users looking for Big
Data analytics and genomics searches may choose this
as their preferred instance type.
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Figure 3-26 shows a list of instances available within

this family.
SSD .
Mem Networking
Model FPGAs vCPU i Storage
(GiB) Performance
(GB)
Upto 10
f1.2xlarge 1 8 122 470 e
Gigabit
f1.16xlarge 8 64 976 4x940 25 Gigabit

Figure 3-26. F1 instances

Storage Optimized Instances

These instances consists of I3: High I/0 instances and D2: Dense-storage
instances. Let’s learn more about these instances:

e I3 -highI/0 instances: These instances use NVMe
SSD Storage up to 8 x 1.9 TB, which is good for a very
high random I/0 performance and a much higher
sequential read throughout. These instances are
preferred for data warehouse and NoSQL databases
such as Cassandra, MongoDB, and Redis. Figure 3-27
shows a list of instances available in this instance class.
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i3.large

i3.xlarge

i3.2xlarge

i3.4xlarge

i3.8xlarge

i3.16xlarge

Mem
vCPU i
(GiB)
2 1525
4 30.5
8 61
16 122
32 244
64 488

Figure 3-27. 13 instances
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Networking
Performance

Upto 10
Gigabit

Upto 10
Gigabit

Upto 10
Gigabit

Upto 10
Gigabit

10 Gigabit

25 Gigabit

Storage

(TB)

1x0.475

NVMe
SSD

1x0.95

NVMe
SSD

1x1.9
NVMe
SSD

2x19
NVMe
SSD

4x1.9
NVMe
SSD

8x1.9
NVMe
SSD
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o D2 - Dense-storage instances: These instances offer
up to 48TB of local HDD-based storage with a high
disk throughout and enhanced networking support.
These instances are better for MPP data warehousing
environments, such as MapReduce and Hadoop.
Figure 3-28 shows the list of instances available in this

family.
Mem
Model vCPU ] Storage (GB)
(GiB)
d2.xlarge 4 30.5 3 x 2000 HDD
d2.2xlarge 8 61 6 x 2000 HDD
d2.4xlarge 16 122 12 x 2000 HDD
d2.8xlarge 36 244 24 x 2000 HDD

Figure 3-28. D2 instances

Creating an EC2 Instance

You have seen the type of instances available with EC2, so now you can
create your first EC2 instance. AWS gives you the option to configure a free-
tier instance that is free for an year with certain terms and conditions.

1. Inthe AWS Services Dashboard, search for EC2.
Once you see EC2 listed as one of your services, click

on it.

2. Youshould see the screen similar to Figure 3-29.
What you see here is an EC2 Dashboard that helps
you launch an EC2 instance for the first time and
manage your EC2 instances that are already created.
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You could see options to request spot instances,

reserved instances, and dedicated hosts in the same
EC2 dashboard.

~  Resource Groups ~ *

EC2 Dashboard

Events
Tags
Reports
Limits

Instances

Spot Requests
Reserved Instances
Dedicated Hosts

AMIs
Bundle Tasks

=] ELASTIC BLOCK STORE
Volumes
Snapshots

=) NETWORK & SECURITY
Security Groups
Elastic IPs

Placement Groups

Figure 3-29.

Resources
You are using the ing Amazon EC2 in the US East (Ohio) region:
0 Running Instances 0 Elastic IPs
0 Dedicated Hosts 0 Snapshots
0 Volumes 0 Load Balancers
0 Key Pairs 1 Security Groups

0 Placement Groups

EC2 Spot. Save up to 90% off On-Demand Prices. Turbc Boost your Workloads. Get started with Amazon
EC2 Spot Instances.

Create Instance

To start using Amazon EC2 you will want to launch a virtual server, known as an Amazon EC2 instance.

MNota: Your instances will launch in the US East (Dhio) ragion

Service Health * Scheduled Events
Service Status: US East (Ohio):
& US East (Ohio): No events

The EC2 Dashboard

3. Click on Launch Instance to launch your first EC2

instance. Once you click on Launch Instance,

you should see an option to choose your AMI

(see Figure 3-30). You can proceed to choose the

Amazon Linux AMI or any option of your choice.
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1. Choose AMI Choces Patece ypa 3. Conti

Cancel and Exit

Step 1: Choose an Amazon Machine Image (AMI)
A AMI s & temalate loperating system, server, ang required to launch your instance. You can select an AMI provided by AWS, our
user comenLNity, of the AWS Marketplace; or you can Salect one of your own Allis.

Quick Start 112 34 of 34 AMIs.
My AMIS. T Amazon Linux AMI 2017.00.1 (HVM), S50 Volume Type - ami-15e9e770
X Amazon Linux  Tre Amazen Linue AM is a0 EB5-backed, AWS-supported image, Fniga el e tocis, Python, ;
A M kv iy, Prost, ancd Java, The repesiteriees inchude Decior, PHP, MySOL, PosigeeS0L, and other packages. ks
Community AMIs Ploct dovea troe cba  Vorluslaston hpe: bvm
@Frme Sir oy (1 ] Red Hat Enterprise Linux 7.4 (HVM), SSD Volume Typeo - ami-cfdafana

Rad Hat Fod L A rpose [SED) Volume Type

Roctssicatpeebs  Vimakamon hype: e

) SUSE Linux Enterprise Server 12 SP3 (HVM), 53D Volume Type - ami-36/54553

£ £
X &

SUSE Lisux  SUSE Linux Enterpriss Server 12 Sendce Pack 3 [HVW, {5304 Volurme Type. . | Advanced
Sywiems Managemend, Webs and Scripting, and Lagacy modules enabled

Poctdoicatiomabs  Virtuslaation type: Bem

Figure 3-30. Choose your AMI from this window

4. Now you should land to the page that asks for the
instance type. If you click on the dropdown for All
Instance Types, you'll see all the instance types
discussed previously. You may choose the Free tier
instance or an instance of your choice. Click on
New: Configure Instance Details. See Figure 3-31.

Rescurce Groups -~

1.Chocso AMI  Z.ChooseinstuncaTyps 3. Coafigelnstace 4. ACOSwrage  5.Ad0 Tags 6. Conigwe Secunty Geoup 7. Rview

Step 2: Choose an Instance Type

Amarcn EC2 provides a wide salaction of inatance types optimized to fit diffarent use cases. INstances an vi that can run i They have varying L 4 of CPU, memary,
storaga, and networkng capacity, and give you the flaxibity 1o chocss the appeooriate mix of rescurces for your appications. Leam more atout nstance types and how they can mes! your
computing neess.

Filter by: ~ All instance typea  ~ Current generation  ~  Show/Hide Columns.

ibia ECLIs, 1 vCPUS, 2.5 GHz, Ivtel Xeon Family, 1 Gid memary, EBS onby)

Comgute opimined e
EBS-
wee - woPUs (i) - Memeryia - |78tanceStorage(GD) Oatimzod _ Metwork Performance
i Arailable (1 i i
£2.nano 1 s EBS only - Low to Moderate Yes
2. micrg 1 1 EBS anly - Low to Maoderate s
| Froe tr oltie
12.sman 1 2 EBS only . Lew to Maderate Yes
12 mediuen 2 4 EDS only - Low to Maderate Yes
2.lame 2 a EBS only - Low to Moderate Yos
Cancel  Provious Motz Configura Instance Details

Figure 3-31. Choose an instance type
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5. You get an option to configure your instance details,
as shown in Figure 3-32. Leave the defaults if you
are trying this for the first time. We discuss VPC and
subnet more in the next chapters. If you click on
Request Spot Instance, you can see if Spot Instances
are currently available for the instance type you
choose.

1. Choots AMI a Tee 3 g & Agg Sor S, Add Tags 8. Configure Securty Group 7. Pt

Step 3: Configure Instance Details

Cenfigure the instance 1o Suit your requirements. You can launch multiple instances from the same AMI, requast Spot instancas to take sdvantage of the lower pricing. 833ign an access management

ree o the instance, and mese.

Numbger of Instances (| 1 Launch inta Auto Scaling Group (i
Purchasing oation || @ Fequest Spot instances
Cument price ot avallable
& There & na Soot capacity for instance type t2.micro in avalabilty zong
Maximum price (] 5 (0.0 0,045 = 4.5 cents/hour)
Peraistent request (1) Farsistent request
Launch group (i Optioral)
Request valid from ) Ay time Edit
Request validto (i Ay tiena Eit
Network (i vpe-foeddead (detaut) B C costenewvre
Subnet j) Mo prederence (default subnet in any Avakabity Zoi [ Craate naw sutaat

Y s preT—

Figure 3-32. Configure your instance details here

6. Click on Next: Add Storage to add more storage.
Once you click on Add Storage, you can see that
the default root partition is already available
(see Figure 3-33). You can click on Add New
Volume and add more storage and choose the
volume type that suits your needs. Free tier
customers are eligible for up to 30GB of EBS
General Purpose Storage for free. You can choose
your preference and click Next: Add Tags.
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3 Corfigurn batancs 4 Add Siereae 5 A Tags . Configurs Socurty Doun 7. Poniarsr

t.CRoMAMI  2.Chooss nssan:

Step 4: Add Storage

Yowr retanca wil Dd Bunchad with tha foBowsng $10IQe 00vi0a SHTHNgS. You Can attach acotonal EBS vORMOS and nstance S1000 VOLITES 10 yOur MEtance, oF
SO O SATINGE of The FOST VOIITS. YOU CON S8 MTRN BIGLeNA] EBS volumes afoer LIUNChing AN NSIINGcS, DUt HOL INSTANCS S10AD VEUTH. LOAM Mose ADOUT
#1orage optens in Amazen ET7.

Dalote on
Volume Type (i Device (i) Snapahot (i SIESME) i Tywe [ boPe ([} | Teeomte Termination  SrCTYPted
Roat LT snap-Ofeatiobdciiecscsd 8 General Purpose S50 [GP2) B wora000 a Mot Enceypied

Gorrst Puroue 55010921

EBS B  roeveam B searcr o 30 - Broraiored KPS S0 GO 100 (s o
Cois 1400 (500
Tor Optimized 100 5T

Add Mew Voluma Mg

Free tar up 1o 30 O of EBS G ] Magnetc siofage. Lesm mone about fres usage ter slgilty and

nnge reatricrions.

Cancer | provious [[TEITIIIY bt aca To0n

Figure 3-33. Adding storage

7. You can now add a tag to the instance you are
creating and click on Next: Configure Security
Group to proceed. See Figure 3-34.

Resource Groups ~ % [\ avinashvallarapu ~ ©

1. Choose AMI 2. Choose Instance Type 3. Confl e Instance 4. Add Storage 5. Add Tags

Step 5: Add Tags

A tag consists of a case-sensitive key-value pair. For example, you could define a tag with key = Name and value = Webserver.
A copy of a tag can be applied to volumes, instances or both.

Tags will be applied to all instances and volumes. Learn more about tagging your Amazon EC2 resources.

Instances  Volumes

Key (127 characters maximum) Value (255 characters maximum) - =~

i i
Name MyPostgresECz] [x]
Add another tag (Up to 50 tags maximum)

Cancel | Previous Review and Launch Next: Configure Security Group

Figure 3-34. Add a tag to your instance
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8. Configuring security groups is important. You see
a default SSH rule for port 22 already added as an
option. You can edit it or add more rules for TCP or
HTTP.

In Figure 3-35, a new rule is added which is the custom
TCP for port 5432 from 10.0.0.0/32 series of IPs.

You should also see a warning that 0.0.0.0/0 is
accessible by all IPs. You may modify it per your
requirements. Once you have selected your rules,
click on Review and Launch.

Services ~  Rescurce Groups ~ %

1.Chosee A1 2.Choces starce Type 3. Confgui besince 4. Ao Storage B Ada Tage 6. Configurs Security Growp 7. Furview

Step &: Configure Security Group

A U GrouD I8 8 561 of firewall Al 1hat cantrol th IRIIMG 1or Your instance. O this page, you can asd rules 12 Slow SPACE IR 10 FSeh YOur NSance. For examals, f you want to 86t u3 &
wab sarvar and aliow Inemes traffic 1o reach your instance, acd ries that alow unmeticted access 1o the HTTF and HTTPS pans. You Can creale a new Security group o select from an existing one
below, Leam more about Amazon EC2 security groups.

Assign a security group: DCroate o new security groun
Select an axisting security group

Security group name: Isunch-wizard-1

Description: taunch-wizarg-1 Croated 2017-11-23T01:27:55. 263-04:00

Type (i Protoced (i Fart Range (i Sourca | Description (i

SSH B TCP 2 custom [ 0.0.000 ]
custom TcP B TcP 5432 custom [ 10.0.0052 .. S5H for Admn Deskte )
Add Ruls

A Warning

Rules with source of 0.0.0.0/0 atiow all IP addresses 10 access your Instance. We recommend setting security group rules 1o allow access from known IP addresses only.
co e (TR

Figure 3-35. Configuring security groups
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9. Now you get a box that asks you to select an existing
key pair or create a new one. If it is the first time you
are creating an EC2 instance, you can select Create
a New Key Pair and type a key pair. Once you type a
name, click on Download Key Pair. The downloaded
key pair should be kept safe to ensure that you
can connect to your EC2 instance once it has been
created. It should take some time to launch your
first EC2 instance. The status can be seen on the EC2
Dashboard.

Select an existing key pair or create a new key pair X

A key pair consists of a public key that AWS stores, and a private key file that you store. Together,
they allow you to connect to your instance securely. For Windows AMis, the private key file is required
to obtain the password used to log into your instance. For Linux AMIs, the private key file allows you to
securely SSH into your instance.

Note: The selected key pair will be added to the set of keys authorized for this instance. Learn more
about removing existing key pairs from a public AMI.

Create a new key pair
Key pair name

| myfirstpgec2instance] |

Download Key Pair

You have to download the private key file (*.pem file) before you can continue. Store
it in a secure and accessible location. You will not be able to download the file
again after it's created.

Figure 3-36. Creating a key pair

100



CHAPTER 3  AMAZON CLOUD

Connecting to Your First EC2 Instance

Once your EC2 instance has been successfully launched, you need to
connect to it for the first time using the . pemfile you downloaded in the
last step before launching. Follow these steps:

1. You can see the public IP or the public DNS that
you can use to connect to your EC2 instance under

Description, as seen in Figure 3-37.

" [l svinastvallsrapu ~  Ohio = Support -
BT o s oo

Tags Q, Firtor by trgs and atteDutes or saarch by eywon @ K 1miof1 >
Feports
B Mame = Ingtance ID ~ instancoTypo - Avallabliity Zono - Instanco Stato - Status Checks -  Alarm Status Public NS (Iw]
Limits
L] HAMEAATEI06CTOE02 12 miceo us-emst-2b @ rurning S 2checks ...  None Y ec2ERASATE20.
TANGE
Instances
Epot Requests
Fuserved Instances
Cedicated hosts
Abis
Bundle Tasis.

ASTIC BLOGK 510
! Status Gnecks | | Manitor i
Vokss Description s ng ags

Snapshets Instanco 1D  -DABRARTACASCTEEAR Pubilc DNS (Pvd)  0c?-52-15-175-20 .08~
ast-2 compute. AMAZONIWS.COM
GETWORK & SECL Wtance state  running Pod Public 1P 521517520
Security Groups eancehpe it PEIPE -
Elastic IPs Elastic Ps Privats DNS  in-172-31-20-216.us-
- ast-2.computo.intomal

Figure 3-37. Look for the public IP or public DNS

2. Let’s say you are using Linux or a Mac. You can
safely copy the . pemfile to a location and modify
its permissions so that only the owner has read
and write access. Once that’s done, SSH to the
EC2 instance using the default user ec2-user.
See Figure 3-38.
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Avinash-OpenSCG:~ avinash$ chmod 70@ myfirstpgec2instancel.pem
Avinash-OpenSCG:~ avinash$ ssh -i myfirstpgec2instancel.pem ec2-user@52.15.175.20
Last login: Thu Nov 23 B5:59:26 2017 from 24.222.43.68

ot / Amazon Linux AMI

https://aws.amazon.com/amazon-linux-ami/2017.09-release-notes/
[ec2-user@ip-172-31-20-216 ~1% |}

Figure 3-38. Copy the .pem file

This way, you can connect to your EC2 instance.

Creating Your First PostgreSQL on an EC2 Instance

Now it’s time to create a PostgreSQL instance. To make the Installation
easier, lets use BigSQL. This should help you install any PostgreSQL binary
using just a few commands without any hassle of building or compiling
external tools or extensions needed by PostgreSQL. For more details,
search for bigsql postgresql in Google or visit https://www.openscg.
com/bigsql/.

1. Copy and paste the following link in your EC2
instance to download the BigSQL tarball. See
Figure 3-39.

python -c "$(curl -fsSL https://s3.amazonaws.
com/pgcentral/install.py)"

[ecZ-user@ip-172-31-20-216 ~]$ python -¢ "S${curl -fsSL https://s3.amazonaws.com/pgcentral/install.py)"
Downloading BigSQL PGC 3.3.4 ...

Unpacking ...

Cleaning up

Setting REPO to https://s3.amazonaws.com/pgcentral

Updating Metadata

BigSQL PGC installed. Try ‘'bigsgl/pgc help' to get started.

[ec2-user@ip-172-31-20-216 ~1$ Il

Figure 3-39. Downloading BigSQL
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2. Now install PostgreSQL 9.6 or PostgreSQL 10. See

Figure 3-40.

[ec2-user@ip-172-31-20-216 ~1% biisql/pic list

PostgreSQL pgle 10.1-1 2017-11-89
PostgreSQL pg93 9.3.20-1 2017-11-09
PostgreSQL pa9s4 9.4.15-1 2017-11-089
PostgreSQL pg95 2.5.18-1 2017-11-09
PostgreSQL pg9é ?.6.6-1 2017-11-09
Servers gpdb5 5.2.0-1 2017-11-17
Servers pgbounceri17 1.7.2-1b 2017-02-09
Servers pgdevops 2.0-2 2017-11-09
Applications backrest 1.25 2017-11-04
Applications oraz2pg 18.2 2017-09-18
Applications pgbadger 9.2 2017-07-31
Frameworks java8 8uls1 2017-11-04

[ec2-userPip-172-31-208-216 ~]$ bigsql/pgc install pg9é
['pg96']

Get:1 https://s3.amazonaws.com/pgcentral pg96-9.6.6-1-1linuxé4

Unpacking pg96-9.6.6-1-1inuxé4.tar.bz2

Figure 3-40. Downloading the tarball
3. Now start the installed PostgreSQL software. When
you start it the first time, you will be asked to select

your superuser password and re-enter it. This will be
your Postgres superuser password. See Figure 3-41.
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[[ec2-user@ip-172-31-20-216 ~1$ bigsql/pgc start pg9é
## Initializing po96 #sssssddsssnssnssnsnss
'Superuser Password [password]:
[Confirm Password:
Setting directory and file permissions.
Initializing Postgres DB with:
/home/ec2-user/bigsgl/pg96/bin/initdb -U postgres -A md5 -E UTFB --no-locale
bigsql/pg96/.pgpass" > “"/home/ec2-user/bigsql/data/logs/pg96/install.log" 2>&1
Using PostgreSQL Port 5432

Password securely remembered in the file: /home/ec2-user/.pgpass

to load this postgres into your environment, source the env file:
/home/ec2-user/bigsql/pg96/pg96.env

pg96 starting on port 5432
[ec2-user@ip-172-31-20-216 ~1$ JI

Figure 3-41. Enter the superuser password

Now you can connect to your first PostgreSQL instance to your first
EC2 instance. See Figure 3-42.

[ec2-user@ip-172-31-20-216 ~]$ /home/ec2-user/bigsql/pg?6/bin/psql -U postgres -p 5432
psal (9.6.6)
Type "help" for help.

postgres=# \1
List of databases

Name | Owner | Encoding | Collate | Ctype | Access privileges
postgres | postgres | UTF8 | ¢c | ¢ |
templated | postgres | UTF8 | € | C | =c/postgres +
| ] | | | postgres=CTc/postgres
| ¢C | ¢C | =c/postgres +
| | |

templatel | postgres | UTF8
| I postgres=CTc/postgres
(3 rows)

postgres=# select version();
version

PostgreSQL 9.6.6 on x86_é4-pc-linux-gnu, compiled by gecc (GCC) &.4.7 20120313 (Red Hat &4.4.7-17), é4-bit
(1 row)

postgres=# ||

Figure 3-42. Your first PostgreSQL instance
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Summary

This chapter introduced AWS and its available zones. As only a few services
are related to PostgreSQL, we covered only those. You learned about EC2
and RDS instances and how to create these services with the step-by-

step process using snapshots for each step. We hope this chapter helps

you get started with AWS services for PostgreSQL. In the next chapter, we
cover Rackspace cloud and its services. We talk about the services that it
provides for PostgreSQL and its backups.
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Rackspace Cloud

This chapter covers Rackspace solutions like Managed Hosting and
Managed Cloud. Under Managed Hosting, we cover creation and
configuration of dedicated or bare metal server and virtual servers.
Under Managed Cloud, we cover the support that Rackspace provides for
customers who are using other cloud venders like Amazon, Google Cloud,
and Microsoft Azure. We also cover managed data storage of Rackspace.
Rackspace is a managed cloud computing company that provides
cloud services/solutions that are based on other venders as well as its own.
This book is specific to PostgreSQL database on the cloud, so we cover the
solutions that relate to a database.

e Managed Hosting
e Managed Cloud

Managed Hosting

Rackspace’s Managed Hosting service provides dedicated as well as
VMware servers, which means you can create on-metal (on-premises)
servers or a virtual machine.
To start, you have to sign up at https://cart.rackspace.com/cloud.
Once you are done with the signup, it will take some time (around 24
hours) for Rackspace to review and activate the account. You can access
the products only after they are activated. You will get an email to register

© Baji Shaik, Avinash Vallarapu 2018 107
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an email ID once the account is approved. After your account is approved,
you have to log in at https://login.rackspace.com.
Your Rackspace portal dashboard looks like Figure 4-1 after you log in.

(:‘ rackspace Rachspace Cloud

* MANAGED INFRASTRUCTURE
Dashboard Servers Orchestration Networking Storage Databases Backups
SUPPORT TICKETS Vioww Al Tickets (0) MONITORING ALERTS QUICK BUILD

S 0 [ —
I E

e 0 O
Pt
[y
o [ From Sarver OnMatal™  Databass
(@il Tempiate Sorver
. -
You don't have any Manitoring Alarms yet.
Set up checks and alarms 1o gat notifiad when PRODUCT NEWS View All Product News
hads may be a e
\.\ Rackspace Identity Federation via SAML-2
s now available
Heoeayl No open tickets Manags Supeort Tickets on the Go with
Rackspace Mobie
CLOUD RESOURCES
X & H
Genting Rackspace Pricing
| Create Ticket Staned Statug Calculater

Figure 4-1. The Rackspace portal dashboard

You can see your profile settings in the right-top corner, as shown
in Figure 4-2. These settings include user management, changing the
password, enabling/disabling multi-factor authentication, etc.
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£ Support shaikbaji

+ MANAGED INFRA

Backups
RACKSPACE
QUICK BUILD
< S R
eV = [C=
From Server OnMetal™
Template Server
PRODUCT NEWS View All Pro

Rackspace |dentity Federation via
is now available

Manage Support Tickets on the G
Rackspace Mobile

loud

Figure 4-2. The profile settings

We'll start by creating a dedicated server. Rackspace will help you
design a server that’s the right fit for your workload. These dedicated

directly on the hardware rather than within the host operating system.

performance due to the hypervisor and other virtualization overhead

servers are on-metal servers, which means the virtual machine is installed

To solve existing permanent problems (in terms of compromised speed/
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and complexity) with shared virtual machines, use on-metal servers.

Rackspace on-metal cloud servers are high-performance, reliable servers

designed to help you grow and scale your business quickly and easily.
Features of dedicated or virtual servers that Rackspace provides include:

o High performance
o Options are available for optimized workloads

o Hybrid flexibility with dedicated or private cloud
environments

e Provision on-metal bare metal cloud servers for large,
demanding workloads

» Highlyreliable, with fully redundant networking and power

Rackspace also provides virtual servers so you do not need to walk
away from VMware to get the benefits of the cloud. It gives you customized
dedicated hardware and your choice of management and control levels.
Rackspace provides VMWare Certified Professional to manage your virtual
machines, so whichever solution you choose, you will reap the benefits.

Here are some features of the virtual server that Rackspace provides:

e AsRackspace has VMWare Certified Professionals,
it builds and manages the world's largest VMware
vSphere footprints. It will help you to architect, deploy,
and troubleshoot your environments irrespective of
how complex they are.

e 100% network uptime and hardware uptime guarantees
with consistent, reliable performance.

e Provide full level of control and flexibility.

e Getthe enhanced security of a customized single-
tenant environment with fully-dedicated network,
compute, and storage hardware.
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Creating a Dedicated Server

Here are the steps to create a dedicated server:

1. On the dashboard (after you log in), you can click on

the Servers tab and select Cloud Servers, as shown

in Figure 4-3.

(3rackspace

Rackspace Cloud Amazon Web Servi

More Products -

Dashboard Orchestration

SUPPORT TICKE

Auto Scale
SSH Keys
Message Queueing

Rackspace Intelligence &

Networking Storage Databases
CREATE RESOURCES
Cloud Server...
Load Balancer...
larms yet.

)

Heooray! No open tickets.

Figure 4-3. Choose a cloud server

hotified when

Set up checks and alarms 1

ere may be a

CLOUD RESOURCES

<« [ PN =
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2. Click on Create a Server, as shown in Figure 4-4.

Create Server | Create Stack | X Search 0 servers..

| Name « Tags IP Address

Meonitoring

You don't have any servers in Northern Virginia (IAD) yet.

Rackspace Virtual and OnMetal Cloud GETIING STARTED:
Servers Intro to Cloud Servers

i Choosing the Right-Size Server
Powerful, reliable, easy-to-use servers to help you grow and scale
quickly. Learn more about Virtual Cloud Servers @ and OnMetal API Documentation
Cloud Servers Bl Reference Architectures

Cloud Servers FAQs

Create Server
Serve tails

FEATURES:
= High performance, workload-optimized options available

= Intuitive, easy-to-use control panel and familiar OpenStack

Figure 4-4. Click the Create a Server button

112

3. To create the server, you need to add the details
according to your needs.

Server name: Name of the server, just like a tag
name, to differentiate your servers.

Region: Multiple data centers are available. Choose
a data center near your application and users to
introduce geographic redundancy. You will get the
list of available data centers from the dropdown, as
shown in Figure 4-5.
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Create Server
Server Details
Server Name  Book-demo 3
Region v Hong Kong (HKG) s
Northern Virginia (IAD)
Chicago (ORD)
Virtual Server  OnMetal  Dallas OFW)
Sydney (SYD)

Figure 4-5. List of available data centers

4. Select the OnMetal Server, as shown in Figure 4-6.

Create Server
Server Details

Server Name  Book-demo

Region Hong Kong (HKG) - R

Virtual Serv OnMetal™ Server

Figure 4-6. Choose the OnMetal Server option

Note that OnMetal Servers are available only for the
Northern Virginia (IAD) and Dallas (DFW) regions.
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5. Choose an operating system from a wide range of
Linux and Windows images. We selected Linux »
CentOS » OnMetal - CentOS 7 for demo purposes.
See Figure 4-7.

Image
Image Type Operating System « Version +
B8 Windows © Core0s OnMetal - CentOS 6
(© Debian
9 Fedora
&) ubuntu

Figure 4-7. Choose an operating system

6. Selectan OS flavor. There are some predefined
configurations from Rackspace. With dozens of
hardware options optimized for popular workloads,
you will find the right match for your needs.
Currently, there are five workloads, as shown in
Figure 4-8. The purpose and hardware configuration
of each flavor, including pricing, is clearly
mentioned.
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Flavor

~| Show most recent versions only

Flavor Class Flaver Description

1o w2 Bare Metal Performance On Demand

General Purpose servers are designed to handle a wide range of
workloads, from web servers to content management systems to
line of business applications. Redundant, hot-swappable SSD
system disks and highly-available 10 Gb/s networking provide both
reliability and performance.

General Purpose v2 »

O v1
OnMetal v2 Features:
+ Next generation Intel chipset and processor
Memory v1 + Cloud Networks
Compute v1 CPU 2.4 Ghz, 6 core Intel® Xeon® E5-2620 v3
RAM 32GB
System Disk 800 GB
a Network Redundant 10 Gb / s connections in a high
availability bond
Price @ $0.9932 / hr server
$0.0685 / hr service

1 $1.0617 / hr total

Figure 4-8. Choose among the five workload flavors

We selected General Purpose v2 for demo purposes.
You can click on the + sign to increase the hardware
in terms of RAM/CPU/storage.

7. Inthe Advanced Options area (see Figure 4-9),
notice the SSH Key and Networks options.

e SSH Key: Add a public key that you want for the
Server.

e Networks: You can add networks (IP ranges) from
where you want to connect. You can see a couple
of networks already added that are used for certain
Rackspace products, including monitoring and
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backups. If you deselect any of the networks, the
server no longer has access to the Internet and will
not be able to use monitoring and backups. You
can look at the limitations at https://support.
rackspace.com/how-to/removing-networks-
from-a-cloud-server.

Advanced Options

SSHKey | None 4| @ AddPublicKey...

Networks \, Select the networks to attach to this server:

I Create Network
ized Ch o
Itemized C arges < Network Name: [ ]
OnMetal - CentOS 7 | OnMetal (7 Network Region: Northern Virginia (JAD)
Service Fee =
IP Address Range: ? 192.168.3.0/24

Monthly minimums apply.

L

day

day

Cancel Total $25:48087 day @)

Figure 4-9. The Advanced Options area

8. You can see your charges per day for the selected
type of server before you create it. This pricing is the
raw infrastructure plus the managed infrastructure
rate, with a minimum service charge of $50/month
after the first 30 days across all cloud servers (virtual
and bare metal).
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9. Click on Create Server once you done with all
options to create the final product, as shown in
Figure 4-10.

Itemized Charges
OnMetal - CentOS 7 | OnMetal General Purpose v2 Small $23.8368 / day
Service Fee $1.644 / day

Monthly minimums apply.

Croate Server ) JeFtate Total $25.4808 / day ()

Figure 4-10. Create the server when you're ready

Creating a Virtual Server

Creating a virtual server is basically the same as creating a dedicated
server. Steps 1-3 are essentially the same as when you're creating a
dedicated server, except for a few minor changes. Follow Steps 1-3 from
the previous section and then use these steps to create a virtual server:

1. Create Virtual Server instead of OnMetal Server.

2. Choose an operating system as before.
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3. Virtual servers have different flavors than OnMetal
Servers. The purposes and hardware configurations
are mentioned in the Description field shown in

Figure 4-11.
Flavor( - Comparison Chart
Flavor Class Flavor Description
General Purpose  » @ 1 GB General Purpose v1
| Great for web servers, batch processing, network appliances, small
databases, and most general purpose computing workloads.
Compute Storage is high-performance, RAID 10-protected SSD.
Ny cPU 1vCPU
RAM 1GB
Vo Boot Source Local - Edit
System Disk 20GB ‘
Standard Network 200Mb /s
Disk I/O Better
a Price @ $0.032 / hr server
$0.005 / hr service
$0.037 / hr total

Figure 4-11. Virtual server flavors

We selected the General Purpose flavor for demo
purposes. You can use the Comparison Chart option
shown in Figure 4-11. If you click on that option, you
can see a clear comparison of all available flavors, as
shown in Figure 4-12.
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Offers high disk 10 and
consistent performance

Use for large relational
databases or NeSOL
data stores

Boot Source: g &

Offers low-latency
access to large amounts
of RAM

Use for caching servers,
in-memaory analytics, or
search indexes

Boot Source: E

Offers general purpose
workloads

Use for web servers,
bateh il
network appliances, or
small databases

Boot Source: = E

Offers easy scaling of
resources like CPU,
memory, and storage

Use for web servers

RAM CPU
3.7568 2
7.568 4
1568 8
3068 16
60ce 3z

System Disk

5S0ce-1TB

50GB -1TB

50eB -1T8

508 -1T8

50cs 178

Data Disk Network Disk I/O
- 312.5Mbfs Good
- 625Mb/s Good
- 1.360/s Good
- 2560/ Good
- Schbis Good

Figure 4-12. Comparison of all available flavors

4. Fill in the Advanced Options area the same as the

previous section for the dedicated server.

Starting Price

$0.1332/hour
$97.24/month

$0.2322/hour
$169.51/menth

$0.4292/hour
$313.32/month

$0.8242/hour
$601.67/month

$1.6142/hour
$1,178.37/month

5. You will be prompted with some recommendations

for your server, as shown in Figure 4-13, before you
create it.

Recommended Installs

The following options are recommended by Rackspace Fanatical Support Specialists. All checked options will be
automatically installed and configured.

Monitor recommended server metrics

Operating system security patches applied on selected images

_) Protect your data with weekly Cloud Backups

Free

Free

Starts at $0.329 / day @

3 Without Cloud Backup your data will not be backed up to help prevent data and configuration loss.

Figure 4-13. Server setup recommendations
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e You can enable/disable monitoring for your server
for free.

e You can select to apply operating system patches
for free.

¢ You can enable/disable backup of the server. Note
that enabling the backup charges you.

6. You can see the charges for the selected virtual
machine server in the Itemized Charges section.

7. Click on Create Server. It will take few minutes to
create the virtual machine. It will then pop up the
root password. Take note of the password, as you
will not be able to view it again (see Figure 4-14).

1) Warning: You will not be able to view this password again.

Dismiss Password

Figure 4-14. Be sure to make note of the password before exiting

120



CHAPTER 4  RACKSPACE CLOUD

Connecting to the Virtual Machine and Installing
PostgreSQL

The following steps explain how to connect to the virtual server you
created and install PostgreSQL on it:

1. Once you have created your virtual machine choose
Servers » Cloud Servers from the dashboard. You
can then see the virtual server you created, as shown
in Figure 4-15.

Dashboard Servers Orchestration Networking Storage Databases Backups

Cloud Servers

[ Croato stack | ~ | $oarch 1 sorver...
Q Unitec States »
i # Name - Tags P A
Filter Servers I ) 2% book-demo 104.230,135.127 sesen
sTaTUS
Active (1)

Figure 4-15. The virtual server you created

2. Ifyou click on the virtual server, you can see the
details of your server and commands (as highlighted
in Figure 4-16) to connect to the virtual server. If you
want to reboot/resize or delete the server, go to the
Actions tab, as highlighted in Figure 4-16.
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CLOUD SERVER

book-demo

Server Details

Server Status

| £¥ Actions ~
MANAGE
Resize....
Change Password...

Emargancy Console...

Rename...
Add Tag...

IMAGE

Managing Your Server

LOG INTO YOUR SERVER NOW

For Linux, use the command below to
fog in via SSH. Open a terminal
application and run:

ssh root®104.239.138.127

I 21dB413b-5a52-4529-a1a5-6ec47061a5¢3 Create Image...
) Schedule Image...
System Image &% CentOS 7 (FVHVM) - Rebudd..
RECOVER
Flavor 1 GB General Purpose vl - Resize... Fiebuid from Image... HELP ME WITH...
Enter Rescue Mode... . i i
SSH Keyname  baji_key # = Configuring Basic Security
Delete Sarver.. Febuildi Sarver
Disk Configuration  Manual ¥ % o
= Creating a Monitoring Check
A 156.7 MB of 287 ME
= Resizing My Server
Disk 1 1.2GBol 121 GB » Generate a CSR
CPUs | 3% Learn More about Cloud Servers =
Processes  View Running Processes...

Figure 4-16.

The details of the virtual server

3. Once you have the public IP of the virtual server, you

can connect the server, as shown in Figure 4-17.

CIMQV@FZDTY3:bin bajishaik$ ssh root@23.253.109.31

The authenticity of host '23.253.109.31 (23.253.109.31)' can't be established.
RSA key fingerprint is d2:42:cf:64:8d:3e:4a:31:61:7a:11:b2:90:8d:28: cc.

Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '23.253.109.31' (RSA) to the list of known hosts.
125 2017 from 10.191.200.5

Last login: Wed Nov 1 21:24
[root@book-demo ~]#
[root@book-demo ~]# hostname
book-demo

[root@book-demo ~]# hostname

=1

23.253.109.31 10.209.129.107 2001:4800:7819:104:be76:deff: fedd:5a40

[root@book-demo ~]#
[root@book-demo ~]# df -h

Filesystem

/dev/xvdal 280G 1.3G 186G
devtmpfs 484M B 484M
tmpfs 494M 0 494M
tmpfs 494M 134 481M
tmpfs 494M B 494M
tmpfs 99M 8 99

[root@book-demo ~]#
[root@book-demo ~]# [

Size Used Avail Use% Mounted on

% /

0% /dev

2% /dev/shm

3% /run

8% /sys/fs/cgroup
8% /run/user/@

Figure 4-17. Connecting the new server

As we already added the public key when we created

the virtual server, it does not need a password to

connect.
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4. Goto https://www.openscg.com/bigsql/.
5. Click on the Downloads section.

6. Click on the Usage Instructions link, as shown in
Figure 4-18.

PostgreSQL Installers
These enterprise-class 64-bit PostgreSQL binaries are always free and ‘ Download for macOS

Open Source. They are tested to run on Centos 6+, Ubuntu 12.04+, OSX posigresgha.6.6-omx64.dmg
10.9+, Windows 7+ and Windows Server 2008+,

Featured! Command line Package Manage{ usage instructions Jor all versions of Postgres.

PostgreSQL 9.6.6 - proven 517 PostgreSQL 10.1 - stable ¥«
‘:ii postgresql-9.6.6-win64.exe !-gh" postgresql-10.1-win64.exe

@ rosigresql9.6.6-0x64.dmg & ©oosteresql-10.1-05x64.dmg

O postgresql-9.6.6-x64.rpm ’ postgresql-10.1-x64.rpm

L "

«(_» postgresql-9.6.6-x64.deb <[ Dostgresql-10.1-x6d.deb

Figure 4-18. Click on usage instructions

7. As per the usage instructions, for Linux machines,
you can execute this command to install BigSQL
package.

python -c "$(curl -fsSL
https://s3.amazonaws.com/pgcentral/install.py)"

BigSQL uses a command-line utility called pgc (pretty good command-
line). For example, to list the available PostgreSQL binaries, extensions,
and tools for PostgreSQL, users can run the following command.

pgc list
To install PostgreSQL 9.6, just fire the following command.

pgc install pgo6
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To install an extension called pg_repack, use the following command.
pgc install pg repack

Users don’t have to worry about several dependencies such as a gcc
compiler or any other packages that need to be installed while installing
Postgres or its extensions. BigSQL takes care of all the dependencies and
makes it very easy for users to deal with PostgreSQL.

One of the most advanced features of BigSQL is its pgDevOps.
pgDevOps is a Ul that allows users to install and manage PostgreSQL
instances in a few clicks. Users can upgrade PostgreSQL minor version or
install or update an extension in a few clicks. PgDevOps also helps users
analyze queries and database metrics like connections, checkpointing,
temp file generation, etc., through pgBadger reports on its UI, as requested.

Users can also tune their complex procedural language using an
excellent tool embedded in its UI, called plProfiler console. Using
plProfiler console, users can look at the complete call stack of a complex
PostgreSQL function and concentrate on the code that consumed more
time of execution in its entire call stack.

Thus, BigSQL helps users install and manage PostgreSQL and its
extensions in a few clicks. BigSQL, combined with any cloud service, can
easily build a very economic PostgreSQL database on the cloud.

Cloud Block Storage

Cloud block storage allows us to create persistent block-level storage
volumes that can be used with Rackspace cloud servers. So it allows us to
scale storage independently of whatever servers are already created.
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More information on this storage is available at https://developer.
rackspace.com/docs/user-guides/infrastructure/cloud-config/
storage/cloud-block-storage-product-concepts/#cloud-block-
storage-product-concepts.

Let’s look at creating a block storage volume and attaching it to the
server that we already created.

1. From the dashboard, choose Storage » Block
Storage Volumes.

2. Youwill see a list of created volumes if there are any;
otherwise, you can create a volume by clicking on
the Create Volume button, as shown in Figure 4-19.

Dashboard Servers Orchestration Networking Databases Backups

Block Storage Volumes
| Q United States + | Search 0 volur
] Name / ID = Attached to Region Type

You don't have any volumes in the US yet.

Create one now.

arn mote about Cloud Block Storage. B

Figure 4-19. Creating a block storage volume
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3. You will need to fill in the details to create the
volume, as shown in Figure 4-20.

Block Storage Volumes

QUnited States v | | Search ¢
E h R Abbrlmsd b, Dl s .

Name: book-demo-volume /]
Region: | Dallas (DFW) 3|
Type: © Standard (SATA) ©

Regular hard disk storage

_ High-Performance (SSD) @
High-speed solid-state storage

75-1024 GB. Can't be resized |ater.
Disaffinity: © Best-Effort
Avoid placing the new volume on the same node or rack as my other volumes,
but allow it if unavoidable.
Node
Do not place the new volume on the same node as the volume(s) | select. If
unavoidable, prevent volume creation.
Rack
Do not place the new volume on the same rack as the volume(s) | select. If
unavoidable, prevent volume creation.

Note: Volumes must be attached to servers in the same region.
1 =

o] marme 0 |

Figure 4-20. Fillin the details about the block storage volume

« Name: Refers to name of the volume.

¢ Region: Select a region. Note that you can attach
volumes to servers that are in same region. So
select the region that your servers are in.
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Type: Type of volume. It can be a regular hard disk

storage (SATA) or high speed solid state drives
(SSD).

Size: The size of the volume. Minimum 75GB to

maximum 1TB.

Disaffinity: This can be

Best-Effort

Avoid placing the new volume on the same
node or rack as my other volumes, but allow it if
unavoidable.

Node

Do not place the new volume on the same node
as the volume(s) I select. If unavoidable, prevent
volume creation.

Rack

Do not place the new volume on the same rack
as the volume(s) I select. If unavoidable, prevent
volume creation.
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4. Click on Create Volume.

5. Once the volume is created, you can see the details
of volume, as shown in Figure 4-21, with actions like
Rename/Attach/Create/Clone/Delete Volume.

« Back to Volumes List

BLOCK STORAGE VOLUME
book-demo-volume on

Rename Volume...
MANAGE
Attach Volume...

Volume Details Create Snapshot...
Clone Volume...
Status Delete Violume...

Attached to  Unattached - Aftach Volume...
D 5a601325-cfce-49d6-8158-b33866473b30
Size 75GB
Region  Dallas (DFW)
Type  Standard (SATA)

Snapshots 0 Snapshots - Create Snapshot...

Figure 4-21. Volume details and actions

128



CHAPTER 4  RACKSPACE CLOUD

6. Click on the Attach Volume option from the Actions
dropdown and attach the volume to one of the
servers (see Figure 4-22). It will take few minutes to
attach the volume.

« Back to Volumes List

BLOCK STORAGE VOLUME

book-demo-raliima

Select a server:

Name a
Volume Details I @ bookdumo
sats [
Attachedto  Unat}
ID  Sab0
Size 75G|

Region Dalla

Type Stang

Snapshots 0 Snj » Advanced Options

1

£ Actions =

Figure 4-22. Attaching a volume

Note that book-demo is the virtual server that was
created for demo purposes here.
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7. Once you have attached the new volume, it is visible
to your virtual server. You can check using the
following command after connecting to your virtual

Server:

CIMQVOFZDTY3:bin bajishaik$ ssh
root@23.253.109.31

ssh: connect to host 23.253.109.31 port 22:
Connection refused

C1IMQVOFZDTY3:bin bajishaik$ ssh
root@23.253.109.31

Last login: Wed Nov 1 22:01:44 2017 from
171.49.231.43

[Toot@book-demo ~]#ls /dew/xv*

/dev/xvda /dev/xvdal /dev/xvdb

8. The next step is to create a Linux filesystem on
the volume so that the operating system can use
it to store files and data. The easiest way to create
a filesystem on a volume is to use the mkfs.ext4
utility, which takes as arguments the label and the
volume device:

[root@book-demo ~]# /sbin/mkfs.extq -L /
new_volume /dev/xvdb

mke2fs 1.42.9 (28-Dec-2013)

Filesystem label=/new_volume

0S type: Linux

Block size=4096 (log=2)

Fragment size=4096 (log=2)

Stride=0 blocks, Stripe width=0 blocks
4915200 inodes, 19660800 blocks
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983040 blocks (5.00%) reserved for the super
user
First data block=0
Maximum filesystem blocks=2168455168
600 block groups
32768 blocks per group, 32768 fragments per
group
8192 inodes per group
Superblock backups stored on blocks:
32768, 98304, 163840, 229376,
294912, 819200, 884736, 1605632,
2654208,
4096000, 7962624, 11239424

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done
Writing superblocks and filesystem
accounting information: done

Now mount the filesystem so that you can see and
use the volume in the virtual server.
[root@book-demo ~]# mkdir /new_volume
[root@book-demo ~]# mount /dev/xvdb /new
volume/

[root@book-demo ~]# mount | grep new _volume
/dev/xvdb on /new_volume type ext4 (rw,relat
ime,seclabel,data=ordered)

[root@book-demo ~]#

[Toot@book-demo ~]# df -h
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Filesystem Size Used Avail Use% Mounted on
/dev/xvda1 206 1.3G  18G 7%/

devtmpfs 484M 0 484M 0% /dev

tmpfs 494M 0 494M 0% /dev/shm

tmpfs 494M  13M  481M 3% /run

tmpfs 494M 0 494M 0% /sys/fs/cgroup
tmpfs 99M 0 99M 0% /run/user/0
/dev/xvdb 746G 53M  70G 1% /new_volume

[root@book-demo ~]#

[root@book-demo ~]# cd /new_volume/
[root@book-demo new volumel# 1s -ltrh
total 16K

drwx------ . 2 root root 16K Nov 1 22:10
lost+found

[root@book-demo new volume]# touch test
[root@book-demo new volume]# 1ls -ltrh
total 16K

drwx------ . 2 root root 16K Nov 1 22:10
lost+found

-IW-r--r--. 1 root root 0 Nov 1 22:15
test

[root@book-demo new volume]#

Summary

This chapter talked about Rackspace solutions like Managed Hosts and
Managed Cloud. We covered creating/configuring bare metal and virtual
servers, which are part of the Managed Host solution, and installation of
PostgreSQL on top of the servers. We also talked about the storage volumes
that Rackspace provides. In the next chapter, we talk about Google cloud in
terms of what services it provides and how to create/configure those services.
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Google Cloud

This chapter talks about using the Google Cloud Console to create projects
and instances in order to build/install PostgreSQL and your applications.
The chapter also covers some of the Google Could Platforms (GCP), like
Compute Engine, Could Storage, and Cloud SQL, in detail. You'll learn
how to install PostgreSQL on machines created using Compute Engine and
on the PostgreSQL service, which is part of Cloud SQL.

Getting Started with GCP

As with the other cloud vendors, Google Cloud has a console through
which you can see all the available services and create/modify/delete
services that you need.

The first step to creating an instance or a service using GCP is to sign
in to its console from https://console.cloud.google.com/. This console
requires you to sign in using an existing email account with no hassles. It
took me 10 seconds to access the Google Cloud Console.

Before going further with GCP, we cover why you'll need a project in GCP.

What Is a GCP Project?

This is something interesting, as it is not something you see with most
of the cloud vendors. Consider an organization that has 10 applications.
It uses 300 servers for application servers/web servers and another 10

© Baji Shaik, Avinash Vallarapu 2018 133
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servers for databases. It may look confusing to view the console with such
a huge list of servers. If you cannot segregate the servers by application on
the console, managing these accounts could be difficult.

I still remember working with a console that had several hundred
servers. I started to search the entire list to understand the database
servers of an application that was getting retired. Decommissioning those
database servers took a few days, as I had to confirm several times before
deleting those instances.

GCP forces you to create a project before creating an instance. A simple
solution to the previous problem is to create one project for every application
and create your instances within those projects. This makes life simple.

GCP allows you to create multiple projects using a single account.

Considering the example without such segregation on the console, if I
have 10 applications running in my organization, I create 10 projects and
create all the 300 application servers and 10 database servers within their
respective projects. In this case, I don't have to scan through the entire list
of instances if I have to retire an application. I can just delete the instances
in that project.

Project Quota

Have you ever thought about the project quota, which is the number of
projects that are allowed to be created using a single account? Yes, there
is alimit and it’s 12 projects. However, Google allows you to request more
projects considering a variety of factors, including resources that most
legitimate customers use, the customer’s previous usage and history with
Google Cloud, and previous abuse penalties. When you try to create your
13th project, you are automatically prompted to fill out a form.

You need to pay to increase your quota, but it is then available as a
credit in a later billing cycle.
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Creating a Project Using the Console

Once you log in to your Google Cloud Console, you have two options to
create your first project. As shown in Figure 5-1, you can click on Select a
Project from the top-left corner or click on Create an Empty Project from
the bottom-left corner of your console.

€ (D@ nipsjeonsols cloud google com)start @ | Q Searnct o & A QO & =

Getting started

Get stanied

Learn Google Cloud Platform Create a Cloud SQL instance

ractive tutodial now and learn Cloud S0L is & MyS0H
and build simple in Geogle's cloud, wit
maintenance required

tabase that runs
Installation ce

Try App Engine

Create and deploy a Hello Woald app

Get started e

+: Create an empty project

Figure 5-1. Getting started window

Once you click on Create an Empty Project, you see a rectangular box
that allows you to choose a project name. Your project name can only
include letters, numbers, quotes, hyphens, spaces, and exclamation points.
As shown in Figure 5-2, you could see a message that says that you have 11
projects remaining in your quota. Every time you create a project, you'll
see the number of projects you have left.
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One interesting observation is the Project ID. We will discuss its
significance later in the chapter. You may want to edit the Project ID and
choose your own for your project. Otherwise, GCP automatically chooses a
Project ID for you.

= Google Cloud Platform Q

New Project

@ Youhave 11 projects remaining in your quota. Learn more.

Preject name

MyfirstGCPProject

Your project ID will be myfirstgcpproject-1 8090

Figure 5-2. Creating a project

Click on Create to create your first project on GCP. You should be
automatically redirected to the dashboard. You can also access your
dashboard with this link: https://console.cloud.google.com/home.

Deleting a Project

It is easy to delete an entire project that consists of several instances.
However, the registered user will be notified. A project delete is a
scheduled event. It will not take place immediately. The registered user
can click the link sent to his email within a month to retrieve his project.
The deletion email is shown in Figure 5-3.
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Your Google Developers Console project is scheduled for deletion Inbox x a B

Platform Notifications <FlatformNotifications-noreply@google.com> Sep 24 (1 day ago) - -

tome [~

Google

Project Shutdown Announcement

Your Google Cloud Platform project eng-artifact-180902 was shut down on Sunday, September 24,
2017 2:50:55 AM UTC.

If you take no action, after Tuesday, October 24, 2017 2:50:55 AM UTC, you will be unable to
recover this project. If this was unintentional, visit this URL before Tuesday, October 24, 2017
2:50:55 AM UTC to cancel the project shutdewn:

If you have any questicns, please visit the Developers Conscle Help at this URL, or contact support:
hitps:iidevelopers. le.comiconsole/help/new/

Thanks,
The Google Developers Conscle Team

Figure 5-3. Email stating the project is being deleted

Types of Google Cloud Platforms

There are several categories in GCP that you might be interested in. However,
as per the subject of this book, we are going to cover only these platforms:

o Compute Engine
e Cloud Storage
¢ Cloud SQL

Compute Engine

Compute Engine provides virtual machines running on Google data
centers. As with the other cloud venders, it provides a powerful network
that makes you connect your machines without any interruptions and
comes with a persistence disk that persists during the crashes and delivers
a consistent performance.
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Key Features of Compute Engine

You can create multiple instances (which typically means multiple VMs).
Some of the key features that you get are described here:

e Global load balancing: You can load balance your
incoming connections and requests across multiple
instances that are created across regions. It gives
maximum performance, throughput, and availability.

¢ Linux and Windows support: You can select OSes
of Linux flavors like Debian, CentOS, SUSE, Ubuntu,
and Red Hat; Unix flavors like FreeBSD; and Windows
flavors like Windows 2008 R2, 2012 R2, and 2016.

o Compliance and security: Data written to persistent
disk is encrypted on the fly and stored in encrypted
form. Google Compute Engine has completed
ISO 27001, SSAE-16, SOC 1, SOC 2, and SOC 3
certifications, demonstrating their commitment to
information security.

o Transparent maintenance: You do not need to worry
about maintenance of your infrastructure selected with
Compute Engine. It provides innovative data centers
that are secure, migrate data without downtime, and
enable proactive infrastructure maintenance such as
patching OS. This transparent maintenance improves
reliability and security.

e Automatic discounts: If you have long-running
workloads, Google automatically gives you discounted
prices with no sign-up fees or up-front commitment.
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o Customer machine types: You can select your VMs
and shape them based on how many vCPUs and GB of
RAM you actually need, with increments of two vCPUs
and 0.25GB at a time. By customizing your machines,
you can save money and pay only for what you use.

¢ Per-minute billing: This is an excellent feature that
GCP has. Google bills in minute-level increments. After
a 10-minute minimum charge, you pay only for the
actual compute time that you use.

More information about Google Compute Engine is available at
https://cloud.google.com/compute/docs/.

Create an Instance

When you log in to the Google Cloud Console, it typically looks Figure 5-4.
Note the Cloud Launcher, which typically contains all the solutions available
in Google Cloud.

= Google Cloud Platform 2 MySecondProject = q

ﬂ Home DASHBOARD ACTMITY # CUSTOMIZE

W Cloud Launcher

S Project info W1 APls & Google Cloud
B Gilling Prictoams s D Platform status
. MySecondPropct Al services normal
5 & 5 ces
Project 10
enysecondproject 180514 =»  GotoCloud status dashboard
T Support i There s 0o data for b chart
®  Getting started 696295359554
= Billing
© 1AM & admin T S Estinated chacges s000
For the billing period Sep 1 - 35, 2017
COMPUTE G0 0 AP
; © Resources i o Al e > View detaded chasges
‘@ App Engine () Slosd Funciicns
You do nat have permissicn so see this
& compute Engine 2 Femsian @ Error Reporting
; ’ 1o 31gn of any emors. Have you 361 up
@ Comainer Engine o ooy ohobeiiy
= Trace
() Cloud Functions
Mo trace data from the past 7 days =¥ Luam how 1o 661 up Error

Reporiing
STORAGE

=3 Getetarted with Stackdrwer Trace

Figure 5-4. Dashboard
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Once you click on Cloud Launcher, it will direct you to a window where
you can see the GCP (Google Cloud Platform) on the left side. Just clicking
on that shows all available solutions for GCP. The typical steps to create a
VM are as follows:

1. Login to the Google Cloud Console using your
Gmail account.

2. Create a project in which you want to initialize your
services. Read the “How to Create a Project Using
the Console” section in this chapter to create a
project.

3. Click on Cloud Launcher on the left side panel.

4. Click on Google Cloud Platform on the left side
panel.

5. Click on Compute Engine in the Compute section.

6. You will be directed to a page where you see a
couple of options—Go to Compute Engine and Take
Quickstart (see Figure 5-5).

Launcher » Google Cloud Platform » Compute Engine

Compute Engine

Google
Scalable, high-performance virtual machines

GO TO COMPUTE ENGINE TAKE QUICKSTART

Figure 5-5. Create a Compute Engine
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7. You can click on Take Quickstart to get quick
10-minute video on this process.

8. Once you're done with the quickstart, come back
and select the Go To Compute Engine option. You
can instead directly open the https://console.
cloud.google.com/compute/instances link, which
takes you to the Create Instance page, as shown in
Figure 5-6.

Compute Engine
VM instances

Compute Engine lets you use virtual machines that run on
Google's infrastructure. You can choose from micro-VMs to large
instances running Debian, Windows, or other standard images.
Create your first VM instance, import it by CloudEndure migration
service or try the quickstart to build a sample app.

or Import or Take the quickstart

Figure 5-6. Create Virtual Machine

9. You need to fill in the details of the instance before

you create it (see Figure 5-7).

a. Name: Must start with a lowercase letter
followed by up to 63 lowercase letters, numbers,
or hyphens, and cannot end with a hyphen.

b. Zone: Determines what computing resources
are available and where your data is stored and
used.
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c. Machine Type: The type of machine that you
want to create. You can choose CPU Cores and
Memory for your instance. It can be upgraded
later if you choose a machine with low
configuration.

Google Cloud Platform 8 MySecondProject -

Compute Engine < Create an instance
VM instances Namg
miy-instance-1

Instance groups
Zome

Effective hourly rate $0.034 (730 hours per month)

Instance termplates [T = §24.67 per month sstmated
DNsks Machine trpe
trem
Snapshols = —
1%CPU 478 6B memory Customize S £ 1,75 G Wy
[ Upgrade your account 10 ereate iRStances with up 10 64 cares
ik ! 10 GB standard persistent
disk
Committed use discounts
Boot disk Sustained use dscount
Metadata
—  MNew 10 G stendard peraistent disk Total
Health checks Ay | image
=t
, Deblan GMU/Linux @ (stretch) Change Compute engine gricing 7
ones

Less

Figure 5-7. Create the Virtual Machine options

142

d. Boot: Each instance requires a disk to boot
from. Select an image or snapshot to create a
new boot disk or attach an existing disk to the
instance. Be sure to choose the operating system
that you want, as shown in Figure 5-8.

Estimated costs

£34. 67 month

$0.40/month

- $10.40¢month

524 67/month
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Boot disk

Select an image or snapshot to create a boot disk; or attach an existing disk

08 images Application images Custom images Snapshots Existing disks
Ubuntu 16.04 LTS

amd64 xenial image built on 2017-09-19

Ubuntu 17.04

amd64 zesty image built on 2017-09-22

Container-Optimized 0S 62-9901.21.0 beta
Kemel: Chromium05-4.4.79 Kubernetes: 1.7.6 Docker: 17.03.2

Container-Optimized 0S 63-9956.0.0 dev

Kemel: Chromium035-4.4.86 Kubernetes: 1.7.6 Docker: 17.03.2
Container-Optimized 0S 61-9765.66.0 stable

Kemel: Chromium05-4.4.70 Kubernetes: 1.6.10 Docker: 17.03.2

Red Hat Enterprise Linux 6

x86_64 built on 2017-09-18

Red Hat Enterprise Linux 7

xB6_64 built on 2017-09-18

SUSE Linux Enterprise Server 11 SP4
x86_64 built on 2017-06-21

CUOE 1 fniiis Endarmsina Canas 19 N2

Boot disk type Size (GB)
Standard persistent disk - 10

Figure 5-8. Selecting the OS

e. Identity and API access: Applications running
on the VM use the service account to call
Google Cloud APIs. Select the service account
you want to use and the level of API access you
want to allow. Access Scopes is selecting the
type and level of API access to grant the VM. The
defaults are read-only access to storage and
service management, write access to stackdriver
logging and monitoring, and read/write access
to service control.
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f.  You can see more options on managing disks,
networking, and SSH keys by clicking on the
Management, Disks, Networking, SSH Keys
option, as shown in Figure 5-9.

& Create an instance

Service account

Compute Engine default service account -
Access scopes
@ Allow default access

Allow full access to all Cloud APls
Set access for each API

Firewall
Add tags and firewall rules to allow specific network traffic from the Internet

+" Allow HTTP traffic
+ Allow HTTPS traffic

Management, disks, networking, SSH keys
Figure 5-9. Creating the VM security options

10. Click on Create to create the instance.

11. Once the instance is created, the page looks
like Figure 5-10. Clicking on the new instance
(as highlighted) gives you the details about your
instance, as shown in Figure 5-11.
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VM instances [ cReATEINSTANCE &

—_

Zone R

P lp Connect

us-centrall-c 10.128.0.2 35.192.115.237 (7 SSH

Figure 5-10. Virtual machine

« VM instance details # EDIT B cLonE ]

& myinstance]
CPUulaation -

Vhour | 6hows | 12hous | 1dsy  Zdap | ddays | 7daps | 4 day
cPy

Sep 76,315 PM
LIS TR EY

Sen 26,330 PM Sep 25 345 P S 26, 400 PM Seq 26,411 PM

Setial part 1 {ceasale]

Michiaa type
a-stsndar ) (1 vCPUL 3,75 63 meemssey)

TP pistorm
inted Haswell

Tene

rcentnll<

Figure 5-11. VM details
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12. Connecting to this instance is easy, as Google Cloud
provides its own shell to connect. The available
connection options are shown in Figure 5-12.

Name ~ Zone R dati | I 1P E I IP Connect
@ my-instance-1  us-centrall-c 1012802 35192115237 (7  SSH[-|

Open in browser window

Open in browser window on custom port
View gcloud command

Use another SSH client

Figure 5-12. VM shell to connect

13. The following images show the process after
connecting to instances using the SSH options.

Figure 5-13 shows the browser window on the customer port option

that used port 22 to connect.

owve  $30.Cloud.google.com
anected, host E2:D9:81:47¢ T6C:8D:99: ﬂ:ﬁ;]

inux my-instance-1 4.9.0-3-amdéd 41 SMP Debian 4.9.30-2¢debSul (2017-08-06) x86_64

he programs included with the Debian GNU/Linux system are free software;
he exact distribution terms for each program are described in the
ndividual files in /usr/share/doc/*/copyright.

bian GNU/Linux comes with ABSOLUTELY NO WARRANTY, to the extent

rmitted by applicable law.

ast login: Tue Sep 26 10:31:50 2017 from 35.194.202.233

vinash_vallarapulmy-instance-1:~$ hostname

y-instance-1

vinash vallarapufmy-instance-1:~5 # this is through "open in browser window on customer port" option
vinash_vallarapuimy-instance-1:~§

Figure 5-13. VM open in browser
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Figure 5-14 shows the result of the view gcloud command option. You
should click on Run In Cloud Shell.

gcloud command line

The following gcloud command line can be used to SSH into this instance.

gcloud compute --project “mysecondproject-180914" ssh --zone "us-centrall-c® "my-instance-1"

@ Line wrapping
gcloud reference

CLOSE RUNIN CLOUD SHELL

Figure 5-14. VM gcloud result
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How to Connect from Your Machine

If you want to connect through your machine, edit the instance by clicking
on Edit and then add your SSH keys, as shown in Figure 5-15.
SSH Keys

Block project-wide SSH keys
wWhen checked, project-wide SSH keys cannot access this instance Learmn more

You have 0 SSH keys

I:'r'lt_ur entire key data

I -+ Add item

Figure 5-15. SSH to Virtual Machine

Once you have added your keys, you can directly SSH to your virtual
machine using this command:

ssh username@ipaddress

Note that ipaddress is the same one you can see in the VM details.

Install PostgreSQL

Once you have created your instance, you will have a VM/machine
ready for PostgreSQL installation. There are several ways to choose your
PostgreSQL installation. You can use RPMs or use source installation.

One of the most easiest and most reliable ways to perform a
PostgreSQL installation is through BigSQL, which is an Open Source
DevOps platform designed for PostgreSQL. BigSQL binaries are portable
across any Linux and Windows operating system. A user may want to
install additional extensions and tools to build a complete PostgreSQL
server for production. BigSQL combines a carefully selected list of
extensions deployed in several PostgreSQL production environments after
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rigorous testing. This makes it easy for users to choose the extension they
want to install using BigSQL. Then they can use very easy command-line
features to install BigSQL.

To install PostgreSQL using BigSQL, follow these steps:

1. Gotohttps://www.openscg.com/bigsql/.
2. Click on the Downloads section.

3. Click on Usage Instructions, as shown in Figure 5-16.

PostgreSQL Installers

These enterprise-class 64-bit PostgreSQL binaries are always free and Download for macOS
Open Source. They are tested to run on Centos 6+, Ubuntu 12.04+, OSX postgresghS 6.5-05b4 dmg
10.9+, Windows 7+ and Windows Server 2008+,

Featured! Command line Package Managr all versions of Postgres. <-Lead the stampede, pg10 RC 1!

PostgreSQL 9.6.5 - stable 144217 PostgreSQL 9.5.9 - rroven 1417
MY postgresql-9.6.5-winbd.exe ¥ postgresgl-9.5.9-winéd exe

‘ postgresql-9.6.5-05x64,dmg ‘ postEresql-9,5,9-05x64,dmg

‘ postgresql-9.6.5-x64.rpm ‘ postgresql-9.5.9-x64.rpm

ol j postgresql-9.6.5-x64.deb o j postgresql-9.5.9-x64.deb

Figure 5-16. BigSQL usage instructions

4. As per the usage instructions, for Linux machines,
you can execute the following command to install
the BigSQL package.

python -c "$(curl -fsSL
https://s3.amazonaws.com/pgcentral/install.py)"

BigSQL uses a command-line utility called pgc
(pretty good command-line).
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Here are some example commands.
To list the available PostgreSQL binaries and extensions for
PostgreSQL, run the following command.

pgc list

To install PostgreSQL 9.6, run the following command.
pgc install pgo6

To install an extension called pg_repack, run this command.
pgc install pg repack

You need not worry about dependencies, such as gcc compiler or any
other packages that need to be installed while installing postgres or its
extensions. BigSQL takes care of all the dependencies and makes it very
easy for you to deal with PostgreSQL.

One of the most advanced features of BigSQL is pgDevOps. pgDevOps
is a UI that allows users to install and manage PostgreSQL instances in
a few clicks. Users can upgrade PostgreSQL minor version or install and
update an extension in a few clicks. BigSQL also helps users generate
the queries/connections metrics through PgBadger reports on its Ul, as
requested. Users can also tune their complex procedural language using
an excellent tool embedded in its U, called plProfiler Console. Using
plProfiler Console, users can look at the complete call stack of a complex
PostgreSQL function and concentrate on the code that consumed more
time of the execution in its entire call stack.

Thus, BigSQL helps users install and manage PostgreSQL and its
extensions in a few clicks. BigSQL, combined with a cloud service, can
easily build a very economic PostgreSQL database on the cloud.
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Google Cloud Storage

Google Cloud Storage (GCS) offers object storage that’s simple, secure,
durable, and highly available. It can be used by developers and IT
organizations. GCS’s simple capacity pricing is highly effective across all
storage classes with no minimum fee. It’s a pay for what you use model.

Storage Classes

GCS has four storage classes:
e Multi-regional storage
o Regional storage
e Nearline storage
e Coldline storage

Multi-regional storage is a redundant storage model across
geographical locations and it has the highest level of availability and
performance. It is ideal for low-latency, high QPS content serving to users
distributed across geographic regions.

Regional storage is only for a single region and provides the same level
of availability and performance as multi-regional. It is ideal for compute,
analytics, and Machine Learning (ML) workloads in a particular region.

The other two—the Nearline and Coldline storage classes—are fast
and low-cost. Both have highly durable storage with consistent APIs. Use
cases for these two storage options are:

o Nearline is designed for data that you do not want to
access frequently. So, it is useful infrequently accessed
data.

o Coldline is designed for cold data, such as archive and
disaster recovery.
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In addition, with lifecycle management, Google Cloud storage
allows you to reduce your costs even further by moving your objects to
Nearline and Coldline, and through scheduled deletions. Google Cloud
Storage stores and replicates your data, thereby allowing a high level of
persistence, and all the data is encrypted both in-flight and at rest.

Key Features of GCS

Google Cloud Storage is almost infinitely scalable. It can support
applications irrespective of whether they are small or large or in a multi-
exabyte system.

All four storage classes that we talked about offer very high availability.
Multi-regional storage offers 99.95% monthly availability in its Service
Level Agreement. Regional storage offers 99.9% availability, and the
Nearline and Coldline storage classes offer 99%.

Like very few venders, Google Cloud Storage is designed for
99.999999999% durability. This is because it stores multiple copies
redundantly across multiple disks, racks, power and network failure
domains, with automatic checksums to ensure data integrity. As we
already discussed, with the Multi-Regional storage class, data is also
geo-redundant across multiple regions and locations

GCS has very consistent data and guarantees that when a write
succeeds, the latest copy of the object will be returned to any GET, globally
(applies to PUTs, new or overwritten objects, and DELETEs).

More information about Google Cloud Storage is available at https://
cloud.google.com/storage/docs/.

We cover this storage option more in Chapter 8, “Backups on the
Cloud”
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Cloud SQL

Google Cloud SQL is a fully managed database service from GCP. Like
other cloud vendors for RDBMS, Google Cloud SQL makes it easy to set up,
manage, and maintain relation databases. It makes the administrator’s job
easy.

There are two relational databases available with Cloud SQL.

e Cloud for MySQL
e Cloud for PostgreSQL (beta)

Let’s talk about the PostgreSQL service.

Cloud for PostgreSQL

This service was introduced recently and is still in its beta version.
However, still you can choose this for your POCs and test your
applications. As this is still in beta, some important features when
compared to other cloud vendors for PostgreSQL are not available. They
will likely be introduced in later releases. Due to storage security and
durability, you can still consider your applications deployed on Cloud
SQL. This product might change in backward-incompatible ways and is
not subject to any SLA or deprecation policy. Let’s look at key features of
this service.

Advantages:

e The latest version of PostgreSQL 9.6 is available in the
cloud, which is fully managed.

¢ You can choose machine types according to your
application demand. Custom machine types with up to
208GB of RAM and 32 CPUs are available.
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You can create and manage instances in the Google
Cloud Platform Console just like with other cloud
vendors.

Instances are available in US, EU, and Asia.

You do not need worry about storage in the case of
large applications. Up to 10TB of storage is available,
with the ability to automatically increase storage as
needed.

There is more security for your data as customer data
is encrypted on Google’s internal networks and in
database tables, temporary files, and backups.

Has support for secure external connections using
Cloud SQL Proxy or SSL protocol.

Support for PostgreSQL client-server protocol and
standard PostgreSQL connectors.

You can import and export databases using SQL dump
files.

Backup are automated and you can have on-demand
backups too.

Monitoring and logging are available.

Because Cloud SQL for PostgreSQL is in beta, some PostgreSQL
features are not yet available:

Replication
High-availability configuration
Point-in-time recovery (PITR)

Import/export in CSV format
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Cloud SQL for PostgreSQL supports many types of PostgreSQL
extensions. A few of them are:

e PostGIS

o Data type extensions like btree_gin, btree gist, cube,
hstore, etc.

o Language extensions like plpgsql

o Miscellaneous extensions like pg_buffercache,
pgcrypto, tablefunc, etc.

For a complete list, visit this link: https://cloud.google.com/sql/
docs/postgres/extensions.

Cloud SQL for PostgreSQL supports the PL/pgSQL SQL procedural
language.

Support for languages, in terms of front-end or application languages
for an application that is going to connect PostgreSQL, is robust. Without
a cloud (or a on-premises database), you can use applications written
in several languages. Just like on-premise, Cloud SQL provides a flexible
environment for applications that are written in Java, Python, PHP, Node.js,
Go, and Ruby. You can also use Cloud SQL for PostgreSQL with external
applications using the standard PostgreSQL client-server protocol.

You can connect to a Google Cloud SQL instance for PostgreSQL from
the following:

o Apsqlclient: https://cloud.google.com/sql/docs/
postgres/connect-admin-ip

o Third-party tools that use the standard PostgreSQL
client-server protocol

o External applications: https://cloud.google.com/
sql/docs/postgres/connect-external-app
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Google App Engine applications: https://cloud.
google.com/sql/docs/postgres/connect-app-engine

Applications running on Google Compute Engine:
https://cloud.google.com/sql/docs/postgres/
connect-compute-engine

Applications running on Google Container Engine:
https://cloud.google.com/sql/docs/postgres/
connect-container-engine

Connecting from Google Cloud functions or by using Private Google

access is not supported.

So, what are the differences between Cloud SQL and the standard
PostgreSQL functionality? The PostgreSQL functionality provided by
a Cloud SQL instance is generally the same as that provided by a local

PostgreSQL instance. However, there are a few differences between a

standard PostgreSQL instance and a Cloud SQL for PostgreSQL instance.
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You cannot have SUPERUSER privileges for your users.
However, an exception to this rule is made for the
CREATE EXTENSION statement, but only for supported

extensions.
It has custom background workers.

The psql client in the Cloud Shell does not support
operations that require a reconnection, such as
connecting to a different database using the \c

command.

Some PostgreSQL options and parameters are not
enabled for editing as Cloud SQL flags. Google advises:
“If you need to update a flag that is not enabled for
editing, start a thread on the Cloud SQL Discussion
group.”
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Create a PostgreSQL Instance Using Cloud SQL

When you log in to the Google Cloud Console, it typically looks like

Figure 5-17. You can see Cloud Launcher, which typically contains all the

solutions available in Google Cloud.

= Google Cloud Platform 2 MySecondProject = 9

i  Home

& Cloud Launcher
E 6illing

W1 APls & services
Support

@ Getting started

B 1AM & admin

COMPUTE

@ App Engine

€ compute Engine
@ Comainer Engine

(=) Cloud Functions

STORAGE

DASHBOARD ACTMITY

2

Project info W1 APls
Project name Hrquects (mauetts/tec)
MySecondPropet

Project ID
enysaceedpropeet- 180514

Progect number
696295359654

60 1o project settings

Resources 3 Boto APIs overview
Cloud Funclions

'ou do nat have permission 1o see this
infoemation

Trace

Mo trace data from the past 7 days

Get started with Stackdrier Trace

Figure 5-17. The Google Cloud Dashboard

# CUSTOMIZE

There is ro data for s chart

@

Google Cloud
Platform status

All sarvices normal

Go to Cloud status dachboard

Billing
Estimated chasges $0.00
For the billing periad Sep 1 - 25, 2017

View dutaded charges

Error Reparting
No 3ign of any exrors. Have you set up

Ermce Reporting?

Learn how 1o pe1 up Error
Reporting

Once you click on Cloud Launcher, it will direct you to a window where
you can see the GCP (Google Cloud Platform) on the left side. Clicking
on that shows all available solutions for GCP. The typical steps to create a

PostgreSQL service instance are as follows:

1. Login to the Google Cloud Console using your

Gmail account.

2. Create a project in which you want to initialize your

services. Look at the “How to Create a Project Using

the Console” section earlier in this chapter to create

a project.

3. Click on Cloud Launcher on the left side panel.
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4. Click on Google Cloud Platform on the left side
panel.
5. Click on Cloud SQL in the Storage section.

6. You will be directed to a page where you will see
a couple of options—Go to Cloud SQL and Take
Quickstart. See Figure 5-18.

= Google Cloud Platform & MySecondProject ~ Q

Launcher > Google Cloud Platform > Cloud SQL

Cloud SQL
° Google
N A fully d MySQL database service
N

GO TO CLOUD SQL TAKE QUICKSTART

Figure 5-18. Create PostgreSQL instance

7. Ifyouwant to look at the documentations/pricing/
APIs related information, click on Take Quickstart.
Click on PostgreSQL, as highlighted in Figure 5-19.
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Figure 5-19. Quickstart for Cloud SQL for PostgreSQL

8. Once you're done with the quickstart, you select

the Go to Cloud SQL option. You can also directly

open the https://console.cloud.google.com/
sql/instances link, which takes you to the create
instance page shown in Figure 5-20.

Cloud SQL
Cloud SQL Instances

Cloud SQL instances are fully managed, relational MySQL and
PostgreSQL databases. Google handles replication, patch
management and database management to ensure availability and
performance. When you create an instance, choose a size and
billing plan to fit your application.

(CCEICIGELVCE of | Learn more

Figure 5-20. Create PostgreSQL instance
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Betars youbagn
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Cosnect 13 you instance
g the pssl cend In
the Eloud Shed

Create a dstabase sad
et dta

Cleanup

Whats et
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9. Select PostgreSQL Beta on the left side panel and
click on Next. See Figure 5-21.

= Google Cloud Platform &S MySecondProject ~

SQL &  Create aninstance

«w

Choose a database engine

MysaL
Versions 5.6 or 5.7

@ PostgreSQL 51

Version 9.6

Figure 5-21. Choose PostgreSQL instance

10. The creation instance window in shown in Figure 5-22.
Set the following options:

o Instance ID: The name of your instance, which you
can use as a tag in the future.

o Default user password: The password of your
postgres user. You can create your own password or
you can generate a random password by clicking on
Generate.

e Location: Shows the region and zone where you
want your instance. If you choose a region near
your location, you will get better performance.

160



CHAPTER5 GOOGLE CLOUD

= Google Cloud Platform & MySecondProject ~ Q

sQL & Create a PostgreSQL instance

«w

Instance ID
wercase letters, numbers, and hyphens. Start with a letter.

I!O

Default user password

Set a password for the ‘postgres’ user. A password is required for the user to login.
Lea)

ADSQF08pOS44GYbN

Location
For better performance, keep your data close to the services that need it.

—— 5 2

Database version
PostgreSQL 9.6

Figure 5-22. Create PostgreSQL instance options

You can click on Show Configuration Options to expand it and choose
the options (see Figure 5-23):

e Machine type: Determines the virtualized hardware
resources available to your instance, such as memory,
virtual cores, and persistent disk limits. This choice
affects billing. Constraints on dedicated core machine
types are that memory must be at least 3.75GB,
memory must be a multiple of 0.25GB, vCPU count
must be one or even, and memory per vCPU must be
between 0.9GB and 6.5GB per vCPU, inclusive. Some
zones do not support machine types with 32 vCPUs.
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Network throughput (MB/s): The maximum amount
of data that can be delivered over a connection to
your instance. This includes reads/writes of your data
(disk throughput) as well as the content of queries,
calculations, and other data not stored on your
database.

Storage type: A permanent option. Select SSD or HDD.
Storage capacity: Cannot be decreased later. So choose
capacity wisely.

If you want auto-scalable machines in terms of storage,
select the Enable Automatic Storage Increases option.
Whenever it reaches the threshold, it increases the
storage.
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Google Cloud Platform $e MySecondProject ~

g SQL & Create a PostgreSQL instance
1 Configure machine type and storage A
Machine type
Network throughput (MB/s) 250 of 2,000
—
Storage type

Choice is permanent

® SSD (Recommended)
Most popular choice. Lower latency. Higher QPS and data throughput
HDD
Lower performance than SSD. Much cheaper per GB stored. May be
preferable for infrequently read data and long-term storage.

Storage capacity
10 - 10230 GB. Higher capacity improves performance, up to the limits set by

the machine type. Capacity cannot be decreased later

[ 10 GB

~/ Enable automatic storage increases
Whenever you're near capacity, space will be incrementally increased. All
Increases are permanent. Learn more

Disk throughput (MB/s) |oPS
Read: 4.8 Max:250.0 Read: 300 Max: 15,000
] L]
Write: 4.8 Max: 75.8 Write: 300 Max: 15,000
= |

Close

Figure 5-23. Configure the machine type and storage
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o Enable auto backups: Enables auto backups of your
databases. You can schedule a time for your backups.
As they affect performance, it is recommended to
schedule backups during your off-peak hours. See
Figure 5-24.

& Enable auto backups

Backups
Enabling backups adds a small performance cost.

v Automate backups
3:30 AM = 7:30 AM *

Choose a window for automated backups. May continue outside
window until complete. Time is your local time (UTC+5:30).

Close

Figure 5-24. Enabling auto backups
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e Authorize Networks: Add IP4 addresses that you want
to allow to connect to the database. You can provide a
particular IP or a range of IPs. See Figure 5-25.

3 Authorize networks A

Authorized networks
Add IPv4 addresses below to authorize networks to connect to your instance. Networks

will only be authorized via these addresses.

8 X

New network

Name (Optional)

[ None |

Network )
Use CIDR notation. [Z'

- AL

Example: 199.27 0/24

Done  Cancel

=+ Add network

Figure 5-25. Authorizing networks
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e Add Cloud SQL flags: You can add parameters that
you want to change. Currently it allows only a few
parameters to change (see Figure 5-26). The full list is
available at https://cloud.google.com/sql/docs/
postgres/flags.

4 Add Cloud SQL flags
Cloud SQL flags

autovacuum x
autovacuum_analyze_scale_factor
autovacuum_analyze_threshold
autovacuum_naptime
autovacuum_vacuum_scale_factor

) autovacuum_vacuum_threshold
default_statistics_target k. Cloud SQL chooses
log_autovacuum_min_duration

Figure 5-26. Adding Cloud SQL flags

¢ Set maintenance schedule: Allows you to set a time
for the database maintenance activities. The instance
will automatically restart to apply updates during a
one-hour maintenance window. Updates happen once
every few months. Choose a window, or leave it as Any
window and Cloud SQL will pick a day and hour. See
Figure 5-27.
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& Set maintenance schedule A

Maintenance window

Any window -

Maintenance timing

Any -

Close

Figure 5-27. Set the maintenance mode

Once you have set all the PostgreSQL instance options the way you
want them, click on Create to create the instance.

Summary

This chapter explained the Google Cloud Console (GCC) and how to start
using it. You learned how to create projects in GCC and how to create
instances using GCC under Google Cloud Platforms like Compute Engine.
We also covered PostgreSQL installation on instances. This chapter
covered cloud storage, Cloud SQL, and the PostgreSQL service under
Cloud SQL. We hope that it helps you start your applications on Google
Cloud. The next chapter covers Microsoft Azure, including how to start it
and the services available. It also covers how to create virtual machines
and focuses on the PostgreSQL service that was introduced recently.
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Azure Cloud

This chapter covers products that Microsoft provides and how you can
use them with PostgreSQL. We cover how to initialize VMs and install/
configure PostgreSQL on them. This chapter provides basic information
on the storage that Azure provides, which we cover in further chapters in
detail. There is also an overview, initialization, and API discussion for the
PostgreSQL service recently introduced by Microsoft Azure.

Although Microsoft Azure provides a lot of services, we are going to
cover only a few services that are specific to PostgreSQL. See this link for a
list of services that it provides: https://docs.microsoft.com/en-us/azure/
#pivot=products8panel=all.

The following services are covered in this chapter:

e Virtual machines
o Storage
e Azure database for PostgreSQL

We discuss each service in detail.

Virtual Machines

Azure provides a way to create Windows or Linux virtual machines in a few
seconds. It is all about the choice of your operating system. You can choose
to be on-premises, in the cloud, or both. Choose your own operating
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system virtual machine image or download a certified preconfigured
image from the Azure marketplace.

You can scale your machine depending on needs. You can create a
large cluster with cloud scalability. You can scale globally with a growing
number of regional Azure data centers, which makes you closer to your
customers.

You can encrypt your data to protect it from viruses using encrypting
options available. Using the security options, you can easily meet your
compliance requirements. More details on security are here: https://
azure.microsoft.com/en-us/services/security-center/.

You can control your budget by paying for what you use. You can go
for per-minute billing as well, which gives you better budget allocation for
resources. Pricing details are based on need. Details are here: https://
azure.microsoft.com/en-us/pricing/details/virtual-machines/
linux/.

You can start using Azure with a free account. Go to https://azure.
microsoft.com/en-us/free/ and click on Start Free, as shown in Figure 6-1.

arted with a §2

[533. |454.

i94. [976.

Figure 6-1. Click Start Free to begin using Azure
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Once you click on Start Free, it will take you to a window where you can
sign up for a free account by filling in the details, as shown in Figure 6-2.

BT Microsoft

Signin

Email or phone

e

Get a new account

Can't access your account?

Figure 6-2. Fill in the details of your free account

Once you sign up, you can log in in to the Azure Portal to use the
services provided by Azure. Here is the Portal login link: https://portal.
azure.com/.

The Azure Portal is shown in Figure 6-3.
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Dashboard ~ + Mewdshboard 2 Edit dashboard

New

Quickstart tutorials
Dashboard

All resources X .
Windows Virtual Machines (2

Provision Wi v, 3 P oing VM
Resource groups ovigion Windows Server, SQL Server, SharePoing VMs

Services
® ar Linux Virtual Machines &2

- Provgion Ubunty, Red Hat CemOs. SUSE, CoreDs Vs
¥ Function Apps

N SOL rekelzae App Service 2

e Z Create Wee Aops wing NET. Java, Nodejs, Pyihon, PHP
A¥ Agure Cosmas DB

I i £ . p
B virtual machines Functions %
Brucess evencs with a serveress code archisecture

@ Load balancers

B storage accounts 501 Database bl
, Service Heslth Marketpl
Managed reational SO Database as a Service X e et = e
 Wirtual netwarks

Maore services

Figure 6-3. The Azure Portal

Virtual Machine Creation

This section explains how to create a virtual machine. Here are the
high-level steps to doing so:

1. After logging in to the Azure Portal, click on Virtual
Machines on left side and then choose Create
Virtual Machines on right side, as highlighted in
Figure 6-4.
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£ Virtual machines

Virty

New dadd B rsgnTeyps ZECokmes QD Refresh PG Q Bestart W 5

Dashboard :2-' Wirtusl machines and Virtual machines (classic) can row be managed together in the combined list below.

AN resources

Subseriptions: Free Trial

% Resource gro
SR P Filter by name. All rescurce groups w || Al ypes ~ | | Alllocations v | Nogou

Oiterns.

& App Senices -

HAME e STATUS BESOURCEGAL., LOCATION MASTENAS...

% Function Apps
¥ 50L databases
& Aaure Cosmes DB

B virtual machines

4 Load balancers

= storage accourts

 Wirtual networks

Figure 6-4. Create a virtual machine

2. The available operating systems are listed in

Figure 6-5.
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Linux
v CentOS or Ubuntu Linux

Red Hat Enterprise Linux
SUSE Linux Enterprise
SUSE Linux Enterprise for SAP
SQL Server Enterprise Ubuntu Linux
SQL Server Standard Ubuntu Linux
SQL Server Web Ubuntu Linux
SQL Server Enterprise Red Hat Enterprise Linux
SQL Server Standard Red Hat Enterprise Linux
SQL Server Web Red Hat Enterprise Linux
SQL Server Enterprise SUSE
SQL Server Standard SUSE
SQL Server Web SUSE

Windows
Windows OS
BizTalk Enterprise
BizTalk Standard
Oracle Java
SharePoint
SQL Server Enterprise
SQL Server Standard
SQL Server Web

Figure 6-5. The list of available operating systems is long

3. Bydefault, the section goes to Red Hat Enterprise
Linux 7.4, but you can select whichever OS you
want from the Recommended section. Look at the
legal terms once you click Create. As RHEL OS is
not covered under free trail, we selected Ubuntu for
demo purposes.

4. The basic configuration settings are shown in
Figure 6-6 and described in the following list.

174



CHAPTER6  AZURE CLOUD

5> UbuntuServer > UbuntuServer17.04 > Createvirtual machine > Basics B Search re
Create virtual machine X Basics o X

* Name

Basics )
p-virtual- i v
1 Configure basic settings I T YR T e

Dashboard

VM disk type @
§ Al resources 550

2

Resource groups ' e * User name

arure_vm_user vy

App Services
3 * Authentication

S55H public key

* Password

4o — :
* Confirm password

Subscription

Free Trial v

* Resource group

® Create new Use existing

resoufce_group

* Location
Manltor Canada East v

* Advisor

B Security Center

(D Cost Management + Billing

More services >
Figure 6-6. The basic configuration settings

¢ Name: The name of the virtual machine to
differentiate.

o VM disk type: The type of disk. You can choose
SSD or HDD. Premium (SSD) disks are backed by
solid state drives and offer consistent, low-latency
performance. They provide the best balance
between price and performance and are ideal
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for I/O-intensive applications and production
workloads. Standard (HDD) disks are backed by
magnetic drives and are better for applications
where data is accessed infrequently.

User name: The username to connect the virtual
machine.

Authentication type: This can be SSH Public Key
or Password. If SSH is chosen, you would need

to provide your machine’s SSH keys so that you
can directly connect; otherwise, if the password
is chosen, you can give a password to connect to
machine.

Subscription: You can see the Free Trail
subscription by default, if you're logged in with a
free trail account. However, to create a VM, you
need a different subscription than Free Trail.
You can log in using the following link to add a
subscription, depending on your needs.

https://account.windowsazure.com

Resource group: You can create a new one or use
an existing resource group if you have created one
already. You can create a resource by clicking on
Resource Group on left side panel.

Location: The region in which you want your
virtual machine. Available locations are shown in

Figure 6-7.
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« Compute > Red HatEnterprise Linux7.4 > Create virtual machine > Basics

Create virtual machine X Basics

Name
Australia East
Basics >

Australia Southeast
Configure basic settings st

Brazil South
Canada Central

2 Canada East

- ! Central India

Central US
East Asia

3 L t feat EastUS
EastUs 2
lapan East

4 o X Japan West

h e Korea Central

Korea South
North Central US
North Europe
South Central US
South India
Southeast Asia
UK South
UK West
West Central US
West Europe
West India
West US
WestUs 2
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}3 Search re

a X

I Canada East

Figure 6-7. Locations available for the virtual machine

5. The next step is to choose the size of the machine
that you want. Figure 6-8 shows the available sizes.
You can also click on View All, as highlighted in
Figure 6-8, to see all available sizes.
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& UbuntuServer 3 Ubunty Server 1704

Create virtual machine

cluce any applicable software costs.
zes dee deteemined by the pullish selected image based on hardware and

software requirements.

2 Size Y Supported disk type Minimuen WCPUs Minimurm memony [G8]
[ F—— Choose virtual machine size < "J P U i

App Senvices * Recommended

P # signal feat DS1v2 Standard D52 Vi Standard
1 WP 2 WPUs 2 vCPUs
S0L databases
4 3.5 c8 7 6B 14 o8
i s Server 1704 " 4 4
Azure Cosmas DB T ek - = Data dises
& 3200 Ty 6400 Sy 6400
Virtual machines Max 1075 Max 1075 Max [OPS
7G8 14 GB 8 GB
B cciso B oo BB focaisso
Load balancers
B Premiven ciskupport | M Premium disk support L Premium disk support
Storage accounts 4% Load balancing b Load balancing S Losd balancing
Virtual networks
. 442.29 6,884.59 8,999.14
Azure Active Directory INRAACHTH (ESTIMATED) INRMCATH (ESTIMATED) NR/AACNTH (ESTIMATED!

Monitor
- Advisor

@ Security Center

() Cost Management + Bling

More serc

Figure 6-8. Choose the size of the machine

6. The next step is to configure some optional features,
as shown in Figure 6-9 and described next.
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« Ubuntu Server 17.04 > Create virtual machine » Settings  BExtensions

Create virtual machine X Settings
1 Basics y High availability
Done * Availability set @
Mone
2 Size >
Choose virtual machine size Storage
Use managed disks @
3 No |SaVesss
Function Apps e Network
sQLda * Virtual network 0
4 (new) resource_group-vnet
LR o * Subnet @

Virtual machines default (10.0.0.0/8)

* Public IP address @
# Load balancers

(new) my-virtual-machine-ip

Storage accounts

* Network security group (firewall) @

Virtual networks (new) my-virtual-machine-nsg

Azure Active Directory Extensions

Monitor Extensions @
No extensions
» Advisor

Figure 6-9. Optional features for the VM

o High Availability Section

o Availability set: Provides redundancy to your
application; we recommend that you group
two or more virtual machines in an availability
set. This configuration ensures that during a
planned or unplanned maintenance event, at
least one virtual machine will be available and
meet the 99.95% Azure SLA. The availability set
of a virtual machine can't be changed after it is
created.
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Storage Section

Use managed disks: Enable this feature to have
Azure automatically manage the availability

of disks to provide data redundancy and fault
tolerance, without creating and managing
storage accounts on your own. Managed disks
may not be available in all regions.

Network Section

Virtual network: Logically isolated from

each other in Azure. You can configure the IP
address ranges, subnets, route tables, gateways,
and security settings, much like a traditional
network in your data center. Virtual machines
in the same virtual network can access each
other by default.

Subnet: A range of IP addresses in your virtual
network, which can be used to isolate virtual
machines from each other or from the Internet.

Public IP address: Use this if you want to
communicate with the virtual machine from

outside the virtual network.

Network security group(firewall): A set of
firewall rules that control traffic to and from the
virtual machine.

Extensions Section

Extensions: These add new features, like
configuration management or antivirus
protection, to your virtual machine. See
Figure 6-10.



Create virtual machine
1 Basics
Done

2 Sire
Choose virtual machine size

Figure 6-10. The Extensions section

Auto-Shutdown Section

e Enable auto-shutdown: Configures your virtual
machines to shut down daily.

« Ubuntu Server 1704 > Create virtual machine

CHAPTER6  AZURE CLOUD

Extensions @
No extensions

Auto-shutdown

Enable auto-shutdown @

Shutdown time @
7:00:00 PM
Time zone @

(UTC) Coordinated Universal Time

shutdown @

Monitoring

Boot diagnostics @

Disabled | Enabled
Guest 05 diagnostics @

Disabled | Enabled

* Diagnostics storage account @

(new) resourcegroupdiag490

¢ Shutdown time: The time when virtual

machines shut down daily.

o« Timezone: Refers to the timezone for the time

you selected.
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o Notifications before shutdown: If you
subscribe using your email ID, it sends
notification before it shuts down.

o Email: To send notifications.
e Monitoring Section

e Boot diagnostics: It captures serial console
output and screenshots of the virtual machine
running on a host to help diagnose startup

issues.

e Guest OS diagnostics: Gets metrics every
minute for your virtual machine. You can use
them to create alerts and stay informed of your
applications.

7. The last step to create the virtual machine is to
purchase it. You can look at the offers available and
per hour charges for your virtual machines based on
the size that you selected. Click on it to accept the
terms and conditions and give Microsoft permission
to contact you.

Once you click on Purchase, it will start initializing/deployment of the
virtual machine. It may take a few seconds.

You can click on Notifications to see the process of deployment of your
virtual machine, as highlighted in Figure 6-11.
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Figure 6-11. The deployment process
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Once the virtual machine is created, you can see the details by clicking

on Virtual Machines on left panel and then on the virtual machine

name on the right panel. You'll see all the details that you have chosen

while creating the virtual machine. It shows monitoring metrics as well.

Figure 6-12 is an example.
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Figure 6-12. The virtual machine’s data and metrics

Connecting to Virtual Machines

The virtual machine is created using a password, so you can directly use ssh

to log in to Linux virtual machine using the public IP. You can get the public

IP from the overview of the virtual machine, as shown in Figure 6-13.

D Cverview

H Activity log
s Access control (AM)
& Tags

K Diagnose and solve problems

SETTINGS
& Metwosking

2 D

& Connect B % Q& Bestart
Awsource group (change)
resource_group
Status
Aunning
Location
Canada East
Subscription ichange)

Free Triy
Suzseripvon 1D
S6e7b7ad-378d-4132-beb0-3cHT beeSdiZe

W Stop W Capture =D Move [ Delete () Refresh

Computer name
rry-virtual-machine

Cperating system
[T

v2 {1 vepu, 3.5 GB momony)

ublic I address
5224223189

& Cnet
Ulp-vnet/default

Configure
%

Show data for last: | Thour | Ghours [12hours| 1day | Tdays | 30deys

Figure 6-13. The public IP of the Linux virtual machine
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You can ssh from your local machine, as shown in Figure 6-14.
However, make sure that your IP is open. Take a look at Network Section in
Step 6 to open IPS to connect.

CIMQVOFZDTY3:Documents baiishaik' ssh azure_vm_user@52.242.23.189
azure_vm_user@52.242.23.189's pass d
delcome to Ubuntu 17.84 (GNU/Linux 4.1@.0-35-generic xB8o_64)

* Documentation: https://help.ubuntu.com

# Management: https://landscape.canonical.com

* Support: https://ubuntu.com/advantage

* What are your preferred Linux desktop apps? Help us set the default
desktop apps in Ubuntu 18.04 LTS:
- https://ubu.one/apps1804

Get cloud support with Ubuntu Advantage Cloud Guest:
http://www.ubuntu.com/business/services/cloud

? packages can be updated.
2 updates are security updates.

The programs included with the Ubuntu system are free software;
the exact distribution terms for each program are described in the
individual files in /usr/share/doc/x/copyright.

Ubuntu comes with ABSOLUTELY NO WARRANTY, to the extent permitted by
applicable law.

To run a command as administrator (user "root"), use "sudo <command>".
See "man sudo_root" for details.

azure_vm_user@my-virtual-machine:~$ ]

Figure 6-14. Use ssh from your local machine

Installing PostgreSQL on a Virtual Machine

One of the easiest and most reliable ways to perform a PostgreSQL
installation is through BigSQL, which is an Open Source DevOps platform
designed for PostgreSQL. BigSQL binaries are portable across any Linux
and Windows operating system. A user might want to install additional
extensions and tools to build a complete PostgreSQL server for production.
BigSQL combines a carefully selected list of extensions deployed in several
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PostgreSQL production environments after rigorous testing. It makes it
easy for users to choose the extension they want to install and then they
can use the easy command-line features to install BigSQL.

To install PostgreSQL using BigSQL, follow these steps:

1. Gotohttps://www.openscg.com/bigsql/.
2. Click on the Downloads section.

3. Click on Usage Instructions, as shown in Figure 6-15.

PostgreSQL Installers

LA
These enterprise-class 64-bit PostgreSQL binaries are always free and . Download for macOS

Open Source. They are tested to run on Centos 6+, Ubuntu 12.04+, OSX postgresghS 6.5-05b4 dmg
10.9+, Windows 7+ and Windows Server 2008+,

Featured! Command line Package Managr all versions of Postgres. <—Lead the stampede, pg10RC 1!

PostgreSQL 9.6.5 - stable 21417 PostgreSQL 9.5.9 - froven 1417
MY postgresql-9.6.5-winbd.exe 4™ postgresql-9.59-winfd.exe

‘ postgresql-9.6.5-05x64.dmg ‘ postEresql-9,5,9-05x64, dmg

‘ postgresql-9.6.5-x64.rpm ‘ postgresql-9.5.9-x64.rpm

43 postgresql-9.6.5x64.deb % postgresnl-9.5.9:x64.deb

Figure 6-15. Click on usage instructions

4. As per the usage instructions, for Linux machines,
you can simply execute the following command to
install the BigSQL package.

python -c "$(curl -fsSL https://s3.amazonaws.com/
pgcentral/install.py)"
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BigSQL uses a command-line utility called pgc (pretty good
command-line).

e To list the available PostgreSQL binaries and extensions
available for PostgreSQL, users can run the following
command.

pgc list

o Toinstall PostgreSQL 9.6, users can simply fire the
following command.

pgc install pgo6

o Toinstall an extension called pg_repack, users can run
the following command.

pgc install pg repack

Users need not worry about several dependencies—such as gcc
compiler or any other packages that need to be installed—while installing
postgres or its extensions. BigSQL takes care of all the dependencies and
makes it very easy to deal with PostgreSQL.

One of the most advanced features of BigSQL is its pgDevOps.
pgDevOps is a Ul that allows users to install and manage PostgreSQL
instances in a few clicks. Users can upgrade the PostgreSQL minor version
or install or update an extension in a few clicks. PgDevOps also helps
users analyze queries and other database metrics like Connections,
checkpointing, temp file generation, etc., through pgBadger reports on its
UI, as requested. Users can also tune their complex procedural language
using an excellent tool embedded in the UI, called plProfiler console.
Using plProfiler console, users can look at the complete call stack of a
complex PostgreSQL function and concentrate on the code that consumed
more time of execution in its entire call stack.
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Thus, BigSQL helps users install and manage PostgreSQL and its
extensions in a few clicks. BigSQL, combined with any cloud service, can
easily build a very economic PostgreSQL database on the cloud.

Dealing with Storage

Microsoft Azure provides scalable, durable cloud storage. It can be used for

backup and recovery solutions for any volume of data, whether it is big or

small. You can plan your database backups to upload to the cloud storage.

If you have virtual machines created already, you can add more storage

required by your application cost-effectively, whereas additional storage

could be unstructured text or binary data such as video, audio, and images.
There are several storage types available, such as:

e Blob storage

o File storage

o Disk storage

o Table storage
e Queue storage

However, we cover only blob storage, as it is used for streaming and
storing documents, videos, pictures, backups, and other unstructured text
or binary data.

For blob store accounts, you can the Access Tier attribute, which you
can see during account creation. Based on the access pattern, there are
two types of access tiers:

e Ahotaccess tier for the objects that you access
frequently

e A cool access tier for the objects that you do not access
frequently
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The pricing details for dedicated Blob storage accounts with hot,
cool, and archive (where available) access tiers are here: https://azure.
microsoft.com/en-us/pricing/details/storage/blobs/.

We cover more about this storage in Chapter 8, “Backups on the Cloud.”

Azure Database for PostgreSQL

After looking at the popularity of PostgreSQL in the Open Source world
and listening to what customers wanted, Microsoft Azure announced
Azure Database for PostgreSQL in May of 2017. It was the most frequently

asked for service from its customers.

Advantages of Azure Database

This section looks at the advantages/benefits of this service. Azure
Database for PostgreSQL provides a managed database service that can be
set up in minutes and used for app development and deployments. You
can scale on the fly.

With its low price (there are different pricing models), you will get
much needed features like high-availability, security, and recovery—all
built in. No need to pay extra for these features.

There is also no need to worry about database administration, as
Azure Database for PostgreSQL provides managed database service, which
means it provides automatic database patching, built-in monitoring,
automatic backups, security, high-availability, and more. You don’t need
to worry about database administration. You can only focus on your
applications, however, not on the infrastructure.

Scale without downtime. You can provision this service in minutes.
And you can scale it on the fly to improve the performance without any

downtime.
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Built-in high availability. Azure Database for PostgreSQL provides
built-in high availability and it needs no extra manual work from the user
end, such as configuration or replication. There is no additional cost.

Use your favorite languages. You don’t need to change your application
programming language. You can just use what you're currently using with
this service. It supports all the application programming languages that a
stand-alone PostgreSQL installation supports.

Pay one simple price for everything. Features like point-in-time-
recovery and high availability for Azure database for PostgreSQL come at
no extra cost. They are included in the basic pricing.

Rest assured knowing you are backed by Azure. Once you create Azure
Database for PostgreSQL, your data will be in Microsoft’s global network of
data centers, which are secure and have round-the-clock monitoring.

Azure Database for PostgreSQL Service Creation

You need to sign up to create the service. As explained in the “Virtual
Machines” section, you may create a free account from https://azure.
microsoft.com/en-us/free/.

Later you can add subscriptions that you want.

Follow these high-level steps to create an Azure Database for
PostgreSQL instance:

1. Once youlog in to the Azure Portal, click on
+ on the left panel and type Azure Database
for PostgreSQL. Click on Azure Database on
PostgreSQL, which you see from search and then
you can see a window, which shows a Create button,
as shown in Figure 6-16.

190


https://azure.microsoft.com/en-us/free/
https://azure.microsoft.com/en-us/free/

CHAPTER6  AZURE CLOUD

5 New > Marketplace > Everything > Azure Database for PostgreSQL (preview) y

ﬁ Azure Database for PostgreSQL (preview)

Microsoft

Azure Database for PostgreSQL is a PostgreSQL database service built on Microsoft's scalable doud
infrastructure for application developers. Leverage your existing open-source PostgreSQL skills and
tools and scale on-the-fiy without downtime to efficiently deliver existing and new applications with
reduced operational overhead, Built-in features maximize performandce, availability, and security.
Azure Database for PostgreSQL empowers developers to focus on application innovation instead of
database management tasks.

vl i lin v s S

PUBLISHER Microsoft

Documentation
USEFUL LINKS Landing Page
Pricing Details

Security Center

(@ Cost Management + Billing

More services >

Figure 6-16. Create an Azure Database for PostgreSQL instance

2. After clicking Create, you'll see the window shown
in Figure 6-17, where you need to fill in the details as

explained.
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Microsoft Azure Everything > Azure Database for PostgreSQL (preview)

= PostgreSQL server O X

* Server name

l my-test- postgres |

* Subscription
Free Trial v
* Resource group ©
Create new '® Use existing

resource_group bt

* Server admin login name

postgres

* Password

* Location

Canada East v
* Version

96 v
* Pricing tier

Standard, 100 Compute Units, 12...

L
&
@

Monthly cost  5031.00 INR

@ Security Center
E Pin to dashboard

m Automation options

(©) Cost Management + Billing

More services >

Figure 6-17. Fill in the details for your PostgreSQL instance
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Server name: The name of the instance. It’s like a
tag that differentiates it from other instances. You
have to use the same name while staring/stopping/

removing the instance.

Subscription: If you added a subscription other
than Free Trail, use it here.

Resource group: A collection of resources that
share the same lifecycle, permissions, and policies.
If you have already created one, use it; otherwise, it
creates one for you with the details you provide.

Server admin login name: The database user that
you use to connect.

Location: The region in which you want your
instance.

Version: The PostgreSQL version. Currently, only
9.5 and 9.6 versions are available.

Price tier: The type of instance that you want.
Two types are currently available:

e Basic: For workloads that scale with variable
IOPS.

e Standard: For workloads that require on-
demand scaling optimized for high throughput
with provisioned IOPS.

Compute Units: A measure of CPU processing
throughput that is guaranteed to be available to

a single Azure Database for PostgreSQL server.

A compute unit is a blended measure of CPU and
memory resources. In general, 50 compute units
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equate to half a core. 100 compute units equate to
one core. 2000 compute units equate to 20 cores

of guaranteed processing throughput available to
your server. The amount of memory per compute
unit is optimized for the Basic and Standard pricing
tiers. Doubling the compute units by increasing the
performance level equates to doubling the set of
resource available to that single Azure Database for
PostgreSQL.

For example, a standard 800 compute units
provides eight times more CPU throughput and
memory than a standard 100 compute units
configuration. However, while standard 100
compute units provide the same CPU throughput,
as does basic 100 compute units, the amount of
memory that is preconfigured in the Standard
pricing tier is double the amount of memory
configured for the Basic pricing tier. Therefore,
the Standard pricing tier provides better workload
performance and lower transaction latency than
does the Basic pricing tier with the same compute
units selected.

More details about compute units are found here:
https://docs.microsoft.com/en-us/azure/
postgresql/concepts-compute-unit-and-
storage.

Storage: The storage required for your database.

Once you have entered the Compute Units and
Storage, it will show the monthly cost for your
instance, as shown in Figure 6-18.
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Click on OK and then Create so that it will start

creating the instance.

3. See the Notifications tab on the right-side top to see

the deployment process. The deployment takes a

few minutes.

4. Once the instance is created, you can click on

All Resources to see the instance, as shown in

Figure 6-19.
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re Al resources

All resources

pogemail (Def

L

S5 Columns ) Refresh

Subseriptions: Free Trial

[ Fitter &y name: | | 48 resource groups v | Altypes -
Biterns
[ name THPE RESOURCE GROUP
Azure Database for PosigreSOL serv_.  resource_group
B8 my-virtual-machine Viral machine ressuree group
&8 my-virtual-machine DsDisk 1 68502c8647004474b30d375610517d5  Disk RESDURCE GROUP
B myeviruat.machine2t Network interface resource_group
B my-virual-machine-ip Pubde I7 address resource_group
I my-virtual-machine-nsg HNetwork security group ressuree group
¥ resource group-wnet Virtual network resource, group
5 resourcegroupdiagst Storage account resource_group

Figure 6-19. Click on All Resources to see the new resource

5. Now connect to the psql prompt using the cloud
shell, as shown in Figure 6-20.

,C Search resources, services and docs

- Connection security

greSQL server

Figure 6-20. Connecting to the psql prompt using the cloud shell

6. Once you click on the cloud shell, you need to
choose a Bash shell or a Power shell and then create
storage to store your files. As psql is already installed
on the cloud shell, you can do a quick psql to your
instance, as shown in Figure 6-21. You can get the
connection properties from your Connection Strings
instance, as highlighted in Figure 6-21.
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Figure 6-21. The Connection Strings instance

7. Migrating to your Azure instances is covered in
further chapters.

Summary

This chapter covered Microsoft Azure services like virtual machines,
storage, and Azure database for PostgreSQL and how can you use them
with PostgreSQL. It covered the steps needed to create and configure
avirtual machine and installing PostgreSQL on it. You got a little
introduction to storages and learned which storage types we cover in
further chapters. We also covered Azure Database for PostgreSQL service
creation/connection. In the next chapter, we cover available options for
securing data on each cloud. We also talk about the available tools and
how to use them.
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CHAPTER 7

Security on the Cloud

This chapter discusses why anyone needs security and why anyone would
want to secure their data in the current world. It also covers the security
options that each cloud vendor provides and how to achieve maximum
security using those options. There might differences in ways of securing
data for each vendor, but the ultimate goal is the same—secured data.

Security on Amazon Cloud

In previous chapters, we discussed how to create an AWS account and
create our first EC2 or RDS instance. As a database administrator, my first
priority is to ensure that my database is secure. In order to build such a
secured environment, we need to know how we can implement proper
user management and security procedures, by restricting unauthorized
access and encryption of data in motion and data at rest. AWS provides a
console that helps administrators achieve proper user management. This
is applicable to all services created on AWS.

Identity and Access Management

Identity and Access Management (IAM) provides a mechanism that allows
for user management of accounts in AWS. Users cannot use a root account
to access AWS. There needs to be privileges, roles, or groups to ensure

limited access to users. IAM allows us to create and manage user accounts
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on AWS and control the access-level privileges of an AWS account. Using
IAM, we can provide shared access with restricted permissions to an AWS,
including temporary access to a few services. IAM allows us to use SSO
(single sign-on) for an organization email account along with LinkedIn,
Facebook, and Active Directory.

It is very important to secure an AWS account through several layers
of security features. For example, using only password authentication is
not good enough. AWS provides multi-factor authentication to secure your
AWS account. You can enable password rotation policies to satisfy your
organizational compliances.

Before going through the steps to use IAM to create a user, you should
understand that there are two types of access that IAM provides:

e Programmatic access: When you select Programmatic
access when creating a user, you get an access key ID
and a secret access key. Programmatic access is needed
for a user who uses AWS CLI and API.

e AWS Management Console access: Selecting this
access when creating a user gives the user access to the
AWS Management Console. This creates a password for
every user to log in to the AWS Console.

AWS supports PCI DSS compliance. You can create a user or a group,
which is a collection of users with one set of privileges. You can create roles
and assign them to AWS resources. Policies can be created and assigned to
a user, role, or a group.

A user needs to be given a certain set of privileges using policies.

A policy is a document that defines permissions. AWS IAM enables you to
create your own policies.
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The policy document includes the following elements:
Effect: Whether the policy allows or denies access

Action: The list of actions that are allowed or denied
by the policy

Resource: The list of resources on which the actions
occur

Condition (Optional): The circumstances under
which the policy grants permission

Create a User Using AWS IAM

To create a user in IAM, click on Users on the IAM Home page. You can
also use the following link to do the same: https://console.aws.amazon.
com/iam/home#/users. Follow these steps:

1. Click on Add User, as shown in Figure 7-1.

@ @ https://console.aws.amazon.com/lam/home?#/users
a_uwis Services ¥  Resource Groups v %

—_——
Search |AM ]

Dashboard Q
Groups

User name ~ Groups
I Users

Figure 7-1. Click on Add User
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2. Type your username and select the type of access
you need. See Figure 7-2. If you want to use AWS
CLI or APIs provided by AWS, you can select
programmatic access. You can let AWS choose an
auto-generated password that forces the user to
reset it upon signing in. Click on Next to proceed to
the permissions.

Set user details

You can 1 the 1 Larn o

Usor mome®  myuser

O Add anather user

Seluct AWS access type

WS A eys and passwonds e provided in the st step, Learm mone

Aceans typs® Programmatic accems
[Erables an sccess key 1D and secret accoss key for the AWS AP, CLI, SDK, and other cevelopren! toos.
+  AWS Management Consols accoss
[Erabies & password that aliows users 1o 8:9n-in ta thi AWS Managemant Consolo.

Consolo password” @ Autcgendrated password

Custom password

Roquire password resgt  ~  Lisor must croate & new passwond at next sigrein
Usars get the MM LUiserC: policy 1o allow them 1o change thair cwn passwond

Figure 7-2. Entering the user details

3. Now you get an option to set permissions to the
user, as shown in Figure 7-3. Before proceeding
to the next step, it’s important to understand
how organizations can implement a better user
management system.

e Understand the type of users and their access
requirements. For example, DBAs, developers,
business analysts, infrastructure admins, etc.
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o Create groups with a certain set of privileges for
every type of user.

e Assign a group to a user instead of assigning

individual policies every time a user is created.

If you have not created a group yet, follow these
steps to do so. As you can see in Figure 7-3, the
IAM Console enables you to create a group.
Click on Create Group to create a group using a
set of policies.

Set permissions for myuser
A D
FX A =
Copy permissions from Altach existing policies
L RAED existing user directly

Addd user to an existing group of create a new one. Using groups is a best-practice way to manage user's permissions by job functions. Learn mere

Create group Refresh

Figure 7-3. Click on Create Group to create a group using a set of
policies

Once you clicked on Create Group, you'll see a
list of policies that clearly describes every policy,
as shown in Figure 7-4. As you can see in the
image, we selected AdministratorAccess, which
gives the superuser full access to all the services
of AWS on your AWS account.
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Create group x

Create policy Z Refresh

Fiber: Policy typs ~ | O Searc Showing 282 results
Policy nama - Type Anachments ~  Description

~» » NE AominstratorAccess Job function 0 Provides full access 1o AWS Borvicod and rscurcos.
» B ...  AWS a2 0 Proviges full accoss 1o croate/adit/dolato APIS in Amazon API Gate...
» W@ AWS 0 Provides full access 1o invoke APl in Amazcn AP Gateway.
» ¥ To... AWS 0 Allows API Gateway 1o push logs to user's account.
» B AWS @ Provides full access to Amazon via the AWS
» W aOnl... AWS o 0 Provides read anly access to Amazon AppStream via the AWS Ma...
» HN AWS 2 0 Default policy for Amazon AppSiream service role.
» uF AWS 0 Provige full accoss 1o AMazon Athana and scoped access to the d...
» WF AWS 0 Proviges full access 1o Amazon Chime Admin Conscle via the AW...

owen (TR

Figure 7-4. Select a policy type

If you need to give one of your developers
read-only access to your RDS instances,

type rds in the search box and choose
AmazonRDSReadOnlyAccess. This works the
same with EC2 and services. See Figure 7-5.

Filter: Policy type ~  Qrds Showing & results
Policy name ~ Type Attachments ~  Description
» CSD .. AWS a 0 Allow RDS to access Directory Service Managed AD on behalf of t...
. AWS 0 Provides access to Cleudwatch for RDS Enhanced Moritoring
» ¥ AmazonRDSFullAccess AWS managed 0 Provides full access to Amazon RDS via the AWS Management Co...
v o W AWS 0  Provides read only access to Amazon RDS via the AWS Managem. ..
» 0 AWSOuickSightDy S AWS 0 Allow QuickSight 1o describe the RCS resources

-

Figure 7-5. Setting up read-only access
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Now, you can click on Create Group.

4. This way, you can create multiple groups that
distinguish privileges as per your organizational
standard naming conventions. Now, you can select
the group you want to assign to the user being
created and proceed to the next step. See Figure 7-6.

Set permissions for myuser

K% Pa

Capy parrissans tram Anacr saanng Botces
o g

| R e

s rean_orty

Figure 7-6. Adding a user to a group

5. Once you have created the user, you'll see an URL
created by AWS to let your user access the console
specific to your AWS account. Using this URL, users can
log in to the console and perform activities allowed by
the group to which they are assigned. See Figure 7-7.

Add user o

Details Permissions Revew Complate
©  Success
You successfully craated the usars shown below, You can view and sscurity You can als | usars for signing in 1o the AWS.
Management Console. This is the last time these will be available to However, you ¢an create new credentials at any time.

Users with AWS Management Console 3c0esS Can sign-in at: hitpsu/ 08143331977 1.5ignin. aws. amazon. com/console

4 Download .csv
User Access key ID Secrot access key
v @ myuser AKIBJUTHAPKEMIYAWIBG == Show

Clasa

Figure 7-7. Users log in to the console with the new URL
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Restricting Access to an RDS or an EC2 Instance

We discussed how to implement a better user management policy that
helps an organization distinguish every user through the roles and
activities they are intended to perform. In an organization, we need to
implement multiple layers of security, which may not be achieved using a
proper user management policy alone.

Let’s discuss more about how we can limit host-based access to an RDS
or an EC2 instance. This way, we tell AWS to accept connections only from
certain IP addresses.

To proceed further, let us have a detailed discussion about VPC.

What Is VPC?

Amazon allows you to create your own virtual network using its Virtual
Private Cloud (VPC) . Using AWS, you can create your own VPC that is
physically within the Amazon network but logically isolated. You can
define your own IP address range, subnets, security gateways, and settings
while creating your VPC.

A subnet is a range of IP addresses within a single availability zone
or region. While creating AWS instances, we can specify the subnet in
which they are created. While creating a VPC, you must specify a range
of IP addresses that belong to this VPC by adding one or more subnets.
As availability zones are geographically isolated from each other within a
region, a subnet must be created for a single availability zone and cannot
be spanned across multiple AZs. If you launch each of your instances in
two different AZs—let’s say a master and slave in two different AZs—it is
easy to avoid failures and achieve high availability.

Once you create a VPC, you can use VPN to connect to the AWS cloud.
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Creating Subnet Groups

Use these steps to create subnet groups and a VPC.

1. Asshown in Figure 7-8, search for VPC and

click on it.

History vPC Group A2
WG
VPC
P —— Isotated Cout Resources nor Engagement
EC2 CoceStar Athera Amazon Connect
Uightsal GodeCommi EMA Simplo Emal Service
Elastic Containar Sanvice CodeBuld CloudSearth
Lambda CodeDeploy Elasticsearch Service
s CodePipstng Mnesis gf] Business Productivity
Elastic Beanstaic Cloudd Kinesis Viceo Streams Aeoca for Business
Ry CuickSight Amanon Chime
= Data Fipaling WorkDocs
(¥) Storege AWS Giue WorkMall
a3 [ Managoment Tools
€8 CloucWatch 78
Gt CloudFormation L:} Security, Identity & Ef Deskiop & App Streaming
Stirage Gatway CloudTral Compliance —

Carfyg sl AppStream 2.0

Figure 7-8. Find VPC and click on it to begin

2. Once you click on VPC, you should see a VPC
dashboard, where you can get to the VPC Wizard
and create subnets, route tables, and Internet
gateways. See Figure 7-9.
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Services - Resource Groups ~ *

| VPC Dashboard . Resources ©
Filter by VPC:
Q, Select a VPC Start VPC Wizard Launch EC2 Instances

Mote: Your Instances will launch in the US East (Ohio) region.

Virtual Private Cloud
You are using the following Amazon VPG resources in the US East (Ohio)

Your VPCs region:
Subnets 2 VPCs 1 Internet Gateway
Route Tables 0 Egress-only Internet Gateways 3 Subnets
2 Route Tables 2 Network ACLs
Internet Gateways 0 Elastic IPs 0 VPG Peering Connections
Egress Only Internet 0 Endpoints 0 Nat Gateways
Gateways 5 Security Groups 1 Running Instance
0 VPN Connections 0 Virtual Private Gateways

DHCP Qptions Seta 0 Customer Gateways

Elastic IPs

Endpoints VPN Connections

Endpoint Services . o
Amazon VPC enables you to use your own isolated resources within the

NAT Gateways AWS cloud, and then connect those resources directly to your own

Peering Connections datacenter using industry-standard encrypted IPsec VPN connections.

Security Create VPN Connection

Figure 7-9. The VPC dashboard

3. Click on your VPCs to create your VPC and then
click on Create VPC.

Now you can choose a name tag to better identify this
VPC. Select the IPv4 CIDR Block and click on Create VPC,
as shown in Figure 7-10.
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Create VPC ®

A VPC is an isolated portion of the AWS cloud populated by AWS objects, such as Amazon EC2
instances. You must specify an |Pv4 address range for your VPC. Specify the IPv4 address range as a
Classless Inter-Domain Routing (CIDR) block; for example, 10.0.0.0/16. You cannot specify an IPv4
CIDR block larger than /16. You can optionally associate an Amazon-provided IPv6 CIDR block with the
VPC.

Name tag  pgreporting [i]
IPv4 CIDR block*  10.0.0.0/16 (i ]

IPv6 CIDR block* © No IPv6 CIDR Block (1]
Amazon provided IPv6 CIDR block

Tenancy | Default | -] @

Cancel Yes, Create

Figure 7-10. Add a name tag to better identify the VPC

4. You can now click on Subnets and then choose
Create Subnet in an availability zone.

Click on Subnets to proceed. See Figure 7-11.

Rescource Groups -~ T
VPC Dashboard Subnet Actions
“
Filter by VPG:
Q. >
Q
Nameo - SubnetiD -  State -  wPC
Virtual Private Clou
Virtua w Cloud subnet-07139f4a avallablo vpc-fdoddcSd
Your VPCs subnot-Band4490 availablo vpe-fdeddcia
I
| Subnets subnet-57cbeB2c available vpc-fdeddcdd

Route Tables

Figure 7-11. Click on Subnets to reach this window

5. To create a subnet in an availability zone of a
different region, you can change the region, as
shown in Figure 7-12. In the top-right corner, click
on the dropdown to modify the region in which you
need to create your subnet.
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‘_\_ avinashvallarapu ~

s, Y i - -
4

US East (Ohio)
Q X US West (N. California) gbnets
Name ~  SubnetID - State - IPv4 CIDR
subnet-819d3cde available Canade Central 172.31.80
subnet-9c533ed7 avalable EU (ireland) 172.31.16

Figure 7-12. Find the proper region for the new subnet

6. Once you click on Create Subnet, select the name
tag that identifies the subnet being created. Choose
the VPC in which you want to create this subnet.
Choose the availability zone and the IPV4 CIDR
Block for this subnet as well. Once you're done, click
on Yes, Create, as shown in Figure 7-13.

Create Subnet x

Use the CIDR format to specify your subnet's IP address block (e.g., 10.0.0.0/24). Note that block sizes must be between a /16
netmask and /2B netmask. Also, note that a subnet can be the same size as your VPC. An IPvE CIDR block must be a /84 CIDR block.

Name tag  pgsubnetZa (i}
VPC | vpc-bES0aSde | VPG-Fostgres ~| €
VPGCIDRs  c1or Status Status Reason
10.0.0.0M16 associated

Availabllity Zone = us-east-2a i
IPv4 GIDR block | 10.0.0.0/16 Li]

Cancel
Figure 7-13. Add the details about the subnet

7. Once your VPC has been created, you can now
create your EC2 instance using this VPC. This allows
you to restrict access to your EC2 instances.
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While creating an RDS instance, as you learned in
previous chapters, you can choose the VPC of your

region. Your instance will then be created there. See
Figure 7-14.

Rosource Groups - £L evineshvollorspu - M. Visginla - Support -
= ROS INStances Launch DB instance

PP Configure advanced settings

Choose use case Network & Security rafrash |

= Virtual Private Cloud (VPC) Info
Specify DD detalls VPC defines the virtual networking smaonement
Default VPC (vpe-caustibe) -

Siwpa
Configure advanced Default VPC (vpe-caustibe)
eottings pgreporting (vpc-2c87id5a)

Create new VPC
TEFIE

Public sccassibility infe

08 Imtanee will rat hue a public 19 st sssigned. No BE2 irtancs or devioes outskde of the VIC wil be alsbe 1 eonet.

Figure 7-14. Choose the VPC where you want to create the instance

Likewise, you can choose a VPC while creating your
EC2 instance, as shown in Figure 7-15.

EEE_S Services ~  Resource Groups ~ 3 0 avnashvaliaraps ~  N.Virginla *+ Support

1.Crocse AMl 2.0 Twe 3 Config 4. AddStorsge 5. Adc Tega 6. Conligure Security Group 7. Amview

Step 3: Configure Instance Details
‘Configure the instance to suit your requirements. You can launch multiple instances from the same AMI, request Spot instances to take advantage of the lower pricing, assign an
C00SE Management rok 1o the instance, and mare.

Number of instances (| 1 Launch into Aute Scaling Group (j
Purchasing option (| Request Spot ingtances
Netwerk (] vpc-2ca7Hi54 | pgreporting B C create newvrc
Subnet (| I bretia 12 B Create rew subnet
65531 IP Addressos available
Auta-assign Public IP (| Use subnet setting (Disable) B
IAMrole (i Nong B C create new 1AM role
Shutdown behavier (| Step B

Cancel  Previous EEERERFTEIFTULN  Next: Add Storage

Figure 7-15. Configuring the instance details
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Rackspace Cloud Security

In Chapter 4, we talked about how to create a Rackspace account to
manage the Rackspace solutions. In this chapter, we talk about the

security that Rackspace provides to its VMs, dedicated servers, and storage
components. Apart from these, Rackspace has managed security that helps
you build security policies according to your organization’s needs.

For more information about Rackspace managed security, visit
https://www.rackspace.com/security.

Securing the Rackspace Account

Let’s start by securing your Rackspace account.

1. Login toyour Rackspace portal here:
https://login.rackspace.com.

2. Click on My profile & Settings in the top-right
corner, as shown in Figure 7-16.
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© Support v shaikbaji v

Account #

My Profile & Settings

RACKSPACE

3 Account Settings page.

Figure 7-16. Click on My Profile & Settings

3. You'll then see the security settings, as shown in
Figure 7-17.

Security Settings

DaSS\‘:’Ord sassERERERE. ,‘
Multi-Factor Authentication Disabled + Enable...

Secret Question  Not Configured + Configure...

Rackspace APl K&y  ceiseeesssssccccsancens - Show - Reset

Figure 7-17. The security settings
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Password: You should have strong password that
meets the requirements of your security policies.

Multi-Factor Authentication: Enable multifactor
authentication by clicking on Enable.

Security Question: Configure a good security
question.

Rackspace API Key: Reset this periodically for
security purposes.

4. Follow these sub-steps to configure multi-factor
authentication.

a. Click on the Enable option. The window shown
in Figure 7-18 will pop up.

Setup Multi-Factor Authentication

Use a Mobile App
Users with Smartphones (Recommended)

Use SMS
Users without Smartphones {_5)

m Cancel

Figure 7-18. Choose the recommended option of mobile app here
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Click on Using a Mobile App, as it is
recommended and then Next. You will have
to enter your device name (see Figure 7-19).
Currently supported applications for multi-
factor authentication are Authy, Duo, and
Google Authenticator.

Name Your Device

Name [my_iPhone ]

Currently supported applications: Authy, Duo, Google Authenticator

Cancel

Figure 7-19. Name your device

C.

Install the security app on your phone

(for example, install DUO app) and scan the
barcode, which appears in the window in your
phone app. See Figure 7-20.
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Verify your Device

Open your mobile passcode application and scan the following
barcode using your phone's camera. Below the barcode is the
secret key which may also be used in your passcode application.

KU2ZUC3KFJC4TT6ALZYDOTYYIVAWECQT

Once you have scanned the barcode or copied over the secret key,
enter the verification code generated by the app.

Verification Code | 208583

4\ Enabling multi-factor authentication will log you out and require
you to reauthenticate using your device.

0" Cancel

Figure 7-20. This barcode appears in the window in your app

d. Click on Verify. You will then be prompted to
log in to your account again. Now, your account
is configured for multi-factor authentication.
Whenever you need to log in, you have to enter
the code that is generated from your DUO app.

5. Ifyou click on User Management shown on the left
corner of the same page, you can see users related to
your account. See Figure 7-21.

216



CHAPTER 7  SECURITY ON THE CLOUD

User Management

Users  Identity Federation

Users
Username Name Contact Type
shaikbap Bap Shak Primary

Figure 7-21. Other users related to your account

6. You can create users and provide only required
privileges, as shown in Figure 7-22.

Rackspace Account Permissions

Account Administrator ©*

Area Permissions
Billing and Payments | Mone 4
Support Tickets. | Admin :

Product Permissions

Fanatical Support for AWS  Rackspace Cloud

This user can add AWS Accounts

AWS Account Fanatical Support for AWS AWS Console and APls

Figure 7-22. Setting up user permissions

7. You can also add an identity provider using the Add
identity Provider button from the Identity Provider
tab, as shown in Figure 7-23.
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User Management
G | sty Fertin ® |
Federation

Add Identity Provider

Identity Provider Description Login Domain

No Identity Providers have been added.
Add a provider to integrate with Rackspace.

Add Identity Provider
Figure 7-23. Adding an identity provider

For more information on identity providers, the user guide is found at
https://developer.rackspace.com/docs/rackspace-federation/.

Securing the Dedicated Cloud Server of
Rackspace

If you click on the VM that was created, you'll see the Networks section, as
shown in Figure 7-24.

Networks A

Add Network | 2

Name Pvd IPvE
ublicNet (Internat) . , . : 4 . : = 5 :8oal
PublicNet ( ) 104.239.142.160 2001:4800:7818:104:be76:4eff:fe04:85a0
envice (Rackspace UFW) . b, one
ServiceNet (Rack OFW) 10.209.33.211 N

Figure 7-24. Current networks on the VM
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Adding a network that allows only specific IP ranges will secure your

VM because users will be prohibited from logging in from other hosts.

See Figure 7-25.

| Add Network | @

'n Select a network in Dallas (DFW) to connect to:

[ Create Network ‘
Network Name: [
Im Network Region: Dallas (DFW)
IP Address Range: ? 192.168.3.0/24

Create Network eIz

04:t

M I} Brief interruptions in network connectivity may occur while the
networking stack is being reset.

IH Add Network [eETe=!

rmati

Figure 7-25. Adding a network

Security for the Google Cloud

Chapter 5 talked about creating an account to sign in to the GCP (Google

Cloud Platform) console. Your user login will be the administrator of your

console and can access any service. So it has no limitations.
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Say there are multiple users who need read-only access to the
instances of the Compute Engine or SQL databases or storage. Each user
has his/her own login ID. In this case, you have to manage all the users
and their respective privileges. Google Cloud has a Cloud IAM feature
that enables you to control access to each user on any project in order to
manage cloud resources.

To explain it with an example, say we have a GCP project with a VM
instance (under Compute Engine), a storage bucket (under Storage), and a
PostgreSQL instance (under SQL). You can log in to the GCP console using
https://console.cloud.google.com/.

Check under Compute Engine, Storage, or SQL within your project.
Because the login user is an admin, you can see the stop/reset/delete of
the VM instance options are enabled. See Figure 7-26.

Google Cloud Flatform &= Myproject-forbock-hay - Q

{iﬁ Compute Engine VM instances B CREATE INSTANCE & IMPORT Vid 3 REFRESH - | IR | SHOW INFO
S —
B  vMinstances
i Inetance groupe L PN VM e Columns =
B  instance templates
' Name ~ Zow Recommendation Innereal P Extemal IP Ceanset

Dish:
B Dok & & mytsstposigres  us-centrailc 1012802 36193702 BB -
B snapshots
H  images
B Comminied use discounls

Figure 7-26. All options are enabled due to the account settings

Control Access to the Compute Engine

1. Login to IAM console using the admin user and
this link:

https://console.cloud.google.com/iam-admin/
iam/project

You'll see the window in Figure 7-27 after you log in.
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Google Cloud Platform & My-project-for-book-baji ~

O AM&admin 1AM D -ane
=M Permissions for project "My-project-for-book-baji*
2] Identity These permissions affect the entire My-project-for-book-baji™ project and all of

its resources. To grant permissions, add a member and then select a rale for
& Quotas them. Members can be people, domains, groups, of service accounts,
m

Some roles are in beta development and might be changed or deprecated in the
1  Service accounts future. Leam mare [
@ Labels F Filter by name of role View by: Members -
@  GCP Privacy & Security

Type Members Rolels)

& Settings °8 183969887 p com  Editor v &
@  Encryption keys «a 183969867 ices.g com Editor ~ @
B Identity-Aware Proxy 2 baji. dba@gmail com Owner = B

&  Roles

Figure 7-27. The IAM console as viewed from the admin account

2. Youneed to add a member to grant permission on
your compute resources. Click on Add, as shown in
Figure 7-28.

Google Cloud Platform My-project-for-book-baji ~ Q
O 1AM &admin 1AM @ -2 REMOVE
2 1AM Permissions for project "My-project-for-book-baji"
o Identity These permissions affect the entire "My-project-for-book-baji” project and all of
its resources. To grant permissions, add a member and then select a role for
|.;.| Quotas them. Members can be people, domains, groups, or service accounts,
Some roles are in beta development and might be changed or deprecated in the
e Service accounts future. Leam more 2
@  Labels = Filter by name or role View by: Members ~
@  GCP Privacy & Security
Type Members ~ Role(s)
% Settings ©3 183969887396 ; i com  Editor ~ &
®  Encryption keys o3 183969887396 @cloudservices.gse com Editer + @
W Identity-Aware Proxy - baji.dba@gmail.com Owner ~ ]

Roles

Figure 7-28. Adding a member

221



CHAPTER 7 SECURITY ON THE CLOUD

3. Once you clicked on Add, you'll can see the window
shown in Figure 7-29.

Add members

Enter one or more members below. Then select a role for these members to
grant them access to your resources. Multiple roles allowed. Learn more

Members Roles

postgresql.cloud.book@gmail.com £ Select a role -

CANCEL ADD

Figure 7-29. Adding a member

To add the member, you can add any of these:
Google account email such as user@gmail.com
Google groups such as admins@googlegroups.com

Service account such as server@example.
gserviceaccount.com

Google Apps domain such as example.com
Anybody: Enter allUsers to grant access to all users

All Google accounts: Enter al1AuthenticatedUsers
to grant access to any user signed in to a Google
account

There are lot of roles that you can grant to your
member. Figure 7-30 shows you the available roles
for the Compute Engine service.
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Add members

Enter one or more members below. Then select a role for these members to
grant them access to your resources. Multiple roles allowed. Learn more

Members Roles

postgresql.cloud. com £

Compute Admin
Compute Image User

Select a role

Selected

Billing

Cloud Debugger

Cloud 1AP

Cloud SQL

Cloud Scheduler

Cloud Security Scanner
Cloud Tasks

Cloud Trace

Cempute Instance Admin (beta)
Compute Instance Admin (v1)
Compute Load Balancer Admin
Compute Netwerk Admin
Compute Network User
Compute Network Viewer
Compute 0S Admin Login (beta)
Compute 0S Login (beta)
Compute Security Admin
Compute Storage Admin

Compute Engine Compute V

Datastore
Error Reporting

Figure 7-30. Available roles for the Compute Engine service

Let’s look at the roles available for Compute Engine:

Compute Admin: Full control of all Compute
Engine resources

Compute Image User: Read and use image
resources

Compute Instance Admin (beta): Full control of
Compute Engine instance resources

Compute Instance Admin (v1): Full control of
Compute Engine instances, instance groups, disks,
snapshots, and images. Read access to all Compute
Engine networking resources

Compute Load Balancer Admin: Full control of
Compute Engine resources related to the load
balancer
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e Compute Network Admin: Full control of
Compute Engine networking resources

e Compute Network User: Access to use Compute
Engine networking resources

e Compute Network Viewer: Read-only access to
Compute Engine networking resources

e Compute OS Admin Login: Access to login to a
Compute Engine instance as an administrator user

o Compute OS Login (beta): Access to log in to
a Compute Engine instance as a standard
(non-administrator) user

o Compute Security Admin: Full control of
Compute Engine security resources

o Compute Storage Admin: Full control of
Compute Engine storage resources

e Compute Viewer: Read-only access to get and
list information about all Compute Engine
resources including instances, disks, and
firewalls. Allows getting and listing information
about disk, images, and snapshots, but does not
allow reading the data stored on them

For this demo, we are selecting the Compute

Viewer role.
Click on Add after selecting the required role.

4. Once you have added the role, you can see the

member, as shown in Figure 7-31.
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Google Cloud Platform s My-project-for-book-beji ~

O 1AM admin 1AM RADD -2 REMOV
e Permissions for project *My-project-for-book-baji*
O  Identity These permissions affect the entire “My-project-for-bock-beji” project and all of

its resources. To grant permissions, add a member and then select a role for
& Quotas them, Members can be people, domains, groups, or service accounts,

Some roles are in beta development and might be changed or deprecated in the
o3 Service accounts future. Learn more (2.
> Labels F Fihter by name or role View by: Members ~
@  GCP Privacy & Security

Type Membaers Rolels)
% Settings | 183969887396 loper.g com Editor ~ i‘
@  Encryption keys =] 183969887 306@cloud services. gserviceaccount com Editer + W
& Identity-Aware Proxy - baji.dba@gmail.com Owner ~ ¥
Roles - postgresgl.cloud book@gmail.com Compute Viewer = &

Figure 7-31. Adding therole

5. As Compute Viewer is selected, this user can only
see VM instances. He can’t control instances. If
you click on the VM instance, all the features for
Reset/Clone/Stop/Delete are disabled, as shown in
Figure 7-32.

Google Cloud Platform 3= Myproject-forbook-baji ~

{8k Compute Engine & VMinstance details
B  VvMinstances @ my-test-posigres
& Instance groups Remots sccess
S5H | = e -
[E  instance templates "
B Disks Logs
Stackdriver Logging
@ Snmpsholn Serinl port 1 {consale)
B oreoee ¥ More
Machine 1ype
B [ Commitad use discounts ni-standard-1 (1 ¥CPU. 3.75 GB memory)
8 Metadata CPU platform
Intel Haswell
By Health checks
Zone
B Zones ug-centrall-¢

Figure 7-32. The features for Reset/Clone/Stop/Delete are disabled
because of the user’s permissions settings
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In this way, you can control access to the data and services. We showed
Compute Engine as an example, but you will see more or less same kind of
privileges for Cloud SQL and storage services as well.

Restricting Compute Engine VM Instances

To restrict the Compute Engine VM instances, you can edit the VM
instance properties as shown in Figure 7-33.

= Google Cloud Platform & My-projectfor-book-bajl ~

{é} Compute Engine & VMinstance details Uy RESET B CLONE W STOP W DELETE

MNotwork tags

VM instances
a Hone

#h  Instance groups Boot disk and local disks

Hame: Size (GB) Type Mode
B  Instance templates
my-lest-posigres 10 Standard peristent digk Beot, read,write

B Disks

Figure 7-33. Edit the VM properties

Managing SSH Keys

You connect to a VM instance using an SSH key. Compute Engine manages
your SSH keys for you whenever you connect to an instance from the
browser or connect to an instance with the gcloud command-line tool,
creating and applying public SSH keys when necessary.

However, sometimes you'll need to manage your SSH keys. Once your
instance is created, you can add the SSH keys of the machines that you
want to connect to the VM instance. See Figure 7-34.
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= Google Cloud Platform & My-project-for-book-baji ~ Q

{é} Compute Engine & VM instance details

Migrate VM instance (recommended) -

B VMinstances
Custom metadata

I J .
#h  Instance groups Key Value v
[E  Instance templates =+ Add item
B  Disks S5H Keys
Block project-wide SSH keys
B  snapshots When checked, project-wide SSH keys cannot access this instance Learn more
[_1 Images ¥ou have 0 55H keys

Enter entire key data
B8 Committed use discounts

S Metadata ¥

B  Health checks

B Zones
=+ Add item
(O  Operations
% Hide
=] Quotas
Service account
* Settings You must stop the VM instance to edit its service account
183969887396 devel i com

Figure 7-34. Adding SSH keys

Microsoft Azure Security

Chapter 6 talked about the services that Microsoft Azure provides for use
with PostgreSQL. This section discusses the security that Microsoft Azure
provides to their apps.

As with the other cloud venders, Microsoft Azure provides IAM with
single sign-on as Microsoft Azure Active Directory Premium.

In the arms race between cyber criminals and IT security, the side with
the most advanced tools wins. That means that it is not enough to rely on
tools that monitor or log your systems or tools built around static policies
and lists. To stay one step ahead of the other side, you need a tool that can
do more.
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You can sign up for Azure Active Directory Premium. The detailed
steps are found at https://docs.microsoft.com/en-us/azure/
active-directory/active-directory-get-started-premium.

Security for VM Machines

This section discusses a few ways to secure your VM created on an Azure
cloud.

1. While creating the VM, you can choose the
authentication type, as shown in Figure 7-35. If you
choose SSH Public Key and provide your key, only
your machine can log in to the VM.

Create virtual machine X  Basics o X
* Name
Basi
c e - 5 ) | postgresql-book-demo-vm JI
onfigure basic settings
VM disk type @

2 _ SSD v

* User name

| postgres L

bipe

Figure 7-35. Choose SSH Public Key to limit access
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2. While creating the VM, you can also configure IP

address ranges, subnets, route tables, gateways, and
security settings, much like a traditional network in
your data center. See Figure 7-36.

Create virtual machine X Settings ¥ Choose virtual networik Create virtual network
s High availability e
13 v P (| =
© AmlibEty mtd » A 48 TUIZr pica 36 ocation
None Tan s, * Address space
2 - 10000724
- v TOREE T
Do Storage | crease new 0000 - 1000255 (256 addresses)
Use maraged daks @ 1 * Subnet nama
we | ves . eefaut
3 Setmiegt 5 - Mo ety
Canigure covonsl feateres Network * Subret addnens range ©
100862
Vs 3 10500 - 1000255 (256 acdresses)
4 5 ) P reSouReE-w-uret

* Rbot®
dedauis {10.0.0.0/24)

* Pubiic IP acdress O
irew) postgresql-book-demow.

* Numwerk seeusy geoup (Seewall) O
{rew) pastgresql-boak-cemony.

Figure 7-36. Configuring security settings for the VM

3. You can turn on Data Collection to receive security
alerts and recommendations about system updates,
OS vulnerabilities, and end point protection. To turn
it on, choose Security Center from the left panel of
the Azure Portal, and then click on Security Policy.
Choose Subscription. See Figure 7-37.
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o Security Center - Security policy £ Sasrch resc

Security Center - Security policy

NAME INHERITANCE AUTOMATIC PROVISIO...

== Io - 0 =
0 I & II

¥ Function Apps
o Onbaarding 1o sdvanced security
B S0l databases
D search
i Azure Cosmes DB
PREVENTION
8 Virtual machines
Recommencations

Bl Security solusions
% Compute

1 Netwerkng

B Storage & data
s Applications

5 dentity & Ascess

@ Sacurity Conter GETECTION

U Security dlens
(D Cost Management + Billing e

M Custom sler rules (Preview)

More services >

Figure 7-37. Find your subscription settings

Once you click on the subscription, you will see the Data Collection
option on the left side panel, as shown in Figure 7-38.
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Security policy - Data Collection

Free Trial

[ A Search (Ctrl+/) | Hs
POLICY COMPONENTS Data Collection
A ic provisioning of ing agent O
ta Collecti
£} Data Collection on [II
Security policy

¥ Email netifications .
Default workspace configuration
' Pricing tier Data collected by Security Center is stored in Log Analytics workspace(s). You can elect to have data
collected from Azure VMs stored in workspace(s) created by Security Center or in an existing
workspace you created. Learn more >

* Use workspace(s) created by Security Center {default)
Connect Azure VMs to report to workspaces created by Security Center

Use ancther workspace
Connect Azure VMs to report to selected user workspace

| Choose a workspace b

Any other solutions enabled on the selected workspace will be applied to Azure VMs
that are connected to it For paid solutions, this could result in additional charges.

Figure 7-38. Turn on Data Collection to receive security alerts

Ifyou turn it on, data collection agents will be installed on all the
VMs in the subscription. If you click on Security Policy, you will see
recommendations for what policies you want, as shown in Figure 7-39.
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Security policy - Security policy

Free Trial

2 Sparch (Ctrie/) F] Sav
POLICY COMPONENTS Show recommendations for
System updates &

£} Data Collection

“  Security policy 05 vulnerabilities @

@ Email notifications

Endpoint protection @ off
7" Pricing tier - .

Disk encryption

Network security groups n off

Web application firewall
Next generation firewall
Vulnerability Assessment

Storage Encryption Off

JIT Network Access On | Off _

SQL auditing & Threat detection On off

$QL Encryption lII Off

B e e

Figure 7-39. Choosing Security Policy shows the recommendations

You can also set email notifications so you are contacted in case the
Azure security team finds that your resources have been compromised.

Security for SQL Database

This section covers the process of securing PostgreSQL databases on
Azure.
There are two ways to do so:

o Create and manage firewall rules

e Configure SSL
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To configure an SSL, you need a Azure Database for PostgreSQL
instance. Once the instance has been created, follow these steps:

1. Click on the instance that you created.

2. On the left panel, you'll see Connection Security.

Click on it to see the window shown in Figure 7-40.

@ Ownien 5L sestings
[ = QEESEa
wémcing 45 conmextiom o wqpboe sz zans ik here £ e e
0 [y r » &
# T
i inforce 558 comnerton [nasies] osasnen
semi

Firewall rules

Figure 7-40. Connection security window

3. Fill the details under the Firewall Rules section, as
shown in Figure 7-41.

Firewall ru'es

0 Connections from the IPs spocified below provides access to all tha databases in postgresgl-book-demo-nstance.

RULE NAME START IP END 1P

Dev_rule 1013100 10.131.255255

Figure 7-41. Fillin the Firewall Rules section

For this demo, we added a rule named Dev_rule
with IP starting and ending ranges so that only
requests from these IPs can be served.
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4. On the same page, you can enable SSL under the
SSL Settings area, as shown in Figure 7-42.

SSL settings.
0 Enorcng SSL (Onnect on o your server My 78e 830 DONE COfgUrat0n 10 pOur SPPHLATONS (ORAKTING 10 the Lerver Cich here 10 kearn more

Ertorce $5L cormecton »Mli JEARLD

Figure 7-42. Enable SSL from here

5. Click on Save once you are done with the changes.

Summary

This chapter covered why there is a need for security. You went through
the steps-by-step procedures to achieve security on each cloud vendor for
cloud servers/virtual machines and PostgreSQL instances. We hope this
chapter helps you better understand security and see how to implement

in for your servers/database. In the next chapter, we talk about the need to
back up your virtual machines and PostgreSQL instances, including how to
schedule machine backups using each vendor in detail.
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Backups on the Cloud

This chapter covers why we need backups for our machines and databases.
The chapter talks about the backup options available with each cloud
vendor and how to deal with them. Every cloud vendor is not the same
when it comes to backup schedules and cost. We cover all the backup
solutions available with each vendor.

Backups on the AWS Cloud

Amazon allows users to manage backups of RDS instances through a
user-friendly console. These backups can also be encrypted and are easily
recoverable. The AWS Console allows users to perform point in time
recovery of their RDS instances with a few clicks. This makes it one of the
easiest backup tools available on the cloud for users.

While creating an RDS instance, you can choose your backup policy.
If you already have an RDS instance, you can easily modify and choose a
backup strategy using the options covered here.
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Backing Up an RDS Instance

Let’s look at backing up an RDS instance:

1. Login tothe Amazon AWS Console and search for
RDS. Click on it.

2. Click on Instances to view a list of Instances created
using the account.

3. Choose the instance for which you want to modify
the backup policy and click on Instance Actions, as

shown in Figure 8-1. Click on Modify to proceed.

Amazon RD5 X RDS Instances
Dashboard Instances (1) Instance actions ¥ | .F. -.1- |-. " Cl m
Instances ~ See details
4, Fiiter instances
Clusters Create read replica
Performance Insights [ L @ C
Snapshots Take snapshot
i DB instance Engine Status
Reserved instances Restore to point in time
Extemal licenses (-] pgmaster Migrate latest snapshot PostgreSQL © available
Modify

Subnet groups Hy
Parameter groups

. Reboot
Option groups

Delete

Figure 8-1. Accessing the instance actions

4. You can modify the backup retention period and the
backup window, as shown in Figure 8-2.
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Amazon RDS

Backup
Dashboard
Backup retention period
nstances '
Clusters
30 days L
Performance insights (2
Snapthots Backup window
Reserved instances
Start Time Ouration
External licenses
05 vy B *  uTC cs ¥  hours

Figure 8-2. Modifying the backup options

5. Click on Continue and Modify DB Instance to make
the changes, as shown in Figure 8-3.

Modifications will not be applied immediately
Madifications will be applied during the next scheduled maintenance window (mon:10:15-mon:10:45). To apply
these modifications immediately, choose "Apply immediately” above.

Figure 8-3. Click on Modify DB Instance

Restore an AWS RDS Instance from Backup

Using the AWS Console, users can easily restore a backup without needing
to understand how PostgreSQL backup works in real time. The following
steps perform a recovery using an existing backup of an RDS instance.
You cannot restore a backup of an RDS instance to an EC2 instance or vice
versa.

1. Choose the instance for recovery. Click on Instance
Actions and choose Restore to Point in Time, as
shown in Figure 8-4.
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RD5S > Instances

Instances (1) Instance actions ¥ Launch DB Instance Restore from 53
O, Filter instances =0E datalts . | @& C
Create read replica
DB Instance Promote read replica Status CPU Current acth
Take
o pomaster © available C279% 110Ca

Restore to point in time

Migrate latest snapshot
Madify

top
Reboot

Delete

Figure 8-4. Restoring an instance to a point in time

2. You can either click on Latest Restorable Time

or Custom to choose a custom restore time. See

Figure 8-5.

RDS » Instances > Restore to pointin time

Launch DB Instance

You are creating a new DB instance from a source DB instance at a specified time. This new DB instance will have the default

DB security group and DB parameter groups.

Restore time

Point in time to restore from

O Latest restorable time
December 3, 2017 at 11:09:48 PM UTC-4

Custom
Specify a custom date and time to restore from

Figure 8-5. Choose the restore options

3. Now you can choose the DB Instance Identifier and

click on Launch DB Instance to perform recovery of

the database you selected. See Figure 8-6.
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(@ Note that restore to point in time operation can take several hours to complete depending on the volume of
transaction logs to be applied on a given database backup.

Cancel Launch DB Instance

Figure 8-6. The restore operation can take several hours

Backup of an EC2 Instance

The AWS Console does not give you an option to manage backup and
recovery of a PostgreSQL database on an EC2 instance. You can use
backup options such as pg_basebackup and pgbackrest or pgbarman to
manage backups on an EC2 instance. However, these backups need not be
stored locally.

Amazon allows you to create storage services on the cloud such as the
following:

e S3(Simple Storage Service). Object based storage.

e GLACIER. Used to archive S3 backups as it is very low
cost. Takes more time to restore.

o EFS. Elastic File Service is block-based storage. This
type of storage is good for DBs and apps.

o EBS. Elastic Block Store for EC2 instances.
Here are the steps involved in creating storage to store the DB backups.

1. Onthe AWS Cloud Console, search for S3 Service
and click on it.

2. Click on Create Bucket, as shown in Figure 8-7.
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EIES‘ Services v  Resource Groups ~ *

Amazon Glacier now offers expedited retrievals, typically in 1-5 minutes. Learn More »

* Amazon S3

Q, Search for buckets

+ Create bucket

Figure 8-7. Click on Create Bucket

3. Choose a bucket name that can be uniquely
identified for its purpose. Select the region where
you want to create this bucket (see Figure 8-8).
Click Next to continue. If you already have a bucket,
you can copy the settings from that and skip the
following steps.
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Create bucket D&

(1) Nemeandregion  (2) Set properties (3) setpormissions  (4) Review

mypgbucket]

Region

Copy settings from an existing bucket

You have no buckets0 Buckets

=3 -

Figure 8-8. Enter the bucket’s settings

4. You can now choose an encryption option. Choose
the KMS key you want to use to encrypt the data in
the S3 bucket, if needed. See Figure 8-9.

Click Next to proceed.

241



CHAPTER 8  BACKUPS ON THE CLOUD

Default encryption

This property does not affect existing objects in your bucket.

'O None

C) AES-256
Use Server-Side Encrygction with Amazon S3-Managed Keys (SSE-83)

@ AWS-KMS
Use Server-Side Encrygtion with AWS KMS-Managed Keys (SSE-KMS)

’ mycgmaster<ey v I

Cancel m

Figure 8-9. Pick an encryption option

5. Nowyou can choose all the accounts that can have
read or read/write access to this S3 bucket. See
Figure 8-10.

Manage users

User ID Object permissions

avallarapu(Owner) Read [ Write

Access for other AWS account

Account

Figure 8-10. Choose the accounts
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6. Click on Create Bucket. Now, the S3 Bucket you

created should appear, as shown in Figure 8-11.

+ Create buckst : : 18uckets (/] Public 1Fbegions <

Bucket name = Access @ 1= Region 1= Date created |-
. US East (N. Dec 3, 2017

© mypgbucket Not public Virginia) 11:44:35 PM

Figure 8-11. The new bucket is shown here

Performing Backups on an EC2 Instance

As discussed earlier, you can connect to your EC2 instance and install the

AWS cli using the following steps.

1.

If you do not have pip already installed on your OS,
install it (see the commented section at the start of
the following listing). Once you're done, you can
proceed to install AWS cli using pip.

# yum install python-setuptools -y
# sudo easy install pip
# pip install --upgrade pip

# Install awscli using pip and set PATH

su - postgres

pip install --upgrade --user awscli
export PATH="/.local/bin:$PATH

aws --version

Now configure AWS using the following command.
You need to know your AWS access key ID and AWS
secret ID, which are generated while creating the
user account set as the owner of the S3 bucket you
need to access.
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$ aws configure

AWS Access Key ID [None]: (Access Key)

AWS Secret Access Key [None]: (Secret Key)
Default region name [None]:

Default output format [None]:

See if you are able to list the S3 buckets created or
accessible to your account.

$ aws s3 1s
Back up the PostgreSQL instance using pg_basebackup.

$ pg_basebackup -h localhost -p 5432 -D /tmp/
backup -x -Ft -z -P

Now, push the backup to S3 using the following
command.

$ aws s3 cp /tmp/backup s3://yourbucketname/
dbbackups

Restore Your Backup to an EC2 Instance

This section covers the process of restoring the backups:
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1.

You need to use the same cp command to copy the
backup pushed to S3.

$ aws s3 cp s3://yourbucketname/dbbackups/* /tmp/
backup/*

Once it’s copied, you can use tar to extract the
backup and restore it to start PostgreSQL using the
backup.
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Backups on Rackspace Cloud

In Chapter 4, we talked about the solutions that Rackspace provides—
Managed Hosting, Managed Cloud, and Cloud Block Storage. In this
chapter, we talk about how to back up a Rackspace cloud server.

It is very simple to back up Rackspace cloud servers. While creating the
cloud server, there is an option to enable backups of the machines. If you
check the box for backups, your backups will be enabled (see Figure 8-12).
Note that this option cost more.

Recommended Installs
The following options are recommended by Rackspace Fanatical Support Specialists. All checked options will be

automatically installed and configured.

Monitor recommended server metrics Free

Operating system security patches applied on selected images Free
) Protect your data with weekly Cloud Backups Starts at $0.329 / day @
1 Without EITEIEERATY vour data will not be backed up to help prevent data and configuration loss.

Figure 8-12. Check the box to enable backups

You can also manage your backups by clicking on Manage Backups, as

shown in Figure 8-13.

Backups -
Backup Agent v Installed
Last Backup  No backups yet - Manage Backups

Figure 8-13. Click the Manage Backups link

You can create/restore/delete backups or enable encryption for your
backups. You can also disable the backup option. See the options in
Figure 8-14.
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Cloud Backup Systems

[search 1 systems. £ | | Q Al Regions (Global) v |
Name a Operating System IP Address
I ﬂ» Server-01 CentOS Linux 7.4.1708 64-bit 104.239.142.160

BACKUP
Create Backup...
Restore Backup...
BACKUP AGENT
Enable Encryption...
Cleanup...
Disable...

Delete...

Figure 8-14. You can create/restore/delete backups from this page

Enabling the backup option should install backup agents
automatically. However, if you manage your backup without using the
option, you can install the backup agent by following these steps: https://
clouddrive.rackspace.com/installer

If you want to schedule a backup other than the default one that we
enabled, here are the steps:

1. Login to the Rackspace Portal at https://mycloud.
rackspace.com/cloud/1042301/home.

2. Click on the Backups tab and then click Systems, as
shown in Figure 8-15.
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* MANAGED INFRASTHUCIUHRE

Backups

7

CLOUD SERVER BACKUPS
Systems
Backups
Activity

Preferences

MYSQL BACKUPS
MySQL Backups

roduct News

Figure 8-15. Scheduling a backup

3. On the Cloud Backup Systems page, click the name
of the server for which you want to create a backup.

4. You will see the Configure Backups page, as shown

in Figure 8-16.

Backups

I Tl £% Weekly backup of Server-01

Name a

Figure 8-16. The Configure Backups page

5. On the Configure Backup page, configure the items
shown in Figure 8-17 and then click Next Step.
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Backup Name | backup_3122017

Schedule

Backup Manually 3

Retain prior versions indefinitely =

Notifications

Email Address | baji.dba@gmail.com

Motifications;  You will always receive an email notification when a backup fails.

Send email notifications for successful backups.

=

Figure 8-17. Configure the items here

Name: Enter a name for the backup.

In the Schedule section, specify a schedule for the
backup and select how many prior backup versions
to retain.

In the Notifications section, specify the email
address for notifications and select whether you
want to receive notifications of successful backups.
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6. Select the folder that you want to back up and click
on Next Step, as shown in Figure 8-18.

CLOUD BACKUP

Configure Backup

Select Items to Backup

Browse Files & Folders  Selected & Excluded Items

5 Server-01 | @ Refresh
Name Type + Size
M =y Folder 20 items

This folder and its contents will be backed up.

Figure 8-18. Choose the folder you want to back up

7. Check the backup details and click on Save. See
Figure 8-19.

CLOUD BACKUP

Configure Backup

Backup:  backup_3122017 for Server-01
Scheduling:  This backup is not scheduled and must be run manually

Version Retention:  Files changed since the last backup are kept indefinitel

Notification:  Email notifications are sent to baji.dba@gmail.com when a backup completes successfully
or fails to complete.

| «Back ] Cancel
Figure 8-19. Check the backup details before clicking Save
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Backups to Google Cloud

In Chapter 5, we saw how to create VM instances using the Compute

Engine service. Now let’s look at how you can take backup of instances that

you created.

Backups Using the Snapshot Option

Using the snapshot option, you can take a backup of your data from a

persistent disk. Let’s make a persistent disk and create a snapshot for it.

Making a Persistent Disk

Here are the steps to make a persistent disk.

1. To make a persistent disk, connect your instance by adding
SSH keys of your machine, as shown in Figure 8-20.

Google Cloud Platform & My-project-for-book-baji ~

{i} Compute Engine & VM instance details o

B VMinstances Migrate VM instance (recommended) -

Custom metadatn
s Instance groups

Key Value - X
Instance templates
E =+ Add item
@ Disks
E  Snapshots EBlock project-wide SSH Reys
When checked, project-wid@S5H kiys cannol access this mstance Leam mare
] images You have one $SH key
B Committed use discounts
ZZ  Metadata
bajishaik x
B Health checks
B Zones
@®  Operations - addhom
2 Hide
=] Quotas
Service account
Settings
* ng You must stop the VM instance to edit its Service account
7396 per.gservi com

Figure 8-20. Add the SSH keys
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2. You can connect through SSH using your private

key, as shown in Figure 8-21.

CIMQV@FZDTY3:~ bajishaik$ ssh -i ~/.ssh/id_rsa bajishaik@35.193.7.102
[bajishaik@my-test-postgres ~]$
[bajishaik@my-test-postgres ~]$
[bajishaik@my-test-postgres ~]$
[bajishaik@my-test-postgres ~]$% hostname -I

10.128.0.2

[bajishaik@my-test-postgres ~]$% hostname

my-test-postgres

[bajishaik@my-test-postgres ~]$ df -h

Filesystem Size Used Avail Use% Mounted on
/dev/sdal 180G 1.7G 8.4G 17% /

devtmpfs 1.8G 9 1.8¢ @% /dev

tmpfs 1.8G 9 1.8¢ @% /dev/shm

tmpfs 1.8¢ 8.3 1.8G 1% /run

tmpfs 1.8G ® 1.8G 0% /sys/fs/cgroup
tmpfs 354M @ 3544  @% /run/user/1000

[bajishaik@my-test-postgres ~1$
[bajishaik@my-test-postgres ~]$

Figure 8-21. Connecting through SSH using your private key

3. Just for demo purposes, we are installing

PostgreSQL using the BigSQL package manager.

See Figure 8-22.
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Iba) 1shalk@my-1est-postgres ~|§
[bajishaik@my-test-postgres ~]§
[bajishaik@my-test-postgres ~]$ python -c "$(curl -fsSL https://s3.amazonaws.com/pgcentral/install.py)"

De ading BigSQL PGC 3.3.4 ...

Unpacking ...

Cleaning up

Setting REPO to https:// aws. com/pgcentral

Updating Metadata

BigSQL PGC installed. Try 'bigsql/pgc help' to get started.

[bajishaik@my-test-postgres ~]%
[bajishaik@my-test-postgres ~]$ cd bigsql/
[baj ishaik@my-test-postgres bigsql]$ ls -ltrh
total 4.8K
. 1 bajishaik bajishaik 1.7K Nov 8 14:22
. 5 bajishaik bajishaik 47 Nov 8 14:22
2 bajishaik bajishaik 27 Nov 18 19:15
. 3 bajishaik bajishaik 18 Nov 18 19:15
drwx rw; . 4 bajishaik bajishaik 115 Nov 18 19:15
[bajishaik@my-test-postgres bigsqll$ ./pgc install pgle
['po10’]
Get:1 https://s3.amazonaws.com/pgcentral pgl@-18.1-1-linux64
Unpacking pgl@-18.1-1-linux64.tar.bz2
[bajishaik@my-test-postgres bigsqll$
[bajishaik@my-test-postgres bigsqll$ ps -ef|grep postgres
bajisha+ 11748 11556 @ 19:16 pts/@ 00:00:00 grep --color=auto postgres

Figure 8-22. Installing PostgreSQL using the BigSQL package
manager

4. Create a data directory on a mount point, as shown
in Figure 8-23.

Figure 8-23. Creating a data directory on a mount point
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As you can see, this data is on a root mount point.

Execute a checkpoint in the database by connecting
using psql. Your mount point is ready for a snapshot.

Take a Backup of a Persistent Disk

Here are the steps to take a backup of a persistent disk using the snapshot

option.

1.

Connect to your console and select Compute Engine
and then choose Storage from the left panel. Then
you can see the Create Snapshot button, as shown in
Figure 8-24.

Compute Engine

Snapshots

You can take a snapshot of a Compute Engine persistent disk to
quickly back up the disk so you can recover lost data, transfer
contents to a new disk, or make static data available to multiple
nodes. Learn more

Figure 8-24. The Create Snapshot button

2.

Give your snapshot a name and a source disk

in order to create it. You can use instance name
for your source disk. Then click on Create. Your
snapshot will be ready, as shown in Figure 8-25.
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= Google Cloud Platform & My-project-for-book-baji ~ Q

{e} Compute Engine & Create a snapshot

B VMinstances Name

P
i
4 Instance groups

Description (Options
[E  Instance templates
Creating a snapshot for my data

B  Disks &
Snapshots Source disk

my-lest-postgres -
Fl srages Encryption
BB Committed use discounts Automatic {recommended) -
o Metadata Integrate volume shadow copy service

Enable VSS
B Health checks
95  Zones
Equivalent REST or command line

®  Operations

Figure 8-25. The snapshot is ready

3. You can restore this snapshot whenever you need it.

Back Up Your Files Using Storage

Chapter 5 introduced GCS (Google Cloud Storage). Using GCS can be
anything, such as pushing your server filesystem backups, pushing your
database backups, or pushing any important documents. This section
covers creating, configuring, and using the GCS.

Data (unstructured objects) will be stored in containers called buckets.
If you want to push any kind of backups to GCS, you need to create a
bucket. You can use buckets to store the data for other Google Cloud
Platform services.
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Create Buckets and Upload Files

This section covers creating a bucket and uploading files/folders to it:

1. You will see “Storage” in the left panel after you log
in to the console. See https://console.cloud.
google.com/, as shown in Figure 8-26.

Cloud Storage
Buckets

Cloud Storage lets you store unstructured objects in containers
called buckets. You can serve static data directly from Cloud
Storage, or you can use it to store data for other Google Cloud
Platform services

[WCEI GGl or | Take the quickstart

Figure 8-26. Cloud storage

2. You then enter the details shown in Figure 8-27.
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= Google Cloud Platform & My-project-for-book-baji ~ Q

B Storage & Create a bucket
&  Browser Name
Must be unique across Cloud Storage. Privacy: Do not include sensitive information in
= Transfer your bucket name. Others can discover your bucket name if it matches a name they're
trying to use.
& Settings postgresql-cloud-book-demo
Default storage class
Multi-Regional

Use to stream videos and host hot web content.
Best for data accessed frequently around the world.

Regional
Use to store data and run data analytics.
Best for data accessed frequently in one part of the world
Nearline
Use to store rarely accessed documents.
Best for data accessed less than once per month.
@ Coldline
Use to store very rarely accessed documents.
Best for data accessed less than once per year.

Caoldline location
Redundant within a single region

United States (any region) -

% Specify labels

Cancel

Figure 8-27. Enter these details to create a bucket

Name: Name of the bucket where you are going to
store the data. It is not recommended to use any
sensitive information in your bucket name, as it will
be easy to figure out by others.

We used postgresql-cloud-book-demo for the
name here.

Default storage class: As explained in Chapter 5,
there are four types of storage classes. The storage
class you choose depends on your data type,
purpose, and how frequently you access data.

Region: The region where your bucket is created.
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3. Click on Create.

4. Asshown in Figure 8-28, you'll see options like
Upload Files, Upload Folder, and Create Folder once

you have created the bucket.

Google Cloud Platform 2= My-project-for-book-baji ~ a

Storage F UPLOAD FILES ¥ UPLOAD FOLDER 3 CREATE FOLDER C REFRESH

Browser -
Q, Filter by prefix

Transfer Buckels / postgresgheloud-baok-demo

&t

Settings

Figure 8-28. Bucket options

5. After the bucket has been created and selected,
click on Upload Files to upload the files or click

on Upload Folder to upload any directories. See
Figure 8-29.

a
E Storage Browser F UPLOAD FILES # UPLOADFOLDER 3 CAEATE FOLDER C REFRESH 18 SHAF I (]
Browser
W B 3, Fil
e L Buckets { posigresghcious-tack-dema
& Setting:
[ site  Trpe racage dass Lot mescifent Share patiicly
O st fieto_upload_googh._cloud BF  applranensoctatatieam Coldiag AT 1037 P
B nest_feider_to_upload_googhe_tioud/ - Felder

Figure 8-29. Choose Upload Files or Upload Folder
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Back Up Your Cloud SQL for PostgreSQL

Chapter 5 discussed Cloud for PostgreSQL in detail. This section covers
enabling backups for the PostgreSQL instances.
Here are the steps:

1. Connect to the console and select Cloud SQL on the
left panel.

2. You will see your instance that you created on the
left panel.

3. Click on Edit, as shown in Figure 8-30.

g SqL & Instance details & IMPORT & EXPORT &) RESTART . sTOP @ DELETE §) cLonE
B8 f‘:: : > & postgresgh-book-test-instance
uecenrall £ pongrescy ALY

OVERVIEW USERS DATABASES AUTHORIZATION SSL BACKUPS OPERATIONS

Sieage mage Thow Shours T2hows Iday Zcays ddes Tdwys N4

Total bytes Nov 19, 2017 12 15 AM

Figure 8-30. Click Edit to edit the instance

4. Scroll down to the Enable Auto Backups and
High Availability section, where you can find the
option to enable auto backups of your instance.
You can provide a time to perform the backup. It is
recommended to choose a window of time that’s
during off-peak hours of your application.
See Figure 8-31.
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= Google Cloud Platform &= My-project-for-book-baji - Q

9 sqL & Edit instance

~
postgresgl-book-L.. & Enable auto backups and high availability ~
master > Backups
us-centrall-f Eg 1 goll performance cost,

~" Automate backups
3:30 AM = 7:30 AM
o automated backups, Moy continue outside

window untd comglete. Teme is your local time (UTC+5:30),

Avallability

Cheice affects cost. You can change this option at any time by editing your
nstance

@ Single zone
In case of oulage, o failover, Mol recommended for production
instances.
High availability (regional)
Automatic failover 10 another 2one within your selected region
Recommended for production instances. Increases cost. Leam mone

Close

@& Authorize networks o
No networks authorized.

Figure 8-31. Choose the time that the backups are performed

Backups to Microsoft Azure

Chapter 6 talked about the services related to PostgreSQL that Microsoft
Azure provides. This section discusses how you enable/take backups for the
services that are created by Azure. The services that we talked about are:

e Virtual machines
o Storage

o Azure Database for PostgreSQL

The following sections cover enabling/taking backups of each service.
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Virtual Machines

Use the following steps to enable backup on virtual machines.

1. Click on the virtual machine from the Azure Portal.
You will see the Backup tab shown in Figure 8-32.

Virtual machines # X @ postgresql-book-demo-vm

Virtual machine

bajidbagmail (Default Directory)
o add @ Assign Tags *+* More 2 Search (Ctrd+/)

Filter by name...

Auto-shutdown

1items
NAME & Backup
g postgresql-book-dem:-- wes & Disaster recovery (Preview)

B update management (Preview)
& Inventory (Preview)

=] Change tracking (Preview)

MONITORING
|[‘.1 Metrics
Alert rules
E3 Diagnostics settings
@ Advisor recommendations
¢?» Diagram
SUPPORT + TROUBLESHOOTING
® Resource health
Boot diagnostics

Reset password

A Redeploy

Figure 8-32. The Backup tab
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2. Click on the Backup tab. You'll see the options for
backing up the machine, as shown in Figure 8-33.

Enable backup

postgresql-book-demo-vm

This uses the Recovery Services vault to backup
the virtual machine with the configured policy
and will be charged as per backup pricing.
Learn More

Recovery Services vault @

® Create new Select existing

vault767

* Resource group

Create new '® Use existing

new-resource-instance v

* Backup policy @
(new) DailyPolicy

Figure 8-33. Options for backing up your virtual machine

The recovery services vault holds the backup copies and you can
monitor backup using this vault. You can create a new vault or if you have
an existing vault, you can use that.

The Azure Backup service has two types of vaults—the Backup vault
and the Recovery Services vault. The Backup vault came first. Then the
Recovery Services vault came along to support the expanded Resource
Manager deployments. Microsoft recommends using Resource Manager
deployments unless you specifically require a Classic deployment. Just
to differentiate, Classic deployment is old portal and it’s going to be
retired soon (see https://manage.windowsazure.com). The new portal is
https://portal.azure.com/.
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For the resource group, you can create a new one or use an
existing resource group to be backed up.

The backup policy specifies the frequency and time at
which items will be backed up and how long backup copies
are retained.

3. After you choose Recovery Services Vault and
Resource Group, click on Backup Policy. You will see
the window shown in Figure 8-34.

Backup policy

Tris uses the Recovery Senvices vault to Dackup
the virtual maching with the configured policy
ard will be charged a3 per backup pricing
Lewin More

Chogse bacieup policy © |
Create New e

* Policy name O
Recovery Services vault 0 BaiyPoliey
* Ceeate new Select existing

Backup frequency
vaul767

Cady w | 300 AM ¥ | (WTC) Cocedinated Unbversal Time

* Resource group

Retention range

Creatg new ™ Use quisting

[¥] Bstention of dady backup point

nNew-resource-instance b

. for
+ Backup policy © 300 AW v = | Daytad

(new) DallyPolicy
[[] Retention of weeky backup peint.
gt Configured
[] retention of monthily backup paint.
Bt Canfigured
[] Ratention of yearty backup poin:
Mot Canfigured

o s (o]

Figure 8-34. Setting up the backup policy

Choose backup policy: Specifies frequency and
time at which items will be backed up, as well as
how long backup copies are retained.

Policy name: Choose the name for the backup
policy that you are going to create.
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Backup frequency: You can set up daily or weekly
backups with the time window.

You can set retention of policy in terms of days
under the Retention Range option.

4. Once you are done, click on OK and then on Enable.
Backup for your VM is enabled now. Click on
Backup after it is configured to see the details shown

in Figure 8-35.

book-demo-vm - Backup

Setings 49 Badoprow D Resorev D * More
Fifter by name- Eveesiali A
P Mg sutdown
. - g ts vt Last back. p b
1 item:
. ol
HAME e LIRS PEitde Pt
& Disawer recovery [Preview) Free Trial
0 pongresql-book-dem— e Subscription I Oidest restore point
B Upcate management (Preview) abazBabe. Td3-4521-8312-525ec204d54a .
a type Backup polity
& iversory (Previen) Azure virtual maching DailyPolicy
) Last Backup status Bachus Pre-Check
= Charge racking [Proview) ‘WarninglInitial backug pending] Passed
MONITORNG Restore points
i Metrics Restare paints
Aerrles
Last 30 days o
B2 Diagnostics settings
Last 7 days ]

R Acviser recommendations

o Dlagram

SUPPORT + TROUBESHOOTING

Figure 8-35. The backup has been set up

5. Ifyou click on the vault as highlighted in Figure 8-35,
you will see the backup alerts, backup pre-check
status, site recovery health, etc. See Figure 8-36.
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an VaUlt7e7?
) Search (Ciri+ ) o= Backup = Replicate M Delete

o We are listening. Tell us about your experience with Azure Backup and / or Azure Site 3>

& Oveniew Recovery and help us improve our product. Take the survey now!
Essentials ~

H Acthvitylog
Resource group (change) Backup items

&l Access control (IAM) new-resource-instance 1
Status Backup management servers

& Tags Active 0
Location Replicated items

X Diagnose and solve problems East US 0
Subscripbion name (change)
F ]

SETTINGS desilles
Subseription 10
Properties 4ba2Babd-7d3f-4521-8312-525¢cc294d542
& Locks Monitoring
Bl Automation script Backup Alerts (last 24... Backup Pre-Check Status {Azure VMs)
T T
GETTING STARTED Critical o Iﬁﬂm
& Backup Warning
ToTAL
& Site Recovery WARNING

MONITORING AND REFORTS

Site Recovery Health
= Jobs

#} Alerts and Events

Unhealthy serv.. 0
il Backup Reports Events 0
Updates availa. 0

Figure 8-36. The details of the backup

Storage

Azure Storage consists of three data services: blob storage, file storage, and
queue storage. Blob storage supports standard and premium storage, with
premium storage using only SSDs for the fastest performance possible.
Another feature is cool storage, which allows you to store large amounts of
rarely accessed data at a lower cost.
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This section covers blob storage and how to create/manage it. Here are
the steps to create it:

1. On the Azure Portal, select Storage Accounts on the
left panel and click on Add to create storage. See

Figure 8-37.
Storage accounts t X
bajidbagmall (Default Directory)
ace @ es More

Filter by name...

1itemns

NAME

= newresourcevmdiag360

Figure 8-37. Click Add to create storage

2. When you click on Add, the program opens new
options to be entered to create your storage, as
shown in Figure 8-38.
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Storage accounts Create storage account

bajidbagmail (Default Dir

The cost of your storage account depends on the

Jadd @ assign Tags *** More usage and the options you choose below.
Learn more
Filter by name...
A * Name @
1items
corewindows.net
NAME
Deployment model @
F= newresourcevmdiag360 ses Resource manager | Classic
Account kind @
General purpose v

Performance @

Premium

Replication ®
Read-access geo-redundant storage (RA-.. v

* Secure transfer required @
Disabled | Enabled

* Subscription

Free Trial v

* Resource group

* Create new Use existing

The value should not be empty.

* Location
West US L4

[] pin to dashboard

Figure 8-38. Add details about the new storage
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Name: This name should be unique across all
storage account names in Azure. It must be 3 to 24
characters long, and can contain only lowercase
letters and numbers.

Deployment model: Use the Resource Manager for
new applications and for the latest Azure features.
Use Classic if you have any existing applications
deployed in a Classic virtual network.
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Account kind: General purpose storage accounts
provide storage for files, blobs, tables, and queues
in a unified account. Blobstore accounts are
specialized for storing blob data and support
choosing an access tier, which allows you to specify
how frequently data in the account is accessed.
Choose an access tier that matches your storage
needs and optimizes cost.

Performance: Standard storage accounts are
backed by magnetic drives and provide the lower
cost per gigabyte. They are best for applications that
require bulk storage or where data is being accessed
infrequently. Premium storage accounts are backed
by solid state drives and offer consistent low-latency
performance. They can only be used with Azure
virtual machine disks and are best for I/O intensive
applications, like databases. Additionally, virtual
machines that use Premium storage for all disks
qualify for a 99.9% SLA, even when running outside
of availability set. This setting can’t be changed after
the storage account is created.

Replication: The data in your Azure storage
account is always replicated to ensure durability
and high availability. Choose a replication strategy
that matches your durability requirements. Some
settings can’t be changed after the storage account
is created.

Secure transfer required: This option enhances
the security of your storage account by only
allowing requests to the storage account by secure
connection. For example, when calling REST
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APIs to access your storage accounts, you must
connect using HTTPs. Any requests using HTTP
will be rejected when Secure Transfer Required is
enabled. When you are using the Azure files service,
connection without encryption will fail.

Subscription: Choose the subscription in which you
want to create the storage.

Resource group: Choose an existing Resource
Group or create a new one.

Location: Choose the region in which you want to
create your storage.

Configure virtual networks: Enabling this setting
will grant exclusive access to this storage account
from the specified virtual network and subnets.
Additional virtual networks and subnets can be
specified after storage account creation.

Click on Create once you fill in all the details.

If you want to know more about the Azure storage
services, the types of storage accounts, accessing
your blobs/queues/files, encryption, replication,
transferring data into or out of storage, and the
many storage client libraries available, visit
https://docs.microsoft.com/en-us/azure/
storage/common/storage-introduction for more
information.
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Azure Database for PostgreSQL

When you create an Azure Database for PostgreSQL service, you are
automatically set up with the default backup policy. This service
automatically makes a back up of the database every five minutes.
Retention of these backups depends on the pricing tier that you choose.
If it is Basic, retention of backups is seven days, and if it is Standard,
retention is 35 days. More information about pricing tiers is at https://
docs.microsoft.com/en-us/azure/postgresql/concepts-service-
tiers.

If you want to restore the database, the steps to do so are found
athttps://docs.microsoft.com/en-us/azure/postgresql/howto-
restore-server-portal#restore-in-the-azure-portal.

The automatic backups, which are part of the service, cannot be
altered. The service takes full backups every week, two incremental
backups per day, and log backups every five minutes.

Summary

This chapter talked about why backing up a server or a database is
important. We covered all backup solutions available by default from each
cloud vendor and how you can modify the default schedules or retentions.
There are lot of differences in backups from each vendor. We hope this
chapter helps you understand the differences and choose the correct
backup policy for your setup and requirements. The next chapter covers
the need for data replication and high availability in the current world,
including what solution each vendor provides for replication and high
availability.
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CHAPTER 9

Replication
and High Availability
on the Cloud

In this chapter, we talk about the purpose of replicating data or databases
and why we need high availability. Some cloud vendors provide replication
for the disks of virtual machines or databases and some do not. Similarly,
some vendors provide high availability of servers and database instances
by default and some do not. We talk about replication and high availability
for every cloud vendor in detail.

The Purpose of Replication and High
Availability

High availability is represented by the letter “D” in the ACID properties
(for durability). Database servers are prone to single points of failure.

In order to avoid such single point of failures, we have a feature called
replication in the database world. If the master DB server goes down due
to environmental or hardware level damages, we have a slave that can take
the role of its master.
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Achieving high availability in PostgreSQL has been easy since
streaming replication was introduced. We can build slaves (aka, replicas
or DRs) to a master (primary) PostgreSQL database server, and these
slaves are in a continuous replication with their master at any given time.
Replication in the database language is a process in which a DB server can
ship its changes to another DB server. It can be achievable using several
solutions in the RDBMS world.

We have two types of replication in PostgreSQL:

o Streaming replication
e Logical replication

Streaming replication deals with the blocks that have been modified
by the processes writing to the master. These blocks are shipped over
the network to the slave and replayed on the slave continuously. This
replication can be both synchronous and asynchronous.

Logical replication helps users configure replication between multiple
versions of PostgreSQL and have a selected list of tables or databases
replicated to slaves and cascaded slaves. However, this may not serve the
purpose of a true high-availability cluster unless every database object is
in the replication set, which may not be possible unless every object has a
primary or a unique key and a NOT NULL column.

Thus, to achieve high availability, you may want to have at least one
slave server that is in replication (preferably streaming replication) with its
master. PostgreSQL allows us to use cascaded replication. This way, a slave
can ship its changes to another slave. In this case, the first slave is treated
as a master by the second slave.

A few important factors to be considered while building replication in
a PostgreSQL environment.

o Ensure you have the same server configurations on
both the master and the slave DB servers. In the event
of failure, the slave should be able to take the load that
would usually hit the master.
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o Ensure you have a common mount point, such as
a NAS mount point, accessible by the master and
slave. This mount point can be used to archive the
WALs (write-ahead logs or transaction logs). If you
subscribed to a DBaaS$ such as an Amazon RDS, you
may not have to worry about archiving WALs. However,
if you selected an EC2 Instance (IaaS) or a virtual
machine on Azure or GCP or Rackspace, you may
subscribe to the vendor-specific cloud storage service
for archiving. Vendors provide several APIs that use
WALs that can either be sent to or pulled from storage
as needed.

o Load-balance your reads. When the wal level has
been set to hot_standby, an application can send its
read queries to the slave. Slaves are open for read-
only queries. Thus, you can have your application
logic rewritten in such a way that your writes go to one
connection string that connects to the master and the
reads go to another connection string that redirects
the connections to the slave. You may also have a
load balancer service that can redirect your reads to
multiple slaves or to the master and the slave in an
even manner. This way, you let the idle computing
resources on the slave become busy with reporting or
read queries.

Consider high availability a key to avoiding single point of failures and
an enabler for developing always-on database systems.
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Replication and High Availability in AWS

AWS allows you to build replication for RDS and EC2 services. AWS
console allow users to achieve replication in RDS instances in very few
clicks.

Read Replicas for RDS

This section shows the steps involved in building a read replica for an
AWS RDS instance. In the previous chapters, we saw the steps involved in
creating an RDS instance. While creating an RDS instance, you have an
option to automatically create a read replica, as shown in Figure 9-1.

[l ovinpshvallarapu - N.Virginia -~ Su

PostgreSQL

License model info

postgresgl-license v

DB engine version info

PostgreSQL 9.6.3-R1 v

DB instance class info

db.m3.xlarge — 4 vCPU, 15 GiB RAM L4

Multi-A2 deployment info
© Create replica in different zone

No

Storage type infa

Provisioned ICPS (S50) v

Figure 9-1. Automatically create a read replica

If you did not create a read replica at the time of instance creation,
follow these steps, which allow you to add a read replica to an existing RDS
instance.

1. Search for RDS in the AWS Console and click on it to
proceed, as shown in Figure 9-2.
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RDS
EC2 Mansged Relational Datatase Senvce

vPC Kinesis
Work wan A0ai-Tima Streaming Data

Elastc Comaner Service CicugSearcn
Lambda Elasticssarch Service
Batch Kinesis .
Elastc Beanstalk Kinesis Video Strearms C
QuickSignt
Data Ppeine

-

Figure 9-2. Choose RDS from the AWS Console

2. Click on Instances to view the list of your RDS
instances. You may find one or more depending
on the number of RDS instances you have already

created. See Figure 9-3.

Amazon RD5 X RDS Instances
Dashboard Instances (1) ' LmCH DR St micy m
Instances =

Q Filter Instances 1 @ C
Clusters
Performance insights (29 D8 Instance Engine status Py
Snapshots
Reserved Instances pgmaster PostgresQL @ modifying [ 230%

External licenses

Figure 9-3. View the list of RDS instances

3. Select the instance for which you need to create
the read replica. Once it’s selected, click on the
dropdown for Instance Actions. You see an option
that says Create Read Replica, as shown in Figure 9-4.
Click on it.
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Amazon RDS X RDS » Instances
Dashboard Instances (1) Instance actions v | [EEETCVR LUeE Restore from 53
Instances i

Q@ Filter instances etshiiisd 1 @ C
Clusters Create read replica
Performance Insights £ DB instance Engine Status <.1]
Snapshots Take snapshot
. | (-] pgmaster PostgreSQL @ madifying [ 203%
External Licenses Migrate latest snapshot

Subnet groups

Figure 9-4. The Create Read Replica option

4. Now you should see the options to choose the
region and availability zone in which you want to
create your read replica. You may choose any region
and availability zone depending on your business
requirements. See Figure 9-5.

Create read replica DB instance

You are creating a replica DB instance from a source DB instance. This new DB instance will have the source DB instance's DB
security groups and DB parameter groups.

Network & Security

Destination region
The region in which the replica will be launched

US East (M. Virginia) v

Destination DB subnet group

default v

Availability zone
The ECZ Availability Zone that the database instance will be created in.

us-east-1d v

Publicly accessible

O Yes
EC2 instances and devices outside of the VPC
more VPC security groups that specify which EC2 ir

You must also select one or

Figure 9-5. Read replica options
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5. On the same page, scroll down to choose the
instance type and storage. You may choose any
configuration for the read replica that supports your
business needs. Once you choose the instance type,
choose the DB instance identifier that will help
you uniquely identify this read replica, as shown in
Figure 9-6.

DB instance class
Contains the compute and memory capacity of the DB instance.

db.t2.micro — 1 vCPU, 1 GiB RAM v

Storage type info
Provisioned IOPS (SSD) v

Provisioned I0PS info

1000

Settings

Read replica source
Source DB instance Identifier

pgmaster v

DB instance identifier
DB instance identifier. This is the unique key that identifies a DB instance. This parameter is stored as a lowercase string {e.g. mydbinstance).

| pgreadreplica

Figure 9-6. Choose a DB instance identifier

6. Click on Create Replica to proceed further. Now
you should see the read replica listed under the
Instances, as shown in Figure 9-7.
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RDS Instances
Q, Filter instances 1 @ C

DB instance Engine Status CPU

pgmaster PostgreSQL © available [ 3.93%

o pgreadreplica PostgreSQL @ creating

Figure 9-7. The new read replica is listed under the Instances

You've now seen the steps involved in creating a read replica or slave
for an RDS instance. It’s now time to go through the steps involved in
creating a read replica for an EC2 instance.

You need to remember that you cannot have an EC2 instance with a
replica created using RDS instance. Similarly, you cannot have an RDS
instance with a slave created on an EC2 instance.

High Availability for EC2

The following steps involved in creating a slave for an EC2 instance:

1. An EC2 instance master needs a slave to be created
on an EC2 instance or any cloud virtual machine or a
physical server in your data center. The server being
created as a replica for the EC2 Instance should be
using the same OS and PostgreSQL version as the
master. The master and slave server should be able
to connect between each other over the network.
Create a new EC2 instance or a server that can be
used as a slave and proceed to the next step.
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2. Connectto the new server that has been created as
a slave and install PostgreSQL as a root user. Install

the latest pgdg repo that suits the PostgreSQL

version. See Figure 9-8.

$ yum install https://yum.postgresql.org/9.6/redhat/
rhel-7.3-x86_64/pgdg-centos96-9.6-3.noarch.rpm -y

seT
plugins: fastestmirror
Py entosfs=9.6-3.noarch. rps
Examiring /var/tmp/yur-root-EFSwid/cods

Marking /var/tep/yun-c EESWVA/ paty
Reselving Dependencies
==» Running transaction check

—-» Package podg-centosPé.naarch 8:9.6-3 will be installed

——>» Finished Dependency Reseluticn

Depencencies Resolved

-6-3.nzarch.rpm: podg-centosPé-9.4-3.noarch
.6-3.noarch.rpm to be installed

| 4.7 kB

i —:?E—I‘!;—Eé—i;‘? —?;Wv install https://yun.postgresal.crg/9.6/redhat/rhel~7,3-x846_&4/pgog-centosfé~5.46-3,.noarch. rpn -y

BO:B0:88

Package Arch

Version Repository

Size

Installing:
padg-contosté ncarch

Transaction Suenmary

9.6-3 /ogdg-centosfe-9.6-3.noarch

Install 1 Package

Total size: 2.7 k

Installed size: 2.7 &

Dawnloading packages:

Running transaction check

Running transaction test

Transaction test succeeded

Running transaction
Installing : ppdg-centos¥é-¥.46-3.nearch
Verifying : pgdg-centos?4-9.4-3.ncarch

Installed:
sodg-centos®b.noarch 2:9.4-3

Complete!
[ec2-user@ip-172-31-2¢-217 -1l

1f1
11

Figure 9-8. Install the pgdg repo that suits the PostgreSQL version

3. Install PostgreSQL using the following code.

The following example in Figure 9-9 installs

PostgreSQL 9.6.

$ yum install postgresqlo6* -y
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[ec2-user@ip-172-31-28-217 ~1$yum install postgresql9é% -y

Loaded plugins: fastestmirror

Loading mirror speeds from cached hostfile

* base: mirror.its.dal.ca

* extras: centos.mirror.netelligent.ca

* updates: centos.mirror.netelligent.ca

Resolving Dependencies

--> Running transaction check

——-> Package postgresql?é.x86_64 8:9.6.6-1PGDG.rhel? will be installed

---> Package postgresql9é-contrib.x86_64 ©:9.6.6-1PGDG.rhel? will be installed

Figure 9-9. Installing PostgreSQL 9.6

4,

Be sure to set the appropriate parameters on the
master EC2 instance if this has not been done
already.

The parameters shown in Figure 9-10 are set as an
example. However, you may need to set different
parameters as appropriate for your environment on
your master EC2 instance.

postgres=# ALTER SYSTEM SET listen_addresses = 'x';
ALTER SYSTEM

postgres=# ALTER SYSTEM SET max_wal_senders = 5;
ALTER SYSTEM

postgres=# ALTER SYSTEM SET wal_level = hot_standby;
ALTER SYSTEM

postgres=# ALTER SYSTEM SET hot_standby = ON;

ALTER SYSTEM

postgres=# ALTER SYSTEM SET archive_mode = ON;

ALTER SYSTEM

postgres=# ALTER SYSTEM SET logging_collector = ON;
ALTER SYSTEM

postgres=# ALTER SYSTEM SET wal_keep_segments = 288;
ALTER SYSTEM

postgres=# ALTER SYSTEM SET archive_command = '/bin/true';
ALTER SYSTEE

Figure 9-10. Parameters for the master EC2 instance
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5.

Create a replication user on the master server that
can be used by the slave EC2 instance. Add the
slave server IP to pg_hba. conf to allow replication
connections from the new slave, as shown in
Figure 9-11.
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postgres=# CREATE USER REPLICATOR WITH REPLICATION PASSWORD 'replicator';

CREATE ROLE

postgres=# \q

-bash-4.2% echo "host replicatien replicator 172.31.28.216/32 md5" >> SPGDATA/pg_hba.conf
-bash-4.2% fusr/pgsql-9.6/bin/pg_ctl -D SPGDATA reload

server signaled

Figure 9-11. Create a replication user on the master server

6. Take a backup of the master using pg_basebackup
and start the slave. Run the following command on
the slave to directly copy the data directory to the
network. You may choose a different method to copy
the data directory to the network.

$ pg_basebackup -h 172.31.20.216 -p 5432 -U replicator
-D $PGDATA -Fp -P -Xs -R

7. Start the slave using hot_standby = ON.

$ echo "hot_standby = "ON'" >> $PGDATA/postgresql.conf
$ pg_ctl -D $PGDATA start

8. Setting up a high availability replica on an EC2
instance uses exactly same approach as setting up
the slave on any other virtual machine or dedicated
server. As hot_standby is ON, this slave is now open
for read connections, making it a read replica.

Replication and High Availability
of Rackspace Cloud

Rackspace has no built-in mechanism for high availability of cloud servers,
but you can always schedule or manually take backups of your filesystems,
as explained in Chapter 8. See Figure 9-12.
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Dashboard Servers Orchestration Networking Storage Databases Backups

SUPPORT TICKETS WView All Tickets () MONITORING ALERTS LOUD SERY
Systems.
Backups
Activity
Praferences

You don't have any Monitcring Alarms yet. MySQL Backups |

S0t up chedis and akarms o got notSed whan N — — T T

Figure 9-12. The Backups menu

And for PostgreSQL installed on Rackspace cloud servers, you can
follow the same HA solution that you follow for PostgreSQL with on-
premises servers by following the steps mentioned in the “High Availability
for EC2” section.

Replication and High Availability of Google
Cloud Instances

Like other cloud providers, Google Cloud also provides read replicas and
high availability options for PostgreSQL instances. If a PostgreSQL instance
is configured for high availability, we call it a “regional instance”. A regional
instance is located in two zones in the configured region, so if it cannot
serve data from its primary zone, it fails over and continues to serve data
from its secondary zone.

This high availability configuration provides an auto-failover to a
secondary zone if an instance experiences outage or is unresponsive.
Highly-available PostgreSQL instances do not have a separate failover
instance the way MySQL instances do.
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Configure an Instance for High Availability

There is a two-step process for an already created instance to configure
high availability.

1. Select the instance that you want to configure for
high availability after logging in to the console and
selecting Cloud SQL from the left panel and instance

from the right panel, as shown in Figure 9-13.

Google Cloud Platform 2 Mysrojectiorbokbefl = q @
g saL & Instance details .g, IMPORT & EXPORT &) RESTART W STOP W DELETE Bcuowe  E
m :0:':!!& 7 3 @ postgresqlbookestinstance
S, Postigresar. EELD

OVERVIEW USERS DATABASES AUTHORIZATION ssL BACKUPS REPLICAS OPERATIONS

Storage usage = Thour Ghous 1Zhows Tday | Zduys Sdays  Tduys | Mdays | 20dws

Total bytes Hov 19, 2017 1:22 AM

® Swoeage mage (postgresghbook-testHnstance)

Figure 9-13. Select an instance to configure for high availability

2. Once you click on the Edit instance option, scroll
down to the Enable Auto Backups And High
Availability section. Then you'll find the High
Availability option under the Availability sub-
section. See Figure 9-14.

Single zone: By selecting this, there will not be any
failover in case of outage. So it is not recommended
for production instances.
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High availability (regional): This will enable auto-
failover to another zone within the selected region.
So it is recommended for production instances.

= Google Cloud Platform & My-project-for-book-baji ~ Q

g saL < Editinstance
postgresqgl-book-t... @ Enable auto backups and high availability A
master ) Backups

us-centrall-f Enabling backups adds a small performance cost

~" Automate backups
3:30 AM — 7:30 AM -

Choose a window for automated backups. May continue outside
window until complete. Time is your local time (UTC+5:30).

Availability
Cheice affects cost. You can change this oplion at any time by editing your
instance.
Single zone
In case of outage, no failover. Not recommended for production
instances.
@ High availability (regional)
Automatic failover to another zone within your selected region.
R ded for production instances. | cost. Learn more

Close

Figure 9-14. The high availability option

Configuring for high availability does not affect your
backups and does not change the backup/restore
procedures. You can follow the same procedures for
backup/restore that you followed before configuring
the high availability.
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How Failover Works

Auto-failover happens when one of the following scenarios occurs:

e The zone where the regional instance is located
experiences an outage.

o Theregional instance is unresponsive for
approximately 60 seconds.

There is no concept of a replication lag; as as long as the secondary
zone is healthy, failover can occur. When failover occurs, all the
connections to the primary will be dropped and any new connections
will be connected to the promoted instance. There is no need to change
anything in the application end for connectivity.

You can manually initiate a failover to check how your application
behaves in failover situations. For that, you just need to click the Failover
button on the Instance Details tab, as shown in Figure 9-15.

2+ My-project-for-book-baji ~ Q
 Instance details # EDIT & IMPORT & EXPORT ') RESTART | STOP W DELETE 1B cLoNE E
postg ook-test:
PostgresOL {CELP
OVERVIEW USERS DATABASES AUTHORIZATION ssL BACKUPS REPLICAS OPERATIONS
Storage usage ~ Thow 6&hours 12hours | Tday 2days 4days | 7days 14days | 30 days
Total bytes Nov 19,2017 1:37 AM

Figure 9-15. Click the Failover button on the Instance Details tab
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Read Replicas

A read replica is just a copy of the master. It is used to offload read requests
or analytics traffic from the master. It does not provide failover capability.
Here are the steps to create a read replica:

1. Go to the console and select Cloud SQL from the left panel.

2. Choose the instance that you want to create a replica
for and open its More Actions menu at the far right
of its listing, as shown in Figure 9-16. Select a zone
in which to create the replica.

g sqL Instances CREATE INSTANGE SHOW INFO PAMEL
= Cokaray
|||||||| o Trea b Migh avelabilyy  Loation Shrage vred le\
@ postgresgibosktestimatanes  PosigeSCLOE  IM23M034 ey 1:oaigresal-bock tost Emabled  uacentr n H
Edn
Creace reay d sepiica

Figure 9-16. Choose Create Read Replica from the more actions
menu

3. Click on Create Read Replica.

4. From the Replicas tab, as shown in Figure 9-17, you
can see the replica.

g s0L < Instance details # Eort & IMPORT & EXPORT ) RESTART W sToR W DELETE Bcuone B
postgresgh-book-t
B resie i > & postgresql-book-1est-instance

-t Poupesol CEIP
pestgresqbock-L
tend repliea CVERVIEW USERS DATARASES AUTHORIZATION 581 BACKUPS REPLICAS OPERATIONS
us-certrall e

Cruste read tophca

Mame e

@ postgresgibeck-estinstance-replca  read replica

Figure 9-17. The new read replica on the Replicas tab

286



CHAPTER 9  REPLICATION AND HIGH AVAILABILITY ON THE CLOUD

5. Ifthereplicais created, the master instance will
have the details of its replica. You can check the
pg_stat replication view for the replica details.

It will show the ID of the process responsible for
sending data to the replica from the master and

the user through which replication was set up. To
check the replica from the psql terminal, click on
Connect Using Cloud Shell from the Overview tab of
the primary instance. You will be connected to the
primary instance, as shown in Figure 9-18.

sqQL & Instance details # EDIT & IMPORT & EXPORT ) RESTART

«w

B A my-project-for-book-baji x +

Welcome to Cloud Shell! Type "help”™ to get started.

baji_dba@my-project-for-book-baji:~$% gcloud beta sql connect postgresgl-book-test-instance --user=postgres
Whitelisting your IP for incoming connection for 5 minutes.../

Whitelisting your IP for incoming connection for 5 minutes...done.

Connecting to database with SQL user [p 1.P d for user p

psgl (9.6.5, server 9.6.1)

8S8L connection (protococl: TLSvl.2, cipher: ECDHE-RSA-AES128-GCM-SHA256, bits: 128, compreasion: off)

Type "help® for halp.

poatgres=> \x
Expanded display is on.
postgres=> select * from pg_stat_replication 7

pid | 705

usesysid | 16387

usename | cloudsglreplica

application_name | my-project-for-book-baji:postgresgl-book-test-instance-replica
client_addr I

client_hostname
client_port
backend_start
backend _xmin
state
sent_location
write_location
flush_location
replay_location
sync_priority
sync_state

postgres=>

Figure 9-18. The primary instance

6. Connect to the replica using the Connect Using
Cloud Shell option from the Overview tab of the
replica instance. Now you will be connected to the
replica, as shown in Figure 9-19.
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g SqL & Instance details # EDIT & EXPORT ) RESTART W DELETE
B % my-project-for-book-baj my-project-for-book-baji x +

Welcome to Cloud Shell! Type "help® to get started.

baji_dba@my-project-for-book-baji:~$ gcloud beta sql connect postgresql-book-test-instance-replica --user=postgres
| Whitelisting your IP for i i ion for 5 mi « done.

Connecting to database with SQL uuz [ 5 for user

| paql (9.6.5, server 9.6.1)

| 88L connection (protocol: TLSvl.2, cipher: ECDHE-RSA-AES128-GCM-SHA256, bits: 128, compression: off)

| Type "help* for help.

postgres=> select pg_is_in recovery();
| pa_is_in_recovery

E
{1 row)

| postgres=> create table test(id int)s
ERROR: cannot execute CREATE TABLE in a read-only transaction
postgres=>

Figure 9-19. The replica

Replication and High Availability of Azure
Services

This section covers the replication and high availability options for Azure
virtual machines and the Azure Database for the PostgreSQL service.

Azure Database for PostgreSQL

Azure Database for PostgreSQL offers built-in high availability out-of-the-
box. There are no additional replication setup, configuration changes, or
extra costs. As a developer, you do not need to set up any additional VMS
or manually configure any replication to achieve high availability. While
in preview, the service is not backed up with a specific SLA. However, all
databases will have an SLA of 99.99% availability.

This high availability mechanism is based on a built-in fail-over
mechanism. It fails over only when node-level interruption occurs, which
means if any hardware fails on any node, the total node is shut down.
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Every time changes are made to an Azure database for PostgreSQL
database server, they will be recorded synchronously in Azure storage. This
works on a transaction basis. When a transaction is committed, changes
will be recorded to the storage. During the time of failover, it creates a
new node and attaches data storage where changes being recorded are
attached to the node. However, any active connections during the failover
will be dropped.

This service is fairly new, so they are still trying to implement lots of
features that other vendors in the market have. Azure continuously allows
customers to provide feedback about the service and improve according to
the customer requests. There are a lot of feature requests being taken care
by the Azure development team to improve the service and make it more
reliable when compared to other venders.

As an example, many customers want to create a streaming replica in
an Azure service database for many unsupported use cases. However, this
has been raised as feature request for the Azure development team. See
https://feedback.azure.com/forums/597976-azure-database-for-
postgresql/suggestions/19418071-replication-support-or-is-that-
built-in for more information.

Replication for read-only replicas is not supported yet in the Azure
database for PostgreSQL service. Read replicas are currently in the Azure
plan to announce early next year. They are also going to add replication
from on-premises to Azure Postgres services. High availability is built into
the service using Azure Service Fabric.

You can find feature requests for Azure service at https://feedback.
azure.com/forums/597976-azure-database-for-postgresql.

Virtual Machines

While creating the virtual machine during on Step 3 (Settings, Configure
Optional Features), select High Availability, as shown in Figure 9-20.
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X Change availability set

Create virtual machine

i ilabili RAte PeW
Dane * Availabiity set® 5
None "(:I‘ None
2 ne 2 e -
Dane Storage
Use managed duis @
No i Yes
3 Settings by = )
Cenfigure optiona! features. Network
* Virnal network @ 5
4 (new) postgres-resource-group-
* Subnet® 5

Figure 9-20. Choose high availability

To provide redundancy to your application, we recommend that you
group two or more virtual machines in an availability set (see Figure 9-21).
This configuration ensures that, during a planned or unplanned maintenance
event, at least one virtual machine will be available and meet the 99.9% Azure
SLA. The availability set of a virtual machine can’t be changed after it has

been created.
Settings X Change availability set X Create new =1
High availability 1 1 Create new * Name :
rew-ra-dema] i
* Avaslability set ® >
None '(:] None Fault domains O
— 2
Storage Update domains &
Use managed disks @ —
: I 5
No Yes
Use managed disks @
Network -
* Virtual network 8 >

(new) postgres-resource-group-

Figure 9-21. Group virtual machines in an availability set
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Summary

The chapter explored how replication and high availability help you when
something goes wrong or in disaster situations. We covered details about
which cloud vendor provides what kind of replication and which types

of high availability solutions. We hope this helps readers proceed with
setting up replication and high availability for their cloud instances. The
next chapter covers the need of encryption and how to implement it. It
also discusses what kind of encryption each cloud vendor provides for its
servers and instances by default.
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CHAPTER 10

Encryption
on the Cloud

This chapter explains encryption and how it helps you secure your data.
We cover encryption at rest and in motion. Each cloud vendor provides
default encryption for virtual machines at the disk level and for PostgreSQL
at the disk level and in motion. The chapter also covers how to manage
your encryption keys.

A database system is considered a store for application data. An
application may refer to a website that has static data that almost never
changes. Or an application may refer to a critical transactional that always
has over several thousands of write transactions sending or retrieving
data from the DB server. For example, see www.postgresql.org/docs for
versions 9.1 or 9.2. As these are currently unsupported versions, you would
find no new patches of PostgreSQL. Thus, you would not find any updates
happening to the pages that refer to the 9.1 or 9.2 versions of PostgreSQL
database software.

However, users who have implemented PostgreSQL 9.1 or 9.2 may still
retrieve such pages from the website. Several organizations might archive
their data up to several years. Such data may not be accessed (read or
written) by any of the application logic, but need to be stored for archiving
purposes. Such data that is stored for the purpose of archiving, but not
read or updated, can be considered data at rest. Also, any database that
is not being written frequently can be considered static but cannot be
© Baji Shaik, Avinash Vallarapu 2018 293
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considered at rest. For example, we discussed that the older version of the
PostgreSQL docs are not being updated but are being read by users. Thus,
this data cannot be treated as data at rest. Any data that is being read or
written to or frequently being moved via network packets from one server
to another is considered data at rest.

Encryption for Amazon Cloud Servers

AWS offers KMS (Key Management Services) to manage the encryption
of data on RDS and EC2 instances. Using KMS, we can create encryption
keys that help us encrypt data. KMS is integrated with several other
services such as RDS and EC2. KMS enables you to access the logs that
help you understand the key usage. KMS provides a centralized key
management system that gives you a centralized view of keys created for
the organization and a view of the usage details over the AWS command-
line interface, etc.

The following steps are involved in creating a master key.

1. Inthe AWS Services Console, search for IAM and
click it to proceed. See Figure 10-1.

History

1AM
1AM
IAM
EC2 Manage User Access and Encryption Keys
RDS EC2 CodeStar
VPG Lightsail CodeCommit
Elastic Container Service CodeBuild
Lambda CodeDeploy
Batch CodePipeline
Elastic Beanstalk Cloud8

X-Ray
Figure 10-1. Find IAM on the AWS Services Console
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2. Click on Encryption Keys (see Figure 10-2). You'll
then see a list of encryption keys already created or
available for use for the account.

Resource Groups ~ %

h 1AM « Welcome to Identity and Access Management

|AM users sign-in link:

Dashboard

G hitpe://0814333197T 1. signin.aws Customize | Copy Link
roups

Users IAM Resources

Roles Users: 1 Roles: 1

Policies Groups: 3 Identity Providers: 0

n 3 Customer Managed Policies: 0
Identity providers

Account settings Security Status S 3 out of 5 complete.
Credential rey
o Delete your root access keys b4
A\, Activate MFA on your root account v

Encryption keys

™ Create individual IAM users v

Figure 10-2. Click on Encryption Keys on the left

3. Click on the Create Key button to begin creating a
key, as shown in Figure 10-3.

Dashboard Region: US East (N. Virginia) » @
Groups

Alias = KeyID = Status +
Users
Roles i rdsencryption 5c3e2dbf-2c5¢-408b-al3e-e... Enabled
Policies aws/rds be353325-a32a-4f87-b9b5-... Enabled

Identity providers

Figure 10-3. Click Create Key
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4. Choose an alias name to identify the key. Add a
description that helps you uniquely identify and
understand the purpose of this key. See Figure 10-4.

Create Alias and Description

Provide an alias and a description for this key. These properties of the key can be changed later. Learn more.

Alias (required) mypgmasterkey

Description Master Key

~ Advanced Options

Key Material Origin O KMS External
Help me choose

Figure 10-4. Add an alias and description for this key

5. Click on Next Step. You may want to proceed to the
next step when it asks you to add tags. You should
now see an option to choose an admin user who
can manage the key being created (see Figure 10-5).
Click Next Step once you have chosen the user.

Define Key Administrative Permissions
= Key Administrators

Choose the LAM users and roles that can administer this key through the KMS API. You may need to add additional permissions for the
users or roles to administer this key from this conscle. Learn more.

Showing 2 results

[7]  Name 2 Path % Type
v myuser / User
[ rds-monitoring-role / Role

~ Key Deletion

v/ Allow key administrators to delete this key. ©

ot e | (D

Figure 10-5. Choose the admin user
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6. Now you can choose the user or role that will
use this key to encrypt or decrypt data from
applications, as shown in Figure 10-6. Click Next
Step to proceed.

Define Key Usage Permissions
= This Account

Choose the IAM users and roles that can use this key to encrypt and decrypt data from within applications and when using AWS services
integrated with KMS. Learn more .

Showing 2 results

[ Name $ Path % Type =
v  myuser f User
rds-monitoring-role f Role

~ External Accounts

Specify which external accounts can use this key to encrypt and decrypt data. Administrators of the accounts you specify are responsible

frr mananinn the narmissinns that allow thair IAM mars and milas tnousa this kev | sarn moms
oo

Figure 10-6. Choose the IAM users and roles

7. Click Finish to complete creating the key.

Enable Encryption for an RDS Instance

It is not possible to enable encryption for all the RDS instance types during
instance creation. You have a list of instances that use encryption at the
time of instance creation, as shown in Figure 10-7. You can choose the
master key that you created in advance, before creating an RDS instance
that needs to be encrypted (we are talking about data at rest).
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Encryption

Encryption
© Enable Encryption

Select to enc t the given instance. Master key ids and aliases appear in the list after they have been created using the Key
Management Service{KMS) console. Learn More.

Disable Encryption

Master key info

rdsencryption v

Description Account KMS key ID

rdsencryption This account(081433319771) Sc3e2dbf-2c5¢c-408b-a13e-ef528193f3ee

Figure 10-7. Enabling encryption

You cannot enable encryption for an Amazon RDS DB instance
after the DB instance is created. It is still possible to create an encrypted
snapshot and restore a database using an encrypted snapshot. Once the
encryption is enabled, you cannot disable encryption for the instance.
The master and read replicas must both be encrypted with the same key
and you cannot have a master or read replica with only one of them being
encrypted.

Amazon also supports SSL encryption for PostgreSQL DB instances.
SSL is the preferred mode of encryption for data in motion, while KMS can
be used for encrypting data at rest.

To connect to a PostgreSQL instance using SSL, you can use the

following steps.

1. Download the certificate stored at https://
s3.amazonaws.com/rds-downloads/rds-combined-
ca-bundle.pem.

2. Import the certificate.
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3. Force connections over SSL by setting the
rds.force_ssl parameter to 1. Itis set to 0 by default.
A value of 1 would set SSL encryption to ON forcefully.

Once you set the parameter to ON in the parameter group, this is how
the connection output looks.

$ psql postgres -h $hostname -p 5432 -U myuser

psql (9.6.4, server 9.6.4)

SSL connection (cipher: DHE-RSA-AES256-SHA, bits: 256)
Type "help" for help.

postgres=>

Encryption on an Amazon EC2 Instance

Amazon supports encryption of EBS volumes, making it possible to
encrypt data at rest. Encryption is supported by all EBS volume types of

an EC2 instance such as General Purpose, Provisioned IOPS, Throughput
Optimized HDD, Cold HDD, and Magnetic. Encrypted volumes come with
a performance cost, although it’s negligible for several workloads. EBS
volume encryption is available by default for only a selected list of EC2
instances, as shown in the list in Figure 10-8.
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Instance  Instance types that support Amazon EBS encryption

family
General t2.nano | t2.micre | t2.small | t2.medium | t2.large | t2.xlarge | t2.2xlarge |
purpose m3.medium | m3.large | m3.xlarge | m3.2xlarge | md.large | md.xlarge | md.2xlarge |

mé4.4xlarge | mé.10xlarge | m4.16xlarge | mS.large | m5.xlarge | m5.2xlarge |

mS.4xlarge | m5.12xlarge | m5.24xlarge

Compute  e3.large | e3.xlarge | e3.2xlarge | c3.4xlarge | e3.8xlarge | c4.large | c4.xlarge |
optimized  c4.2xlarge | c4.4xlarge | c4.8xlarge | c5.large | c5.xlarge | €5.2xlarge | c5.4xlarge

| e5.9xlarge | ¢5.18xlarge

Memory r3.large | r3.xlarge | r3.2xlarge | r3.4xlarge | r3.8xlarge | r4.large | r4.xlarge |

optimized  r4.2xlarge | r4.4xlarge | r4.8xlarge | rd.16xlarge | x1.16xlarge | x1.32xlarge |
xle.xlarge | xle.2xlarge | xle.dxlarge | xle.Bxlarge | xle.léxlarge | xle.32xlarge |
crl.8xlarge

Storage d2.xlarge | d2.2xlarge | d2.4xlarge | d2.8xlarge | hl.2xlarge | hl.4xlarge |

Optimized hl.8xlarge | hl.léxlarge | i2.xlarge | i2.2xlarge [ i2.4xlarge | i2.Bxlarge | i3.large
| i3.xlarge | 13.2xlarge | i3.4xlarge | i3.8xlarge | i3.16xlarge

Accelerated f1.2xlarge | £1.16xlarge | g2.2xlarge | g2.8xlarge | g3.4xlarge | g3.8xlarge |

computing  g3.16xlarge | p2.xlarge | p2.8xlarge | p2.16xlarge | p3.2xlarge | p3.8xlarge |
p3.léxlarge

Figure 10-8. Instance types that support Amazon EBS encryption

You can choose to enable encryption for your EC2 instances at the time
of creation. As shown in Figure 10-9, while creating your EC2 instance,
under the Storage section, choose the EBS volume of any type and click on
the checkbox that allows you to enable encryption.

1. Choose AM 2 Choose Instance Type 3 Configure instance 4 Add Storage 5. Aod Tags 8 Configure Security Group 7 Ravarw

Step 4: Add Storage

Your instance will be launched with the foliowing storage device settings. You can attach additional EBS volumes and instance store volumes 10 your instance, of
edit the settings of the root volume. You can also attach additional EBS volumes after launching an instance, but not instance store volumes. Learn more about
storage options in Amazon EC2

Devi Size OPS T Delete on B tod
Volume Type | ; Snapshot | (GiB) Volume Type | i MB/) | Termination i
( [
Root lcevixvda  snap-055cficic1ddagSle S0 Provisioned IOPS B 20000 N/A Not Encrypted
EBS B /oevsao g ensit 500 Provisioned 10PS [ 20000 WA L] [x]

Add New Volume

Figure 10-9. Enabling encryption for EC2 instances at the time of
creation
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Encryption for Rackspace Cloud Servers

The purpose of encryption is to secure your data. However, encrypting
data may involve some overhead, which means that backing up and
restoring encrypted data takes significantly longer. If you really want
encryption for your data, go for it, but don’t forgot the overhead costs.
Rackspace provides encryption for your backups using AES-356
encryption. You need to create a key or a passphrase that’s known only to
you. Without the key or passphrase you will not be able to recover your
backups. Once you choose to encrypt the backups, you cannot disable
encryption. However, you can change your passphrase when you want.
To encrypt your backups, perform the following steps:

1. Click on the Backups tab and then on Systems in the
Rackspace portal, as shown in Figure 10-10.

T MANAUEY INFRAD

Databases Backups

CLOUD SERVER BACKUPS
Systems
Backups
Activity
Il Regions (Global) ~. Preferences

= MYSQL BACKUPS
142.160 MySQL Backups
v Configure a Backap.

Figure 10-10. Choose backup systems
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2. From the backup settings, click on the Enable

Encryption option.
Cloud Backup Systems
|Saarr:h 1 systems. fo] | | 9@ All Regions (Global) ~ ‘
Name « Operating System IP Address
I i+ Server-01 CentOS Linux 7.4.1708 64-bit 104.239.142.160
BACKUP 1
Create Backup...

Restore Backup...

BACKUP AGENT
Enable Encryption...
Cleanup...
Disable...

Delete...

3. Enter a passphrase for encryption, as shown in
Figure 10-11.

CLOUD BACKUP AGENT
Server-01
Backup Encryption

New Passphrase

Re-type Passphrase

Ty o
Figure 10-11. Choose a passphrase for encryption
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Encrypting the data contained in your backups from
this system provides an additional level of security.
Without having the passphrase, the contents of
your backup are unreadable. Thus, be sure to use

a passphrase that you will remember. If you forget
your passphrase, you will not be able to recover the
data from your backups.

Once encryption has been enabled, you will not be
able to disable it.

4. Once you encrypt it, you can see in the backup
configuration details that your backup is encrypted,
as shown in Figure 10-12.

CLOUD BACKUP CONFIGURATION £# Actions ~

backup_3122017

Configuration Details

System  Server-01 [ Backup agent is connected.

Schedule  This backup is not scheduled and must be run manually.
Version Relention  Modifications since the last backup are kept indefinitely.
Notification  Inform baji.db il.com when a back fully or fails to ph

Encryption  This backup is encrypted.

Figure 10-12. The backup has been encrypted

Encryption for Google Cloud Instances

In previous chapters, we discussed creating instances, cloud storages,
cloud SQL instances, and how to back up instances and replication/high
availability of instances. Now, let’s look at encrypting the data when we use
Google cloud.
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Encrypting Cloud Storage

Encryption of data for Google cloud storage is on the server side by default.
It will be encrypted before it is written to disk and needs no extra charges.
This encryption is data at rest using AES-256 encryption. Server-side
encryption keys will be managed by Google cloud storage, so you do not
need to worry about the keys. To enable encryption, you don’t need to
perform any additional configuration. The overhead is very small so there
is no visible performance impact.

If you don’t want to use default encryption, you can choose your own
encryption option when you provide your own encryption keys for server-
side encryption. It will replace the default encryption keys. However, you
are responsible for your keys. If you lose your keys, you will not be able to
use your backups.

The steps to set up encryption using the Customer-Supplied
Encryption Keys are at https://cloud.google.com/storage/docs/using-
encryption-keys.

More options to encrypt data at rest are at https://cloud.google.
com/security/encryption-at-rest/.

Cloud SQL Encryption
Encryption for cloud SQL can be done in two ways.
o Using SSL

o Using Proxy

Using SSL

Cloud SQL supports connecting to your PostgreSQL instances using SSL.
It works on certificates. Server-side certificates are self-signed and need a
certificate at the client side. These certificates work together to enable the
server (instance) and client (application) to encrypt their communication.
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You can manage your certificate through the console. Select Cloud SQL
on left panel of the console and then click on the instance and use the SSL
tab to see/manage your certificates. See Figure 10-13.

g SQL & Instance details # EDIT & IMPORT & EXPORT ) RESTART W STOP W DELETE
tgresqtbook1 .
1] ,r::s“?: > @ postgresql-book-test-instance
us-centrall-f PostgresoL EEED
postgresgl-book-.
B readreplica OVERVIEW USERS DATABASES AUTHORIZATION sSL BACKUPS REPLICAS ol

ug-cemrallc

5L Configuration
The ser

1D Your server certificate expiras on Nov 18, 2019, 1:19:23 AM
Toissue a new server certificale, reset the SEL configuration.

View Server CA Centificate  Resel SSL Configuration

Clant Cortificates

croaticn.

Figure 10-13. Managing SSL configuration

Using Cloud Proxy

Another way to secure your connection is using cloud proxy. That way, you
need not whitelist your IP addresses or configure SSL. More information

on Cloud Proxy is at https://cloud.google.com/sql/docs/postgres/
sql-proxy.

Encryption for Azure Cloud Services

When it comes to data security, Azure Database for PostgreSQL has
features that protect data at rest and in motion, limit access, and help you
monitor activity. If you want to know more about Azure's platform security,

visit the Azure Trust Center at https://www.microsoft.com/en-us/
trustcenter.
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This section covers encryption for PostgreSQL services on Azure. There
are two ways to secure the data—one is to encrypt the data at rest or in
motion and the other is to secure the connection.

This service uses storage encryption for data at rest. Except temporary
files created by the engine while running the queries, all the data,
including backups, are encrypted on disks. The encryption type that the
service uses is AES 256-bit, which is included in Azure storage encryption.
You do not need to manage keys, as they are system managed. Encryption
for storage is ON by default and you cannot disable it.

When it comes to data in motion, the Azure Database for PostgreSQL
service is configured to require SSL connection security. Enforcing SSL
connections between your database server and your client applications
helps protect against "man in the middle" attacks by encrypting the data
stream between the server and your application. Optionally, you can
disable requiring SSL for connecting to your database service if your client
application does not support SSL connectivity.

As storage encryption is ON by default and we do not have any option
to change it, let’s look at enabling SSL for PostgreSQL connections.

1. Select your PostgreSQL instance from your
resources, as shown in Figure 10-14.
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dagd P = T == Columns () Refresh

Subscriptions: Free Trial

Filter by name.. Al resource groups v | | Alypes w | | Alliocat
10 isems:
] s TYPE RESOURCE GROUP

B rewnesourcevmdiag6d

Storage sccount PEW-rasaUrCe VM
"3 new-resource-vm-vnet Wirtual network new-resource-vm
Nutwerk interface W FESOURCE- VT

Azure Database for PostgreSQL server  postgresgl-instance

Virtual machine AW Esounce-vm

S postgresq!-book-deme.vm_OsDisk 1 35coDebdbe1a42T5a1d162520n— Dak NEW-RESOURCE- VM

B portgresql-bock-demo.vmedp Pubbz 1P acdress ew-resounce VM
@) pestgresg!-bock-geme-vm-nsg Hutwerk secuty group w-rusource-vm
5 postgresgidemastorage $torage account Pew-resource-instance
& vaunrer Recovery Service vl ew-resource-instance

Figure 10-14. Select the PostgreSQL instance from the resources

2. Click on Connection Security and you will see the
ENABLED/DISABLED option under SSL settings on
the right panel, as shown in Figure 10-15.

& Oweriew SSLsertings

Bakorchs S0 oo s s e o paged S Emal et o T ot e g st
sevcee. Citk bave b3 leam e,
} newmescescemdisg)é
Erdoree S5 corraction | meneen] osarn
+ new-rescurcewmomet

[ ——1

Fireweall nses
1P postaressl-book-demc-i-
oo cun ootz B e Some mework eavirorrments may ok egort the act Dbl facing 17 adidhens needed 12 accest your server, Contastyour
prm— Setwede aiemeanr e | BEAg piur 1 AASreLE E0H FO% M BEESEL 1 o LEeE
[
o Pricag ter
B powsgresy)-bock-dema-v
T AuLENAME arre wow
T It Praperies
[ e & Lo
& v Dew.nie. w1en RIN2EISS
wonaToRNG

Figure 10-15. Enabling SSL for PostgreSQL connections

307



CHAPTER 10  ENCRYPTION ON THE CLOUD

Many applications that use PostgreSQL for their database services—
such as Drupal and Django—do not enable SSL by default during
installation. So, make sure your application supports SSL before you
enable it for database service.

For applications that require certificate verification for SSL
connectivity, see the steps at https://docs.microsoft.com/en-us/
azure/postgresql/concepts-ssl-connection-security#applications-
that-require-certificate-verification-for-ssl-connectivity.

Summary

This chapter covered encrypting data and how doing so helps in terms

of security. We also talked about encryption of virtual machines and
PostgreSQL service data at rest and in motion. We hope that this chapter
has helped readers understand the need for encryption and how to do
that in the cloud for each vendor. In the next chapter, we cover connection
pooling in detail—what is it, how it works, and what solutions are available
for each cloud vendor in terms of it.
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CHAPTER 11

Connection Pooling
on the Cloud

This chapter covers what a connection pooler is and how it helps database
connections. We include installation and configuration of external
connection poolers like pgBouncer on each cloud vendor, as well as
external connection poolers like DBCP on all cloud venders. Apart from
learning about the external tools, you'll learn how to set up connection
poolers at the application level.

Connection Pooling

To get started with connection pooling, you learn how connections are
handled in PostgreSQL. When an application or an application server (aka,
a client) sends a request to PostgreSQL database for a connection, the
postmaster listens to it first.

It is similar to a listener for Oracle. The postmaster listens to
the connection and forks another backend process for it. The client

connection now has a process in the operating system.
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What Is Forking?

Forking is the process of creating a child process that looks identical to the
parent process that created it. This child process is also called a fork. Both
the parent and the child process have the same code segment, but with
a different address space. The child process has a different process ID. In
a multiprogramming operating system, semaphores are used to control
access to a common resource. The same semaphores as parent processes
will be open in child process.

Figure 11-1 shows a good example of forking in Linux.

lavinash@OpenSCGSps -eaf | grep postgres
3 1 2214

postgres & pts/fe 9@:80:0@ Sfusr/pgsql-9.5/bin/postgres -D /var/lib/pgsql/9.5/data
postgres 2237 2236 22:46 20:98:00 postgres: logger process
postgres 2239 2236 22:46 20:98:80 postgres: checkpointer process

postgres 2248 2236
postgres 2241 2236
postgres 2242 2236
postgres 2243 2236
root 2291 2187
postgres 2292 2291
postgres 2324 2234
postgres 2329 2236
postgres 2355 2292
postgres 2356 2292
lavinash@0pensSCGS

22:46 20:08:00 postgres: wal writer process

22:46 9e:00:00 postgres: autovacuum launcher process

22:46 98:00:00 postgres: stats collector process

22:49 prs/e 98:08:00 su - postgres

22:49 pts/e 9@:80:0@ -bash

22:49 7 20:08:80 postgres: postgres postgres 192.168.8.9(58686) idle
22:49 7 20:98:00 postgres: postgres postgres 192.168.8.9(58612) idle
22:51 pts/e 9e:ee:9@ ps -eaf

22:51 pts/e 20:90:88 grep --color=auto postgres

2
?

22:46 7 20:08:00 postgres: writer process
7
?
?

OO

Figure 11-1. An example of forking in Linux

In Figure 11-1, note that the process ID of the parent postgres process
is 2236.

As discussed in the PostgreSQL architecture, there are several backend
utility process started by Postgres, such as the writer process, the logger
process, the checkpointer, the WAL writer, etc. All these processes are
created or forked by the postmaster as child processes. If you observe
carefully, you see a different process ID for each of these child processes,
but with the same parent process ID (2236) as the parent process. In the
last four lines of the output in Figure 11-2, you can see idle connections
from 192.168.0.9. These are two client connections for which two child
processes have been created by the Postgres parent process.
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postgres 2324 2236 @ 22:49 7 20:80:09 postgres: postgres postgres 192.168.0.9(58606) idle
postgres 2329 2236 @ 22:49 7 29:80:88 postgres: postgres postgres 192.168.8.9(58612) idle
postgres 2355 2292 @ 22:51 pts/e ©09:80:92 ps -eaf

postgres 2356 2292 © 22:51 pts/e 00:900:00 grep --color=auto postgres

avinash@OpenSCGS

avinash@0penSCGS

avinash@OpenSCGEpsql

psql (9.5.7)

Type "help® for help.

postgres=# select pid, state from pg_stat_activity ;
pid | state
...... PO
2324 | idle
2329 | idle
2397 | active
(3 rows)

Figure 11-2. Child processes created for the client connections

Every child process created for the client connections can be observed
in pg_stat_activity, as shown in Figure 11-2.

Understanding Why Process Creation Is Costly

Several system resources are involved in creating a process in the operating
system. Likewise, once a client connection is closed or terminated, it
involves several system resources in closing a child process. Consider a
critical production database server that takes over 1000 transactions per
second. For every client request, a process needs to be opened and closed
by the server. Creating or forking a process for every client connection in
such a production database system is very costly and time consuming.
More time is consumed while creating address space, file descriptors the
same as parent processes, and semaphores for the child process.

What Is Connection Pooling and How Can
It Help?

Connection pooling is a mechanism that uses a cache of connections that
are maintained on the database server. This helps applications reuse the
already established connections on a database.
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Reusing the already existing connections avoids the time consumption
involved in starting and stopping processes for every client request.
Applications either use a built-in connecting pooling mechanism or
external connection poolers. These connections poolers establish a pool
of connections to the database and keep them persistent until a timeout.
Applications can configure the minimum number of connections that
always exist in the pool and the maximum number of connections that a
pool of connections can reach up to. A connection pooler provides better
performance between an application and a database when compared to
an application without an connection pooler.

PgBouncer

PgBouncer is an open source, lightweight connection pooler that is
designed and built for PostgreSQL databases. Applications that do not
support native connection pooling can implement pgBouncer-like
external connection poolers to achieve better performance results. Just as
with the definition of connection pooling, pgBouncer establishes a pool of
connections upon client requests, having all the established connections
placed back into the pool when the client disconnects. This pool of
connections can be reused by further client requests.

PgBouncer can understand the startup parameters on the PostgreSQL
database. It also detects changes to the startup parameters and ensure
that the parameters remain consistent for clients. The startup parameters
include timezone, datestyle, client_encoding, application_name, and
standard_conforming strings.

PgBouncer supports three modes of connection pooling:

e Session pooling
e Transaction pooling

o Statement pooling
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Let’s begin by understanding what mode you should use while using
pgBouncer.

Session Pooling

This is one of the most widely used modes, as it is a polite method. When
a client connects, a server connection is created on the DB server and it is
assigned to the client connection. That server connection or child process
stays with the client for the entire duration until the client disconnects.
This mode supports all PostgreSQL features.

Transaction Pooling

We have seen PgBouncer performing better with transaction pooling.

In Transaction pooling, a server connection is assigned to the client only
during a transaction. If the transaction is over, the server connection will
be placed back into the pool. Unlike session mode, transaction mode
does not let a client connection stay until the client is disconnected.

A server connection will be assigned for every transaction and taken back
once it is over.

There are a few features that could break if the application does not
cooperate. For example, transaction mode does not support prepared
statements. Prepared statements reuse the execution plan and the cache
of the first SQL. In this mode, the client connection is disconnected once
the first transaction is over. The next SQLs cannot take the advantage of
an SQL being prepared. If your application logic does not support all of its
logic to be completed within a single transaction but depends on the entire
session that got established, transaction pooling is not a good choice. You
should instead look for session pooling.
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Statement Pooling

Statement pooling is the most aggressive. It does not support transactions
with multiple statements. For every statement, a server connection is
assigned and the connection is placed back into pool when the statement
is finished. This is mainly used for auto-commit of every statement of the
client. If you are using transactions with multiple SQLs or sessions with
multiple transactions, this pool may not be the right choice for you.

When Should You Think About a PgBouncer?

PostgreSQL is observed to have scaling issues with connections if the
native application pooler is not configured properly or if there is no
application pooler. There is a general rule that PostgreSQL scales up

to 350 transactions per second without any connection pooler and the
performance is optimal. This number may be higher or lower depending
on your application logic, server configuration, and other reasons. There
is no such hard limit as to when you should implement a connection
pooler. However, with increasing demand of connection traffic from an
application, we must think about introducing the correct connection
pooler. This is because every connection established directly is a process
fork with a resident memory of up to 10 MB or more. If you have 1000
connections, you should be able to save around 9 to 10GB of RAM.

Most of the production database environments deal with several tens
of application servers. Each individual application server may have either
built-in connection poolers or external connection poolers. Consider
an example where 20 app servers establish over 10 connections every
second to the database on an average. You may need to have a connection
pooler on every app that establishes a minimum of 10 connections to the
database, which can go up to 20 or 30 assuming the highest transaction
peak. If you observe that the active connections on the database at any
given time are not more than 50, this is because not all app servers are
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expected to get the same load. You may still need to have several idle
connections opened on the database. There is a cost to maintaining those
idle connections.

We have observed several situations in real-time scenarios where the
application pooler fails to terminate the maximum pool of connections
established during a huge peak due to the timeout settings. There are
also situations where the process memory area created by the previous
statement is held in memory but not released. This is mostly useful in
prepared transactions or prepared statements. The prepared transactions
require the SQL to be pre-cached so that further SQLs reuse the cached
buffers. This has been observed to be a pain point. If the memory used
by the previous transaction is not released, you would always see a lot of
memory being used even when you have 3 to 10 active connections on
the database. There could be some settings on the application pooler that
allow you to reset the cache created by the transaction upon its disconnect.
This is configurable with a few poolers and may not be configurable across
the board. PgBouncer allows you to have parameters in place that take care
of resetting the memory used by the previous SQLs.

One of the most difficult tasks with connection poolers on application
servers is high availability. When a master or primary database is down,
you need to promote its slave to the master and ensure that all the app
servers connect to the newly promoted master. This involves modification
of the connection strings on all application servers with great downtime.

If your application servers connect to a pgBouncer, it just involves
modification of one connection string. That redirects all connections to
the newly promoted master. We discuss the steps involved in setting up a
high availability cluster using pgBouncer that also serves the purpose of
connection pooler in this chapter.
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Installing PgBouncer

If you have very few application servers, you may want to build pgBouncer
on all of them. However, in an environment that has several tens of
application servers, you may need to build pgBouncer externally and have
all the application servers connect to it. See the following instructions on
how to install and configure pgBouncer in a Linux environment.

These steps were performed on a CentOS 7.3 operating system:

1. Have the latest pgdg repo installed on your virtual
machine. Pgdg repo contains a list of Postgres
software being used by users in their production
environments. You have to install the pgdg repo
that suits your operating system and the PostgreSQL
database version.

Say that you need PostgreSQL 9.6 on CentOS 7.3
OS. In that case, you would use the following link
and click on the PostgreSQL version that suits your
needs.

https://yum.postgresql.org/

Figure 11-3 should help you understand how you
can choose the pgdg repo that has all the software
that’s built and tested for the PostgreSQL version
you choose.

Let’s assume that you need PostgreSQL 9.6. Click on
it to proceed.
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Available PostgreSQL Releases

« 9.1 (no longer maintained by upstream)
= 5.0 (no longer maintained by upstream)
« 8.4 (no longer maintained by upstream)
« 8.3 (no lenger maintained by upstream)
« 8.2 (no longer maintained by upstream)
« 8.1 (no longer maintained by upstream)
+ 8.0 (no longer maintained by upstream)
+ 7.4 (no longer maintained by upstream)
= 7.3 (no longer maintained by upstream)

Figure 11-3. Click on PostgreSQL 9.6 to proceed

2.

Now you get an option to choose the operating
system on which you want PostgreSQL or its tools
to be installed (see Figure 11-4). Select the OS on
which you need to install pgBouncer (same as with
the PostgreSQL database OS).
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= PostgreSQL 9.6
o Red Hat Enterprise Linux 7 - x86 64
o Scientific Linux 7 - x86_64
o CentOS 7 - x86_64
o QOracle Enterprise Linux 7 - x86 64

o Red Hat Enterprise Linux 7 - PPC64LE
o CentOS 7 - PPC64LE

Red Hat Enterprise Linux 6 - x86_64
Red Hat Enterprise Linux 6 - i386
CentOS 6 - x86_64

Scientific Linux 6 - x86_64

Oracle Enterprise Linux 6 - x86 64
Amazon Linux AMI 2015.03 - x86_64

-]
=]
o
o
o
(-]

o F ra27 -x 64
o Fedora 26 - x86_64
o Fedora 25 - x86_64

Figure 11-4. Choose the operating system to install PostgreSQL

3. Now you can either click on the OS version that
suits you or copy the link. If you click on it, it will
download the rpm for you. Instead, right-click on
CentOS 7 - x86_64 and choose Copy Link Address.
This link can be directly used in the pgBouncer
server.

This is how the link appears when you copy it for
CentOS 7:

https://download.postgresql.org/pub/
repos/yum/9.6/redhat/rhel-7-x86_64/pgdg-
centos96-9.6-3.noarch.rpm

4. Getthe pgBouncer ready with a hard disk of at least
30GB. As we do not want to store several days or
years of pgBouncer logs, we may need very small
storage. pgBouncer is a single process. Thus, you
may not need a very huge server configuration to set
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it up. A server configuration with 8GB RAM and four
CPUs may be good for a database that takes over
1000 to 2000 or more transactions per second.

As aroot user, install the pgdg repo rpmon the
pgBouncer server.

Here is the command to install it. As you can see
in the command, we can directly use the link

to download the pgdg repo rpmand yumwill
download and install it automatically.

# yum install https://download.postgresql.
org/pub/repos/yum/9.6/redhat/rhel-7-x86_64/
pgdg-centos96-9.6-3.noarch.rpm

You may press Y when asked for confirmation to
install the pgdg repo. Once it’s installed, you should
be able to see a new repo file created in the /etc/
yum.repos.d directory. See Figure 11-5.

[root@localhost yum.repos.d]# ls -alrth | head -4
total 44K
-rw-r--xr--. 1 root root 1012 Sep 20 2016 pgdg-96-

centos.xrepo

-IW-r--r--. 1 root root 2.9K Nov 29 2016 CentOS-
Vault.repo

-IW-r--r--. 1 root root 1.3K Nov 29 2016 CentOS-

Sources.repo
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[root@localhost ~J4 yum install https:/fdownload.postgresql.org/pub/repos/yun/9. 6/ redhat/rhel-7-x86_64/pgdg-centos9é-9. -3 noarch. rpm
Loaded plugins: fastestmirror

pgdg-centos9é=9.6~3.ncarch. rpm | 4.7 kB @2g:20:80
Examining [var/tmp/yum-root-D7cdAR/ppdg-centosP6-9.6-3.noarch.rpn: pgdg-centos?é-9.4~3.noarch

varking Jvar/tms/yum-root-D7cgng/cQog-centosie-7.6-3.noarch. xpm to be installed

Resolving Dependencies

-=> Running transaction check

=3 Package pgdg-centosPs.nearch 8:9.46-3 will be installed

—-» Finished Dependency Resslution

Dependencies Resolved

Package Arch version Repository Size

Installing:
pgdg-centos?é noarch 9.6-3 /pgdg-centos94-9.46-3.noarch 2.7k

Transaction Summary

Install 1 Package

Total size: 2.7 k
Installed size: 2.7 k

Is this ok [y/d/N]: y
Covnloading packages:
Running transaction check
Running transaction test
Transaction test succeeded
Running transaction

Installing : pgdg-centos9é—9.6-3.noarch /1
Verifying : pgdg=-centos$6=9.6=3.ncarch 171
Installed:

pgdg-centos9s.noareh 9:9.6-3

Conplete!

Figure 11-5. The new repo file created in the /etc/yum.repos.d
directory

6. Now search for the pgBouncer software and install
it. These commands help you list the package
named pgbouncer and install it. See Figure 11-6.

# yum list pgbouncer
# yum install pgbouncer -y
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[[root@localhost ~1# yum list pgbouncer
Loaded plugins: fastestmirror
Loading mirror speeds from cached hostfile
% base: mirror.its.dal.ca
* extras: centos.mirror.ca.planethoster.net
#* updates: mirror2.evolution-host.com
Available Packages
pgbouncer.x86_64 1.7.2-7.rhel?7 pgdg%é6
[[root@localhost ~1#
[[root@localhost ~]#
[[root@localhost ~]#
[[root@localhost ~]# yum install pgbouncer -y
Loaded plugins: fastestmirror
Loading mirror speeds from cached hostfile
#* base: mirror.its.dal.ca
#* extras: centos.mirror.ca.planethoster.net
#* updates: mirror2.evolution-host.com
Resolving Dependencies
—-> Running transaction check
———> Package pgbouncer.x86_64 ©:1.7.2-7.rhel7 will be installed

Figure 11-6. Finding and installing the pgBouncer software

7. Ifyou observe Figure 11-7 closely, you can see that a
user by the name pgbouncer has been automatically
created for pgbouncer.

Verify that pgBouncer is installed. The following
command verifies the version of pgBouncer
installed.

# su - pgbouncer
$ pgbouncer --version
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[rootRlocalhost ~]# whoami

root

[root@localhost ~]# su - pgbouncer

Last login: Sun Dec 3 10:42:44 EST 2017 on pts/@
[pgbouncer@localhost ~]$ pgbouncer ——version
pgbouncer version 1.7.2

[pgbouncer@localhost ~1$ 1ls -1 /etc/pgbouncer/
total 24

-rwx—————=. 1 root root 798 Dec &6 2012 mkauth.py

-rw-r--r--. 2 root root 1126 Jul 18 09:43
-rw-r——r——. 2 root root 1126 Jul 18 09:43 I €14 3'1e
-rw-r--r—--. 1 root root 8580 Jul 18 ©9:42 pgbouncer.ini
[pgbouncer@localhost ~1$ [

Figure 11-7. The user pgbouncer has been automatically created for
pgbouncer

All the configuration files of pgBouncer are located
by default in the /etc/pgbouncer directory.

8. Create all the required directories needed by
pgBouncey, if they don’t already exist. Here are the
directories needed to log pgBouncer error logs and
messages and the directories to create the socket
files or lock files of pgBouncer:

mkdir -p /var/log/pgbouncer/

mkdir -p /var/run/pgbouncer/

chown -R pgbouncer:pgbouncer /etc/pgbouncer/
chown -R pgbouncer:pgbouncer /var/log/pgbouncer/
chown -R pgbouncer:pgbouncer /var/run/pgbouncer/

9. Change the configuration file to let your application
connect through pgBouncer to master or slave
PostgreSQL servers. The following example
pgBouncer file should help you build a better
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pgBouncer setup the first time. However, you may
still need to make modifications depending on your
application requirements.

$ cat /etc/pgbouncer/pgbouncer.ini

[databases]

master = host=MasterServerIP port=5432
dbname=testing

slave = host=SlaveServerIP port=5432
dbname=testing

listen addresses = *

[pgbouncer]

logfile = /var/log/pgbouncer/pgbouncer.log
pidfile = /var/run/pgbouncer/pgbouncer.pid
listen addr = *

listen port = 6432

auth_type = md5

auth_file = /etc/pgbouncer/cfg/pg_auth
admin_users = postgres

postgres

pool mode = session

server reset query = DISCARD ALL
ignore_startup parameters = extra_float_digits

stats_users

server check query = select 1
max_client conn = 200
default pool size = 10

log connections = 1

log disconnections = 1

log pooler errors =1

server lifetime = 600
server _idle timeout
autodb_idle timeout

60
3600
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Let’s try to understand all these parameters to
understand and build it better.

Under the [databases] section, you need to give
the alias names to your master and slave DB servers.
I refer to my master DB server as master and the
slave DB Server as slave. You can give an alias of
my choice that helps you identify the name and
determine if it is a master or a slave.

o listen_addresses: Same as with PostgreSQL, you
see a parameter that allows you to let only a fixed
range of IPs or all IPs connect through pgBouncer
to your DB Server. However, this does not bypass
the pg_hba. conf file on your DB server. Restricting
IPs through this setting may allow you to avoid
pgBouncer, by allocating a connection from the
pool for an IP that is not allowed to connect a

master or slave DB server.

o listen_port: This is the port on which your
pgBouncer should listen for connections. The
default port of pgBouncer is 6432. You can always
modify it and choose a port that is not being used
by any other service on the pgBouncer server.

o logfile: You pass the log file name where
pgBouncer can log errors and messages.

e pidfile: Thisis the location/filename where
pgBouncer creates a file that contains the process
ID of the pgBouncer service. This file will be
updated upon restart with a new pid.
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auth_type: Defaults to md5. This can be modified
if needed. Encrypted passwords are sent over the

wire.

auth_file: This is the name of the file used to load
the usernames and passwords. This contains the list
of users who can connect to the database through
pgBouncer. This file contains two fields—username
and password—surrounded by double quotes.

For example:

"app_user_reads" "md5abcd1234efgh5678"
"app_user writes" "md5abcd5678efgh1234"

To get the list of users and md5 passwords of
database users, you can run the following SQL in
the database and store the output in this file.

| [usename| | | |[passwd| |

""" from pg_shadow;

select

admin_users: Defaults to null. This is the list of
users who can run all commands on the console.

stats_users: List of DB users who can run read only
queries on the console, such as SHOW commands.

pool_mode: This is the parameter that lets you
choose the mode from the list of three modes
possible for pgBouncer, as discussed earlier.

server_reset_query: This cleans the changes made
to a database session leaving the session in a no
cached state. DISCARD ALL cleans all the cache.
DEALLOCATE ALL simply drops prepared statements.
This parameter is not needed for transaction mode.
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o max_client_conn: The maximum number of client
connections allowed, including all the pools that
can be created.

e default _pool size:A poolis created for every
combination of user/database. The number of
connections to be allowed per such pool can be
configured using this parameter. The default is 20.

e min_pool size: The number of connections to be
always maintained in the pool considering peak
loads that could request more connections.

o log_connections: Log all successful connections.
Defaultis 1.

o log_disconnections: Log all connection
disconnections. Default s 1.

o server lifetime: This is the time after which the
pooler closes the server connections that have
connected longer than this.

e server idle timeout: Drops all the connections
that have been idle since these many seconds.

e autodb_idle_timeout:If database pools are
unused for these many seconds, they are freed.

10. Now start pgBouncer using service or do so directly.
# service pgbouncer start
Or

$ pgbouncer -d /etc/pgbouncer/pgbouncer.ini
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How Does PgBouncer Work?

Let’s say a user with the username abc established a connection for the
first time to the pgBouncer from an application. PgBouncer would check
if this user authentication was successful by reading its auth file. Once
the user is authenticated successfully, pgBouncer establishes a pool of
connections to the database. It would not just open one connection to the
database. It would opens a default_pool size number of connections.

If the application sends another session using the same user, the pool
of connections will be used and one connection from the pool will be
assigned to the application again. If the first connection is completed from
the application, it disconnects from pgBouncer. But pgBouncer would not
disconnect from the database until a timeout occurs. So, if application
establishes another connection from the same user, the connection the
from pool would be reused.

High Availability While Using PgBouncer

One of the major concerns in any environment is ensuring high
availability. Adding a component or service may add more single point of
failures. To ensure high availability in an environment where pgBouncer
is used as an external connection pooler, you can use the design shown in
Figure 11-8.
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App 1
HA Proxy

F 3

PgBouncer 1 App 2

HA Proxy
Master DB —_—

App 3
HA Proxy

Slave DB

PgBouncer 2 App 4
. v HA Proxy

~_ @

T —

App 5
HA Proxy

Figure 11-8. Design for high availability with pgBouncer

As you can see in Figure 11-8, you can configure two pgBouncer
servers and install HAProxy on all the app servers. Choose two servers
that belong to two different regions and that have pgBouncers installed in
them. Now, HAProxy should connect to any of the available pgBouncer
servers. This way, application connections are always redirected to the
master or slave DB via at least one of the available pgBouncers, thus
ensuring high availability.

Connection Pooling on AWS

PostgreSQL can be installed on AWS either by choosing RDS or an EC2
instance. It is much easier to configure and set up a secured and high
performance PostgreSQL instance on AWS. Similarly, you may choose to
build your application servers on EC2 instances or your own data centers.
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While using your PostgreSQL instance that is being hit with several
hundreds or thousands of transactions per second, you may choose to
involve an external connection pooler such as pgBouncer. This is because
the connection pooler would reuse the connections established to the
database and avoid the time and resource costs involved in starting and
stopping processes. For more details on the need for connection pooling,
see the “Connection Pooling” section of this chapter.

There is no such service for PostgreSQL connection pooling on
AWS. Instead, you may choose to install pgBouncer like external
connection poolers on either the DB servers or on a separate EC2 instance.
It is very easy to install pgBouncer on an EC2 instance.

Here are the steps that you need to follow to install pgBouncer.

1. Create an EC2 instance that is in the same region
as the DB server. To ensure high availability, create
multiple (two) pgBouncer instances.

2. Download and install the latest pgdg repo from
yum.postgresql.org.

# yum install https://download.postgresql.org/
pub/repos/yum/9.6/redhat/rhel-7-x86_64/pgdg-
centos96-9.6-3.noarch.rpm

3. Search for the pgBouncer package and install it.

# yum list pgbouncer
# yum install pgbouncer -y

These are the steps that you need to follow to install
pgBouncer on an EC2 instance. The step-by-step
process of installing pgBouncer is explained in this
chapter in the “Installing pgBouncer” section.
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Connection Pooling for Rackspace Cloud
Servers

There is no separate connection pooler from Rackspace for their cloud or
dedicated servers.

You can use external poolers like pgBouncer for PostgreSQL installed
on Rackspace cloud machines. The steps to install and configure
pgBouncer are already described in this chapter in the “Installing
PgBouncer” section.

You can also use an application level pooling for the PostgreSQL
database. If you are using applications based on Java, widely used ORM
frameworks like Hibernate provide built-in as well as pluggable connection
pooler interfaces. The Postgres JDBC driver supports connection pooling
as a DataSource Implementation. Documentation is available at
https://jdbc.postgresql.org/documentation/head/ds-ds.html.

However, neither JDBC driver-provided pools or Hibernate-provided
pools are recommended for production use. Instead, the most widely used
and advanced connection poolers like C3P0 or DBCP are recommended for
production use. See http://commons.apache.org/proper/commons-dbcp/.

Connection Pooling for Google Cloud
Instances

There have been many discussions about implementing or using a
connection pooler against Google cloud SQL instances. However,

they never end up with a solution. The whole concept is that database
connections in a cloud-hosted environment should be managed
differently than those on a conventional server. In particular, be aware
that your database instance may be taken offline while not in use, and any
pooled connections would be closed. We recommend that you create a

330


https://jdbc.postgresql.org/documentation/head/ds-ds.html
http://commons.apache.org/proper/commons-dbcp/

CHAPTER 11 CONNECTION POOLING ON THE CLOUD

new connection to service each HTTP request, and then you reuse it for
the duration of that request (since the time to create a new connection is
similar to that required to test the liveness of an existing connection).

However, Google cloud is still open for discussions around connection
pooling. They are really interested to know about requirements or
use cases that help to understand the need of connection pooling to
implement it.

One option is the commons DBCP pool (with straight JDBC, no JDO/
JPA). It has a facility for testing a connection before returning from the
pool, which prevents any errors if the database instance goes “to sleep”
The test query adds 10-15ms seconds before every query, which is
acceptable to most of the requirements. DBCP has more efficient ways to
check for dead connections (e.g., every x seconds while sitting in the pool),
but these can't be used because they involve starting up new maintenance
threads that are not allowed in AppEngine.

Of course, this will prevent any errors, but it will not keep some
requests from taking upward of 15 seconds while they wait for the database
instance to come up. You can deal with that by having your monitoring
server hit an URL every five minutes that involves a database call, so even
in periods of very low activity, the database should stay on.

See more at http://commons.apache.org/dbcp/configuration.html.

Here’s how we wire up our data source and transaction manager in
Spring:

<bean id="dsSearchIndex" class="org.apache.commons.dbcp.
BasicDataSource" destroy-method="close">
<property name="driverClassName" value="com.google.
appengine.api.rdbms.AppEngineDriver"/>
<property name="url" value="jdbc:google:rdbms://xxxx.
com:web-prod:searchindex/ctssearchidx"/>
<property name="username" value="xxx"/>
<property name="password" value="xxx"/>
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<property name="testOnBorrow" value="true"/>
<property name="validationQuery" value="select 1"/>
</bean>
<bean id="tmSearchIndex" class="org.springframework.
jdbc.datasource.DataSourceTransactionManager”>
<property name="dataSource" ref="dsSearchIndex"/>
<qualifier value="searchIndex"/>
</bean>
<tx:annotation-driven mode="aspectj" transaction-
manager="tmSearchIndex" />
<bean id="daoSearchIndex" class="com.commentous.
searchindex.SearchIndexJdbcDao">
<property name="dataSource" ref="dsSearchIndex"/>
</bean>

If you want to install PgBouncer on Google cloud virtual machines,
follow the steps explained in the “Installation of pgBouncer” section after
you create the machine and connect to it.

Connection Pooling for Azure Cloud
Instances

Like some of the other venders, there is no special connection pooler
implemented for Azure database for PostgreSQL instances or PostgreSQL
installed on virtual machines. You need to use external pooling software
like pgBouncer or pool the connections at the application level. Since you
have learned about pgBouncer in this chapter, can consider implementing
itin this case.

Once you have connected to your Azure cloud virtual machine, you
can follow the steps explained in the “Installation of PgBouncer” section.
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Apart from using external tools, if you want to connect your application

using pooling internally, use the documentation mentioned in the

following list. Explaining the connection of each application is beyond

the scope of this book, so we provide Azure documentation that includes

step-by-step procedures with sample codes and that makes it easy to

implement your applications.

Use Python to connect and query data: https://docs.
microsoft.com/en-us/azure/postgresql/connect-
python

Use Node.js to connect and query data: https://docs.
microsoft.com/en-us/azure/postgresql/connect-
nodejs

Use Java to connect and query data: https://docs.
microsoft.com/en-us/azure/postgresql/connect-java

Use Ruby to connect and query data: https://docs.
microsoft.com/en-us/azure/postgresql/connect-ruby

Use PHP to connect and query data: https://docs.
microsoft.com/en-us/azure/postgresql/connect-php

Use .NET (C#) to connect and query data: https://
docs.microsoft.com/en-us/azure/postgresql/
connect-csharp

Use the Go language to connect and query data:
https://docs.microsoft.com/en-us/azure/
postgresql/connect-go

If you are using applications based on Java, the most
widely used and advanced connection poolers, like
C3P0 or DBCP are recommended for production use.
See http://www.mchange.com/projects/c3p0/ and
http://commons.apache.org/proper/commons-dbcp/.
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Summary

The chapter talked about the need for connection pooling and how it saves
connection timing during new connections. It covered external connection
pooling tools, like PgBouncer and DBCP, and other options for connection
pooling, like setting up poolers in application code. In the next chapter,

we are going to talk about monitoring. We will cover default monitoring
provided by each cloud vendor for cloud servers/virtual machines and
PostgreSQL services.
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Monitoring Cloud
Databases

This chapter covers an introduction to monitoring, including why it is
needed and how it helps in a real-time environment. This chapter also
covers the monitoring that is included by default with each cloud vendor.
The cloud vendors provide different types of monitoring, so you just need to
differentiate among them when choosing the right monitoring. This chapter
includes virtual machines and PostgreSQL services for each vendor.

Monitoring with Amazon Cloud

Amazon Cloud offers several services that let you build your databases,
applications, or your entire infrastructure ecosystem. It is very important to
have one service that lets you monitor the ecosystem built using AWS. As
we are mainly concerned about PostgreSQL on AWS in this book, we

need a service that helps us monitor instances. As you probably guessed,
Amazon offers a service called CloudWatch that helps you monitor your
RDS and EC2 instances. One of the important features needed in an
infrastructure is historic data. CloudWatch Service helps you look into
historic data and analyze the resource utilization so you can rightsize your
AWS instances. All the data collected by monitoring will be retained for 15
months, even if the instance was terminated. This helps you look back at a
certain point in history.
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Monitoring an RDS or an EC2 Instance

Monitoring is enabled for all the RDS and EC2 instances by default.
Statistics or diagnostic data about every RDS Instance is collected every

minute or every five minutes as subscribed and made available for

CloudWatch.
You may want to enable enhanced monitoring when creating your RDS
instance or EC2 instance the first time. See Figure 12-1.
Monitoring
Enhanced monitoring
© Enable enhanced monitoring
Enhanced monitoring metrics are useful when you want to see how different processes or threads use the CPU.
Disable enhanced monitoring
Monitoring Role Granularity
rds-monitoring-role v 60 seconds v
1 second -
5 seconds
Maintenance 10 seconds
15 seconds
Auto minor version upgrade info 30 seconds
© Enable auto minor version upgrade
Enables automatic upgrades to new minor versions as they are released. The automati 60 seconds
window for the DB instance.

Figure 12-1. Enabling monitoring

To access CloudWatch, search for CloudWatch under Services, as

shown in Figure 12-2. You can click on CloudWatch once it appears.

History

| cLovowatcH
Chinch Cloudwateh
EC2 Moatod Restnaces and Appiaations
s oo e T —
EC2 CoaeStar Athena
Tonacte Moma Lightsai CodeComme EMR
Elastic Container Service CodeBuild CloudSearch
Lambda CadeDeploy Elasticsearch Service
Batch CodePipeing Hnesis
Elsstic Beanatalk Ciouds Fineals Video Streams
-y CuickSight

Figure 12-2. Searching for CloudWatch
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There are two types of monitoring possible using CloudWatch.

» Basic Monitoring: This is free. You get seven metrics
that are collected every five minutes free of charge. You
also get three status check metrics for free.

o Detailed Monitoring: Collects the same metrics as the
Basic Monitoring option, but at a frequency of every

minute.

Here are the steps involved in enabling alarms or alerts for EC2 or RDS
instances that are being monitored so that we are notified about service
outage.

1. After logging in to the AWS Console, search for EC2
Under Services and click on it.

2. Now click on Instances to see the list of running EC2
instances on your account, as shown in Figure 12-3.

i comct st
4

Events

Tags (), Filter by tags and attributes or search by keyword
Reparts

@ Name = Instance ID a bk Type - Awvailability Zone ~ | State -
Limits

[ ] i-014154369d5ba81... 2. micro us-sast-1c @ running

| instances
Launch Templates

Spot Requests
Reserved Instances
Dedicated Hosts

Figure 12-3. List of running EC2 instances on the account

3. Choose the instance for which you need to enable
detailed monitoring. Click on Actions. Under the
Actions dropdown, click on CloudWatch Monitoring
and Enable Detailed Monitoring, as shown in
Figure 12-4.
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EC2 Dashboard Launchinstance ~ Q=00 - SRA V= Y N
q

Events

Tags Q) Filter by tags and attributes or searc

Reports

@ MName ~ Instance ID Instance State -

Limits

[ | i-014154360d5b @ running

| Instances
Launch Templates
Spot Requests
Reserved Instances
Dedicated Hosts
Scheduled Instances

Figure 12-4. Enable detailed monitoring

4. You have now enabled detailed monitoring, so let’s
see how you can create alarms.

Choose the instance for which you need to create
alarms and click on the Actions dropdown. Choose
CloudWatch Monitoring and click on Add/Edit
Alarms (see Figure 12-5).

You do not have to enable detailed monitoring to
create alarms. It is just an option to enable granular
debugging.

Target Groups [ET S ATE AR Connect  Actions &
q

=] AUTO SCALING
Launch Configurations ) Filter by tags and aftributes or searc

Auto Scaling G .
e @ Name - Instance ID el ULl o lability Zono ~  Instance Stato -

014154369451 ; St 1 i
[} i 5 5 s-aast-1c & running

Run Command

Image
State Manager Networking
Configuration .
Compliance
Automations

Patch Compliance

Figure 12-5. Creating an alarm
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5. Once you click on Add/Edit Alarms, you get an
option to Create Alarm, as shown in Figure 12-6.
Click on it to proceed.

Alarm Details for i-014154369d5ba8164 X

Below are your CloudWatch alarms for the selected resources. Click on an alarm to edit it or click 'view'
to see additional options and details in Amazon CloudWatch.

State Name More Options
There are no alarms for this instance

Lo

Figure 12-6. Create an alarm by clicking the button

6. Now you can choose a title for your alarm and pick
the recipients who should be notified about it. You
can choose the metric for which you need an alarm
or notification to be sent. Alarms are not free. There
is a charge involved, depending on the alarms you
create. Choose the threshold at which you should be
notified and then click on Create Alarm, as shown in
Figure 12-7.
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Create Alarm b4

You can usa CloudWatch alarms to be notified avtomatically whenever metric data reaches a level you define.

To ociz an alarm, sl choosa wham to notfy and then dufing whon the notification shauld be sent.

(@ Send a notification to: CPU_Utilsation cancel GPU Utilization Percent
With these recipi avinash.vall @ com 0~ I-01415436005008164

Take the action:  Recover this instance (i
Stop this instance (1
Terminate this instance (1
Reboot this instance (i

16:00 18:00 20:00
‘Whenever: | Average +| of | CPU Utilization
Is: | >= %) 80 Percent
For at least: 1 consecutive perod(s) of| 5 Minutes 3

Name of alarm: awsec2-i-014154359d5ba8164-CPU-Utilizatic

e
Figure 12-7. Pick your thresholds for the alarm

7. Hereis alist of alarms that you can create
(see Figure 12-8).

e CPU Utilization

e Disk Reads

¢ Disk Read Operations

o Disk Writes

o Disk Write Operations

¢ Network In

¢ Network Out

o Status Check Failed (Any)

o Status Check Failed (Instance)

o Status Check Failed (System)

340



CHAPTER 12 MONITORING CLOUD DATABASES

Whenever: [ Average | ol R |

Disk Reads
i [k Disk Read Operations
Is: [ >=+ Disk Writes
Disk Write Operations

i Network In
For at least: 1 consecutive  network out

Status Check Failed (Any)
. Status Check Failed (Instance)
Name of alarm: awsec2-i-0141543€ status Check Failed (System)

Figure 12-8. The dropdown list of alarms that you can create

8. Once you have created your alarm, you should
get a popup that says that you need to confirm
your subscription within three days, as shown in
Figure 12-9.

Alarm created successfully X

Click the alarm to view additional details and options in Amazon CloudWatch (opens in a new window)
awsec2-i-014154368d5baB 164-CPU-Utilization

Note: If you created a new SNS topic or added a new email address, each new address will
receive a subscription email that must be confirmed within three days. Notifications will only be
sent to confirmed addresses.

Figure 12-9. Alarm created successfully message

You should also receive an email that asks you to
confirm the subscription, as shown in Figure 12-10.
Click on Confirm Subscription.

341



CHAPTER 12 MONITORING CLOUD DATABASES

AWS Notification - Subscription Confirmation isbox x -~ |
AWS Notifications <no-reply@sns.amazonaws.com> 5:49 PM (2 minutes ago) - -

fome -

You have chosen 1o subscribe to the topic:
arn:aws:sns:us-east-1:081433319771:COU_Utilization

To confirm this subscription, click or visit the link below (If this was in error no action is necessary):
Confirm subscription

Please do not reply directly to this email. If you wish 1o remove yoursel! from receiving all future SNS subscription confirmation requests please send an email
to gng-opt-Out

Figure 12-10. Email confirming the subscription

9. Ifyouneed to add more alarms, you can search for
CloudWatch Service and click on Alarms. You'll see
an option to create an alarm (see Figure 12-11). You
can then create an alarm for another metric.

CloudWatch Actions

Dashboards
IAlarms Filter: All alarms v Q Search Alart
State ~  Name
- OK awsec2-i-014154369d5baB164-CPU
OK o
Billing
Events
Rules

Figure 12-11. You can create more alarms through the CloudWatch
service

10. There are several metrics available for creating
alarms. These alarms are not restricted to an EC2
instance (see Figure 12-12).
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You can have alarms created for:
¢ EBSvolumes

o EC2instances (per-instance and across all

instances)
o Logs metrics

o RDSinstances (per-database and across all
databases)

Create Alarm X
1. Select Metric 2. Define Alarm

Browse Metrics | v Q Search Metrics x

CloudWatch Metrics by Category

Your CloudWatch metric summary has loaded. Total metrics: 160

EBS Metrics: 9 EC2 Metrics: 37 Logs Metrics: 4
Per-\oluma Matrics: & PerInstance Metrics: 16 Account Maeltrics : 2
By Image (AMI) Id: 7 Log Group Metrics: 2

Aggregaled by Instance Type: 7
Across All Instancas: 7

RDS Metrics: 108 SNS Metrics: 2
Per-Database Metrics: 42 Topic Metrics: 2
By Database Class: 22

By Dalabase Engina: 22
Across Al Dalabases: 22

P m
Figure 12-12. Metrics by category

As you can see in Figure 12-13, we can set an alarm for your RDS
instances as well.

343



CHAPTER 12 MONITORING CLOUD DATABASES

Modify Alarm X

1. Select Metric 2. Define Alarm

ADS « Q Search Metrics b4 I€ € 1oedemues 3 3]
DBinstanceldentifier ~  Metric Name =
pgmaster CPUCreditBalance
pgmaster CPUCreditUsage
pgmaster CPUUtilization
pgmaster DatabaseConnections
pomaster DiskQueuaDepth
pamaster FreeStcrageSpace
pgmaster FreeableMemory
pgmaster MaximumUsedTransactionIDs
pgmaster MetworkReceiveThroughput
pgmaster NetworkTransmitThroughput
pgmaster OldestReplicationSlotLag
pgmaster ReadlOPS

_N=Ru]
Sance! m S|

Figure 12-13. You can set an alarm for your RDS instances as well

Once you have created all your alarms, you can check to see if all the
alarms are OK, as shown in Figure 12-14.

avinashvallorapy ~ M. Virginia ~

o [P v -

Dashboards
| Alarms p Filter: Al alarma ~ Q, Search Alarms 2 Hide all AutoScaling slarms @ £ € 1w
State = Name = Threshold - C
OK RDS_D8_Connections »>=501or 1 ints within 5 minutes
oK e 8 oK CPU_RDS_Instarce CPUUtEzation >= 80 for 1 datapeints within 25 minutes
Billing 8 oK 2--01 -CPU-Utilizati ion = 80 for 1 ints within 5 minutes
Events
Rules
Event Buses

Figure 12-14. Checking the state of the alarms
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AWS CloudWatch Dashboard

The Amazon Dashboard enables you to view all the resource utilization in a
graphical view. These dashboards can be created or customized as you like.
To get a dashboard for your RDS instance, search for RDS service in
the AWS Console. Then choose the instance that you need to see in the
dashboard. Click on Instance Actions and then click on See Details, as

shown in Figure 12-15.

Amazon RDS X RDS Instances

— instances (1) [ v~ I |
Instances Q See details

Clusters Create read replica

Performance Insights 20 DB Instance Status cPU
Snapshots Take snapshot

Aeserved instances o pgmaster Restore to point in time © avallable

External licenses Migrate latest snapshot

Subnet groups Modify

Parameter groups

Reby
Option groups fhoat

Delete
Events

Figure 12-15. Looking at the instances

You should see a dashboard that gives you a graphical representation
of CPU, disk IO, etc. (see Figure 12-16). You can click on an individual
metric and go back to a point in time captured by CloudWatch. Similar
information is available for an EC2 instance too.
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Amazon RDS x

CPU Utilization (Percent) DB Connections (Count)
Dashboard s i
SR ; \AMAAMM -
Clust 3 os
usters : 035
Performance Insights 2 ] O e—
12405 12005 1205 12705
Snapshats %80 1800 1730 1800
Rescrved instances
Extomnal licenses.
Subnet groups Free Storage Space (ME) Freeable Memary (MB]
Parameter groups
15,000 600
Optien groups 108,000 =00
THO00 x
Events. 50,000 200
5,000 100
Event subscriptions o H
s 120 12 R
MNotifications AL oo 30 1800

Figure 12-16. The dashboard showing various metrics

Create a Customized Dashboard for an EC2
Instance

You can create a customized dashboard using CloudWatch. Search for
CloudWatch under Services and click on it.

1. Click on Dashboards and then click on Create
Dashboards (see Figure 12-17). You'll see a popup
where you choose a dashboard name. Click Next to

proceed.
a_\fs Services +  Resource Groups ~ *
CloudWatch Dashboards
| Dashboards
Alarms P Create dashboard
Name
OK [ 3] You have no CloudWatch dashboards. Please create a dashboard.
Billing
Events
Rules

Figure 12-17. Name the dashboard
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2. You can choose a widget type of your choice, as
shown in Figure 12-18. Choose a widget type and
click on Configure.

Add to this dashboard x

Select a widget type to configure and add to this dashboard.

bl o 11 Aa

© (o) ®

Line Stacked area Number Text
Compare metrics over Compare the total over Instantly see the latest Free text with
time time value for a metric markdown formatting

Cancel Configure

Figure 12-18. Choose a widget type for your dashboard

3. Choose the service for which you need to create a
dashboard, as shown in Figure 12-19.

Mimetics  Graphed metrics  Graph options

Q, Search or any metric, dimension or resource id

160 Metrics
EBS EC2 Logs
9 Matrics 37 Metrics: 4 Metrics
RDS SNS

Figure 12-19. Choose a service for the dashboard

4. Ifyou selected EC2, you can select Per-Instance
Metrics or Metrics for All, as shown in Figure 12-20.
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AN EC2 QS

37 Metrics
By Image (AMI) Id Per-Instance Metrics
7 Metrcs 16 Metrcs
Aggregated by Instance Type Across All Instances

7 Metrics 7 Metrics

Cancel

Figure 12-20. Choose the type of metrics

5. Let’s say you choose per-instance metrics. If so,
you'll get an option to choose the metric to be
displayed on the dashboard. Click on the metric and
Create Widget. See Figure 12-21.

Al » EC2 » Perinstance Metrica | Q Search for any melnic. dimension or msource id
Instance Name (18 - Instanceld = Metric Name
0141543890 50a8164 = NetworkPacketsOut ~
01415436905006164 DisxWritoBytes
b 101415438905008 164 CPUUization
H14154369050a5164 NetworkOut

141 RAMRANRRART AL MakRaanfvten

o (D

Figure 12-21. Creating the widget

6. Proceed to create as many widgets as you need. You
may finally see a dashboard. This dashboard shown
in Figure 12-22 includes RDS and EC2 instances.
However, it is wise to have multiple dashboards for
each instance or instance type.
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CPUUtilization DiskWriteBytes, DiskWrit...  MetworkPacketsOut DigkReadBytes
0.084 Percant 1.00 Various units 22 Count 100 Bytes
o0a2 M U \N A 0s 144 ’\f\M \ }( ['l / U 05
0 J [ o 560 ] e
1935 28 1935 2237 1835 2247 1835 2287
@ CPUUSzation @ DiskiriteBytes [ DiskWiriteOps 1B NetworkPacketsOut 1@ DiskRzacBytes
DatabaseConnections WritelOPS ReadIOPS CPUUtilization
10 Sent 131 Ceut -r»;f—[_\ pagy CeunvSeco agg Porcont
05 1.08 \/\_H 028 r 263 \ l
] _J : WJW
— 0.75 022 262
1935 2t 1935 2238 1938 2 1935 e

Figure 12-22. Dashboard with RDS and EC2 instances

Monitoring for Rackspace Cloud Servers

As all other venders, Rackspace provides monitoring for Rackspace Cloud
servers by default. Let’s look at the metrics it provides as part of the default

monitoring service.

1. Onthe Rackspace portal, you can see your server
created (see Figure 12-23). The Monitoring column
shows green dots, which indicates monitoring of

each metric.
Dashboard Servers Orchestration Networking Storage Databases Backups
Cloud Servers
RS | Sea D
'l Q United States ~ |
=) Hame a Tags Adidrot Monitaring
Filter Servers I | £F Sever01 ELTECTEVERTT E—y L Y}
STATUS Load Average Available
Active (1) No alarms onabled

TYPE
Nt Goneration (1)

Figure 12-23. The Rackspace portal, with monitoring shown
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2. Click on the server that you want to see and you
will see the Monitoring Checks section, as shown in
Figure 12-24.

Monitoring Checks

l“ Create Check " View Server's Metrics in Rackspace Intelligence &
& Name Additional Information
[] 4 Bandwidth Monitcring for ethO None
[] 4% Filesystem None

I [ 4 FileSystem Read Only State None

I [ 4£* Load Average None

I O ¥ Memory None

I [ 4# PingCheck Hostname: 104.239.142.160

Figure 12-24. Monitoring checks section

3. Ifyou click on each metric, you will see details with
graphs. See Figure 12-25.
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MONITORING CHECK (SERVER-01) %3 Actions ~ |

Bandwidth Monitoring for eth0

Check Details

Status Check is working and reporting data
Parent Entity  Server-01
Check Type  Network
Parameters  Period: 60 Seconds  #°

Timeout after: 30 Seconds

Network Activity View Check's Metrics in Rackspace Intelligence & o

M Inbound (KB /s) M Outbound (KB /s)

oxa.-sh A

01 PM 0130 02PM 0230 o3IPM 0330 04 PM 04:30 05 PM

Dec 3, 12:52 PM - Dec 3, 05:12 PMUTC

Figure 12-25. Graphs of the monitoring process

4. TIfyou click on View Check's Metrics in Rackspace
Intelligence, you can some detailed graphs if you
scroll down. See Figure 12-26.
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Graph Collections Bandwidth Monitoring for ethQ view check desals...
Rackspace Default

Favorites W Presets | Custom 1hr | 8hr “ wk | mo

Graphs By Check
r Recelved (B/s)
63.00 KB/s
Filesystermn o
FileSyste. .Only State bl
15.75 KBis
Load Average
000 B3 i
02:00 AM 11:00 AM C8:00 PM
Memory
Received 85245 B/s
Ping Check
© add Check 7r Received Errars (errors/s)
0.05 ermorafs
0.04 erors’s

Figure 12-26. Detailed graphs of the monitoring process

5. You can create alarms for each metric. You need to
click on Create Alarm, as shown in Figure 12-27.
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Alarms
Create Alarm I
T o “fication Plan
Alarm Name: network_check
Send Alerts To: | Technical Contacts - Email % |

alarms yet.
Alarm Criteria: L n

P
. Example Alarm - More About Alarm Criteria & _

Available Metrics:

Metric Current Value (5:18pm UTC)

1x_dropped (1]

tx_ermrors Q

1x_overruns ]

rX_Brors ]

rX_overruns ]

rx_frame Q

tx_collisions ]

ix_bytes 36884658

link_state up

rx_packets 107624

tx_carrier 0

ix_packets 101625

rx_dropped 0

_bytes 74860364
Canco

Figure 12-27. You can create alarms for each metric

You can find more about alarms at https://
developer.rackspace.com/docs/rackspace-
monitoring/vi/tech-ref-info/alert-triggers-
and-alarms.
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6. You can set up mobile monitoring as well. For more
details, go to https://support.rackspace.com/
how-to/introducing-rackspace-monitoring-on-
mobile-devices.

7. You can set up notifications and a notifications
plan for your alarms. For more information,
visit https://developer.rackspace.com/docs/
rackspace-monitoring/vi/getting-started/
create-first-monitor/.

Monitoring Google Cloud Instances

By default, Google Cloud monitors Compute Engine VM instances and
cloud SQL instances. There are different kinds of monitoring depending on
your needs, such as monitoring activities for your project, monitoring the
VM instance, or monitoring your PostgreSQL instance. Let’s look at each in
detail.

Monitoring Your Project Activities

If you want to monitor your project based on which instances have been
created/deleted or other activities that were done to your resources, you
can do it through the Logs Viewer. Here are the steps:

1. Login to your console using your credentials.
https://console.cloud.google.com

2. Select Logging from the StackDriver section on the
left panel, as shown in Figure 12-28.
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= Google Cloud Platform & My-project-for-book-baji ~ Q

ﬁ Home DASHBOARD ACTIVITY

{ X Pins appear here X

&l Interconnect > 2s Project info
Project name

STACKDRIVER My-project-for-book-baji
Project ID

Y/

w® Monitoring ¥ my-project-for-book-baji

:4: Debug Project number
183969887396

= Trace >

v

Go to project settings

>

(&) Error Reporting & Resources
ﬁ} Compute Engine
TOOLS 1 instance
=} Cloud Storage
[5] Container Registry > 1 bucket
o ) & CloudsaL
(©>» Source Repositories > S instancas

Deployment Manager

Figure 12-28. Choose Logging

3. Select the project that you want to monitor. You will
see the activities performed under that project. See
Figure 12-29.
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= Google Cloud Platform S+ Myprojectforbook-baji =
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ih  Logs-bascd metnes Preeeriam Tier to keep your kg with 33 day retention, Losin mae
& Bpors Fiter by label or bext search -
@ Rescarcausage GCE Project, -] Ao - Anpleglend = Jemotodate -

Cloud 501 Database  » View Options >

ki oA e Ao Bk AL WIS T S

: A meemeradata baii.chafqmail.csm {Btype” s type.gosqleapis.con/geoqle.cloud.
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o e -—tpate.projects.setreradata {*actor”i( uses”: baji.dbadgmail.cor” ), rescurce”s{“global” itrue, ‘name” sl

O | 73 Compate Eagine 1 RtpeTecE Loud

[ i | 12 eompate.prajects.setMetadata {“user_agest® cvnr Google-AFI-Java=Client Google-NTTP-Java-Clie.

[ : | 12 Compate Eagine bai 11 1*Btype” s type. ooglespis . conl geoqle.cloud.

[ | 150.2%6 COMPILG.PrOJOCTS.SOTRALAGITE | BCTOXT:( UBOT": BAJL.ABARFRALL.COR" |, " TOISULCE” | “RAMG": T IRIFSINETING, "o

+ [ 00:49:52.35; Conpute Esgine serCommcminstancemetadats baji.dbabgmail.com {"Puype”:"type.googlespls.con/gosgle.cloud.

b [0 00:40:52.115 conpure.projects.sezmeradata {TErace_fd": eperarics-1311032241641-35e46IS00eI68-920d21b0- 10eededl", Ve,
T Mo newer enteies lound matching curment fille: i

Figure 12-29. Select the project you want to monitor

4. You can create your own metrics for a specific
period of time. Then you can see the metrics from

Logs-Based Metrics on the left panel, as shown in
Figure 12-30.

Google Cloud Platform 2 Myproject-for-book-baji ~ a
-— Stackdriver F ) )
= logs

System Metrics

Predefined logs-based system metrics for your project. These metrics record the
number of events that occurred within a specific time period,

ils  Logs-based mevics

& Exports

=] Resource usage o - Despiie
byte_count The total number of bytes received in log entrics.
dropped_log entry_count  The total numbes of log entries that were net counted dus 13 their timestamp baing too old,
logentrycount The tetal umber of log entries received i

User-defined Metrics

User defined logs-based metrics thal count the number of log entries that match
3 givan fifter

Mo user-defined metrics exist in this project. You can create them in the Logs Viewer,

Figure 12-30. Create your own metrics here

5. Logging usage can be viewed from the Resource
Usage tab on left panel of the same page.
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Monitoring VM Instances

You can see hardware monitoring of VM instances, which is provided by
default.

1. Login to the console at https://console.cloud.
google.com.

2. Select VM Instances from Compute Engine on the
left panel.

3. Click on the instance that you want to monitor. You

will see nice graphs of monitoring, as shown in
Figure 12-31.

Google Cloud Platform &= Myprojectfor-book-bal - Q

{8 compute Engine & VMinstance details FEE; (O G e T
B VMinstances @ my-test-postgres
fh  Instance groups CPULEITIton Vocur | hewrs | TZhows 1day | ddwys dcays | Tday lddays | M0daps
B o o

cPu
O Dises % ery
B  snepshots 15 fl
Bl Imeges ' |I |

|
B Committed use dscounts s P 1
———— -

2 Metadata v
Mo IR TLISPM  Mov1RIL30PM  Now RIRSPM Now 20 IZ05AM
B Heath chocks

B Temes

Figure 12-31. Monitoring graphs

4. You can see these metrics in the monitoring report:
e CPU utilization
e Diskbytes
o Disk operations
o Network bytes
e Network packets

5. You can see graphs captured for 30 days.
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Monitoring PostgreSQL Instances

You do not need to configure monitoring for PostgreSQL instances on
Google Cloud, as it provides monitoring of some metrics by default. Let’s
look at the monitoring it provides.

1. Login to the console at https://console.cloud.
google.com.

2. Select SQL from the left panel.

3. Select the instance that you want to see monitoring
and you will see the monitoring graphs in the

Overview tab, as shown in Figure 12-32.

Google Cloud Platform  $» Myproject-forbook-bajl - a
g saL € Instance details FEDT & MPORT & EXPORT  (URESTART  mSToP  @OEETE  Byowome B
stpresqhbook L.
=] lzed 3 @ postgresql-booktestinstance
uzcensilt ! Poagrecol DD
rastgreach ook
By read replica OVERVIEW USERS DATABASES AUTHORIZATION S5L BACKUPS REPLICAS OFERATIONS
irallc
ooy -
Htorage usage Thow Ghows 12hows Vdey 2deys ddays | Pdays  tddays 30 days
Total bytes Mov 19, 2017 11:25PM
Naw 19,2017 1135 PM
® Starage wsost (posty eschbosk testinstance) 126.314M0

EET

® morape veage (posigneeg-book tesleaslancel: 12992808

Figure 12-32. The monitoring graphs in the Overview tab

4. This provides operating system and database
metrics. Figure 12-33 shows the metrics captured for
the PostgreSQL instance.
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o My-project-for-book-baji ~ Q

g sSQL < Instance details /' Eorr & IMPOR
|-book-t... .
H mg:sq & postgresql-book-test-instance
us-centrall-f PostgresoL AL
postgresql-book-t...
B read replica OVERVIEW USERS DATABASES AUT
us-centrall-c
Storage usage
CPU wtilization
Memory usage
Read/wrile operations
Active connections
Transactions/sec
Ingress/Eqgress bytes
11:20 11:25 1:30 11:35 1n:40
@ Storage usage (p ql-book-test- ): 129.324M8B

Figure 12-33.

5.

Metrics captured for the PostgreSQL instance

Ifyou click on the Operations tab on the same page,

you can see the operations performed for particular
instances, such as shown in Figure 12-34.

Google Cloud Platform

2o Myproject-forbook-bajl =

saL < Instance details # EoIT & IMPORT & EXPORT ) RESTART  ETOP W DELETE Boone B
postgrescl-bocket_ @ postgresqlbook-lestinstance
B raster ¥ pougess gEDD
useentralld
USERS NATARASES AUTHORIZATION 851 BACKLUPS REPLICAS OPERATIONS
By cead repiica
ws-oentrall<
Dans/Tane Tres St
Mew 19, 2017, 10:3419 AM Updaty Do,
Now 19,2007, 5090240 Bockup [
Nov 19, 217, B0727 AM edaty [
New 192017, 23607 AN Backup Dotk
Mow 19, 2017, 1:5600 AM Update Dorst.
Now 19, 2017, 1Akcie AM Ugdate user Paseward changed.
Nov 19, 2017, 14458 AM Ugdate Do
Now 19, 2017, VA23 AM Update Do

Figure 12-34.

Operations for particular instances
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6. You can also see the PostgreSQL database logs by
choosing the View PostgreSQL Error Logs option
from the the Operation and Logs section. See
Figure 12-35.

nstance ails # EDIT & IMPORT & EXPORT ') RESTART W STOP DELETE B) cLonE
=
= Connect using Cloud Shell (i)  Auto storage increase is enabled
i
@  Located in us-centrall-f
-n .
! Highly available (regional)
[1  See all connection methods B

=3 Edit configuration
°d  Service account

toluj62jebbanlvsfSonlicvnedspeckle-unbrella-pg- D
2.534. gserviceatcount. com

iE  Operations and logs

Date/Time Type Status
- Nov 18, 2017, 1:18:49 AM Create Done.
tlh  Maintenance schedule
Nov 18,2017, 5:35:10 AM Backup Done
Maintenance window
Updates may occur any day of the week Nov 19, 2017, 1:31:59 AM Update Done.
" . . Nov 19, 2017, 1:42:14 AM Update Done.
faintenance liming
Cloud SQL choeses the maintenance timing Mov 19, 2017, 1:44:03 AM Update Done

=»  Edit maintenance schedule \ew all cperations

—>  View PostgreSQL error logs

Figure 12-35. Viewing the PostgreSQL database logs

7. Ifyou want to monitor more metrics of PostgreSQL
apart from the metrics that are provided by default,
you can look at the PostgreSQL plugin at https://
cloud.google.com/monitoring/agent/plugins/
postgreSQL.

You can enable more logging, monitoring, and diagnostics using
StackDriver.

1. Youneed to provide your Gmail ID to log in and then
create an account, which come with 30-day free trail.
See https://app.google.stackdriver.com/.
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2. Add a project that you want to monitor.

3. Atypical StackDriver window is shown in Figure 12-36.

Resources

Welcome to Stackdriver Monitoring!

B  ashbossds & Menitor Uptime [@ Set Alerting Policies [f Createa Dashboard

* Debug
CREATE CHECK CREATE POLICY CREATE DASHBOARD
E Lw
@ Erior Reporting Uptime Checks © Create Check = Incidents @ Creste Alerting Policy 2

OPEM {0} ACKNOWLEDGED [0}

You dort have any uptine checks. Lesin more

aboust the uptin *

Figure 12-36. Typical StackDriver window

4. You can set up alerting policies, monitor uptime of

applications and instances, and more.

Monitoring Azure Cloud Instances

As with all other venders, Microsoft Azure provides monitoring by default.
This section looks at how monitoring works on these services.

e Virtual machines

e Azure Database for PostgreSQL
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Virtual Machines

Let’s look at the monitoring that’s provided by default for Azure virtual
machines. Here are the steps to look at the metrics:

1. Click on All Resources on the left panel of your
Azure Portal.

2. Click on the virtual machine that was already
created.

3. You can see Monitoring section once you click on
the virtual machine, as shown in Figure 12-37.

All resources * X N postgresql-book-demo-vm

bajidbagmail (Default Directory) Virtual machine

s @ - *** More L Search (Crl+ /)

Filter by name..
4 ¢ Auto-shutdown

10 items

& Backup
NAME
Disaster recovery (Preview)
= newresourcevmdiag360

Bl Update management (Preview)
¥ new-resource-vm-vnet
2 Inventory [Preview)
postgresql-book-demol3

f’ postgresql-book-dema-i-- e =) Change tracking (Preview)

postgresql-book-demao-v-- 1L
MONITORING
postgresql-book-dema-v-- o
ilil Metrics
8 postgresql-book-demo-v-- T
Alert rules
U postgresql-book-demao-v e
B postgresqidemostorage o EJ Diagnostics settings

& vaultTe? e R Advisor recommendations

Diagram

Figure 12-37. Monitoring section of the Azure Portal

4. Ifyou click on Metrics under the Monitoring section,
you can see the list of metrics that you can monitor,
as shown in Figure 12-38.
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resql-book-demo-vm - Metrics

D Search (Crter) A Diagresties semings e Add metric sler
f Launch the preview of the new metrics experience. =
G Auto-shutdown
2 * Subscription O * Resource group © Resource type © * Resource @
& Backup
Free Tris v ew-resOuRte-vm v | 3selected v | pomgresghbock-dem.. W
& Disaster recovery (Preview)
B Update management [Freview) Available metrics Chart type  Time range
. Ure w || Past24 hours
& Irventory Preview) All subcantainers w

Eifrer 7.
=7 Change tracking (Preview) Sl irlatric

o Ynum_m\rweumiuoum
e am— same unit (court)
[+ o] €PU Credits Consumed
[ Monl €Pu Credits Remaining
At rues. [C] tHow] Disk Read Bytes
[C] o] Disk Read Operasiora/se
[C] (ost] pisk wrine iytes

il Metrics

ER Diagnostics settings

@ Advisar recommendations [C] 1sost] Diske white Operations/Sec ":
= ] Mosa) Hatworkin o
win Diagram |:| Ho1] Netwerk Out

[ most) pescentage cou 0

SUPPORT = TROUBLESHOOTING
¥ Resource health
B Boot disgnostics

Reset password (1) Do) GAM 12
CPUCREDITS CONS... ©
A Redeploy 0

Figure 12-38. Metrics that you can monitor

5. You can select the metric that you want to monitor.
Be sure to select the metric of same unit.

6. You can create alerts on each metric. For that, you
need to click on Alert Rules on the same page.
Then click on Add Metric Alert, as highlighted in
Figure 12-39.
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ook-demo-vm - Alert rules

D sean 7 =5 Cow @ Add sctivitylog alert o Near rewl time metrics alent (Pre.

* Subscription @ Source O Resource group @ Aesource type O Resource O

Froe Tria L Al sources A new-rescurcevm W Wirtual machines v pofigresal Doak.

¥ Auto-shutdown
£
@ eackup Froe Trial » new-rescurce-vm » §

& Disaster recovery (Preview] —
A Riter dlerts...

B update management (Preview)
NAME STATUS CONDITION RESOURCE... RESQURCE LAST FIRED

-]

Irveniony (Previow)
No results 1o display

%] Change tracking (Preview)

MONITORING
fifi Metrics
At rubes
B3 Diagnostics settings
% Acvisor recommendations

wiv agram

Figure 12-39. Choose to add a metric alert

7. Once you click on Add Metric Alert, you will see a
window where you need to provide the details to
create an alert on a metric. See Figures 12-40
and 12-41.
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Add rule B X

*Name @

I cpu_check v.‘

Description

| threshold for cpu percentage ./|

Source
Alerton

Metrics v

Criteria
Subscription

Free Trial v

Resource group

new-resource-vm v
Resource
postgresgl-book-demo-vm v
Metric @
 Percentaga CPU a

Network In

Network Out

Disk Read Bytes

Disk Write Bytes

Disk Read Operations/Sec
Disk Write Operations/Sec
CPU Credits Remaining
CPU Credits Consumed

Figure 12-40. Provide details to create the alert on a metric
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6 PM Dec 3 &AM 12 PM

Condition

Greater than v

* Threshold
1

%
Period @

Over the last 5 minutes v

Notify via
Email owners, contributors, and readers

O

Additional administrator email{s)

Add email addresses separated by semicolons

Webhook @

HTTP or HTTPS endpoint to route alerts to
Learn more about configuring webhooks

Take action @

Run a runbook from this alert

Take action @

Run a logic app from this alert

Figure 12-41. Set up the alert
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Name: Specify a name to identify this rule
Description: Describe the rule

Subscription: Select the subscription

Resource group: Select the resource group that you
want to create an alert on

Resource: Select the resource for creating the alert
Metric: Select the metric that you want this alert
rule to monitor

Condition: Condition for the alert

Threshold: Threshold to send the alert

Period: Select a time span during which to monitor
the metric data specified by this alert rule
Webhook: Choose the HTTP or HTTPs endpoint
that will route the Azure alerts to other notification
channels

Take action: Select an automation runbook to run
each time the alert is triggered (see Figure 12-42)
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Configure Runbook ]

Make your alert work for you!

Enabling Azure Automation lets you set up a
task to run every time this alert fires.

(i )
®

Choose a runbook
Restart VM
Stop VM
Scale Up VM
Scale Down VM
| Remove VM

Choose a runbook v

Figure 12-42. Select an automation runbook
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8. You can also look at advisor recommendations
from Azure to set up metrics and alerts, as shown in
Figure 12-43.

postgresql-book-demo-vm - Advisor recommendations

& Cownicad 3sCsv % Download 35 POF 5 Configure

@ werre undating recommendations for your subseriptions. This could take some time._ View details =
F Auto-shutdown

& Backup
Active -
& Disaster recovery (Preview)
" ™ " - " P . == . -
Crverview & High Avadability (0) Securizy (00 Perfarmance (0) = Cost(l) Al
B Update management [Preview) : ° i
& invertory (Preview) Total dati Recom dations by impact Impacted Resources
%5 Change tracking (Preview) 0 Hgh © 0
Medum 0
EEE
MONITORING w0
il Metrics
Alert rules IMPACT DESCRIPTION POTENTIAL B

Dlagnostics settings .
:; i Thare are no recommendations at this time.

Figure 12-43. Advisor recommendations from Azure

Azure Database for PostgreSQL

Azure provides default monitoring for Azure database for PostgreSQL as
well. Here are the steps:

1. Select the PostgreSQL instance and select Metrics
from the Monitoring section. You will see the OS
metrics, as shown in Figure 12-44.
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-instance - Metrics

derie @ - s === More D Search (Certes o~ Diagnostics settings == Acd metric aler:
Filter by name.. A Launch the preview of the new metrics experience.
@ Overiew
10 items * Subscription @ * Resource group @
G B Activity leg Free Trial v postgresgl-instance v
& Tag:

“-'? newresourcewmdiag 360
Aoalable metrics

¥ EW-FESOUCE-VM-Vnet s SETTINGS
Filter metrics._
H postgresql-book-demalld o D Connection security M
L_| SPU pereant
P postgresqlbock-deme.i- & Connection strings [[] compute unit limit

g postgresql-book-demo.v-- : Compete Unit percentage

& Server paramaters

=B postgresgl-book-demo-v-- e L 10 percent
. ¥ Pricing tier [] memary percent
8 postgresql-book-demo-v-- ] soorage timk
i . —
@ postgresql-book-demo-y-- e Properties [] storage percentage
j postgresqldemastorage (L ﬂ Locks LJ Storage used
= | Total active connections
48" vaulT6T M1 Towt & J:
MONITORING L_| Total faded connections
il Mevics
Alert rules
W serverogs

Figure 12-44. Viewing the OS metrics

2. You can also look at the Activity Log, where

you'll see Log Analytics and Operation Logs. See
Figure 12-45.
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SETTINGS

O Connection security
e Connection sirings
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£ Pricing tier

! Proporties

& Locis

MONITORING
i Metries
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E Serverlogs
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OPERATION NAME STATUS TIME TIME STAMP SUBSCRIPTION EVENT INITIATED BY

No results to daplay

Figure 12-45. The Activity Log shows log analytics and operation logs

3. Check the PostgreSQL database logs from the Server

Log option, as shown in Figure 12-46.

stance - Server logs

Searc

@ Owrview
H Acvtyiog

# T

SETTINGS

O Connection security
we Connection strings
& Server parametens
% Pricing ver
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8 Lo

MONITORING
i Metrics
alertrdes

Serves logs
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Figure 12-46.
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0 Server logs are created every hour. You will be able to access each log for up to 7 days after creation.
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Summary

This chapter covered why monitoring is needed and how it helps. It talked
about the monitoring services available from each vendor by default and
where to find monitoring for cloud solutions. We hope this chapter helps
you understand monitoring your servers and databases on the cloud,
regardless of the cloud vendor you're using.
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