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Preface

Oracle SOA Suite 11g forms the basis of the SOA infrastructure for many organizations. While
there is a wealth of information on administering SOA Suite applications already available,
there is very little independent information available regarding performance tuning. With the
chief goal of software and hardware vendors being to sell more licenses and hardware, the
topic of getting the most from your existing investment often falls by the wayside. This book
aims to address that by giving clear, concise, and simple recipes that will help you identify
performance bottlenecks in your application, and then resolve them.

We work from the ground up, starting with how to identify common SOA Suite 11g performance
problems and introducing the tools that you need, and working up the stack through JVM tuning
and application server tuning, before covering the BPEL, BPMN, and mediator stacks. Finally,
we have chapters on application design and deployment considerations.

What this book covers

Chapter 1, Identifying Problems, starts out by looking at some of the common performance
problems that can occur in the Oracle SOA Suite applications, and how to identify them. We
look at using a variety of tools to understand what is going on inside the JVM, and to identify
the particular resource bottleneck that is causing poor performance.

Chapter 2, Monitoring Oracle SOA Suite, looks at how we can use the VFabric Hyperic tool
from VMWare to monitor the performance of our SOA Suite infrastructure, and what metrics
we should be keeping an eye on.

Chapter 3, Performance Testing, looks at using the Apache JMeter tool to solve performance
problems, by triggering them.

Chapter 4, JVM Memory, starts right at the bottom of the Oracle SOA Suite 118 stack. We
look at how JVM memory is allocated, and how you can increase and decrease the memory
available to your application, as well as other JVM tuning tips. The low-level areas of Oracle
SOA Suite are often overlooked, so we cover the basics of Java memory management in
enough detail to give those unfamiliar with it sufficient background to understand what they
need to be concerned about.
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Chapter 5, JVM Garbage Collection Tuning, teaches us how the Java virtual machine garbage
collector does a very complicated job, and that there are a number of ways of optimizing it
for the kinds of payloads that Oracle SOA Suite 11¢ usually has to handle.

Chapter 6, Platform Tuning, looks at some of the tuning options available in the operating
system and Oracle WebLogic server that can improve the performance of SOA Suite
11g applications.

Chapter 7, Datasources and JMS, covers tips related to JMS and Datasource tuning that
can improve the performance of resource-intensive SOA Suite applications.

Chapter 8, BPEL and BPMN Engine Tuning, primarily focuses on how we can improve the
performance of the engine itself, including database tuning recipes, and helps those who
find that the bottleneck of their SOA Suite system is the BPEL or BPMN application itself.

Chapter 9, Mediator and BAM, focuses on tuning the Oracle SOA Suite Mediator, and
also includes some information on tuning the BAM Adapter for SOA Suite application
that connects to a BAM service.

Chapter 10, Rules and Human Workflow, focuses on tuning the rules and human-workflow
components, and our recipes focus on how to reduce resource contention.

Chapter 11, SOA Application Design, focuses on design-time recipes that will be of more
interest to architects. We also discuss how design-time decisions can have an impact on
the performance of a SOA Suite application, and covers best practices for designing the
key components.

Chapter 12, High Performance Configuration, takes a higher-level look at the Oracle SOA
Suite-deployment architectures, focusing on how we can use cluster and load balance
to scale our application out to meet performance requirements.

What you need for this book

We obviously assume that you have an Oracle SOA Suite 11¢ application, and are looking

to tune it. So we expect that you have the necessary software and licenses from Oracle.

In addition to SOA Suite 11¢ from Oracle, which is used throughout the book, we also make
use of the VFabric Hyperic HQ monitoring tool from VMWare, and the JMeter load-testing tool
from Apache. Both Hyperic and JMeter are freely available from their respective vendors.
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Who this book is for

The target audience for this book are Oracle SOA Suite administrators of all levels of
experience. Whether you normally administer databases and have had SOA Suite handed
to you because it has Oracle in the name, or whether you have years of experience in SOA
administration, we are sure you will find something useful in this book. While the primary
audience are the administrators, there is plenty of useful information—to think about when
designing applications—for application architects as well.

Conventions
In this book, you will find a number of styles of text that distinguish between different kinds
of information. Here are some examples of these styles, and an explanation of their meaning.

Code words in text, database table names, folder names, filenames, file extensions,
pathnames, dummy URLSs, user input, and Twitter handles are shown as follows: "Batching
Limit_ Lower determines the minimum number of messages in the batch."

A block of code is set as follows:

HugePages Total: <number of pages>
HugePages Free: <number of pages>
Hugepagesize: <page size, in kB>

Any command-line input or output is written as follows:
cd $MIDDLEWARE HOME%/user projects/domains/soa_domain/

New terms and important words are shown in bold. Words that you see on the screen,
in menus or dialog boxes for example, appear in the text like this:

"Set the property Metrics Level to Disabled."

Reader feedback

Feedback from our readers is always welcome. Let us know what you think about this
book—what you liked or may have disliked. Reader feedback is important for us to
develop titles that you really get the most out of.

To send us general feedback, simply send an e-mail to feedbackepacktpub. com,
and mention the book title via the subject of your message.

If there is a topic that you have expertise in and you are interested in either writing
or contributing to a book, see our author guide on www.packtpub.com/authors.
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Customer support

Now that you are the proud owner of a Packt book, we have a number of things to help you
to get the most from your purchase.

Downloading the example code

You can download the example code files for all Packt books you have purchased from your
account at http://www.PacktPub. com. If you purchased this book elsewhere, you can
visit http://www.PacktPub.com/support and register to have the files e-mailed directly
to you.

Errata

Although we have taken every care to ensure the accuracy of our content, mistakes do happen.
If you find a mistake in one of our books—maybe a mistake in the text or the code—we would be
grateful if you would report this to us. By doing so, you can save other readers from frustration
and help us improve subsequent versions of this book. If you find any errata, please report them
by visiting http: //www.packtpub.com/submit-errata, selecting your book, clicking on
the errata submission form link, and entering the details of your errata. Once your errata are
verified, your submission will be accepted and the errata will be uploaded on our website,

or added to any list of existing errata, under the Errata section of that title. Any existing errata
can be viewed by selecting your title from http://www.packtpub.com/support.

Piracy

Piracy of copyright material on the Internet is an ongoing problem across all media.

At Packt, we take the protection of our copyright and licenses very seriously. If you come
across any illegal copies of our works, in any form, on the Internet, please provide us with
the location address or website name immediately so that we can pursue a remedy.

Please contact us at copyrighte@packtpub.com with a link to the suspected
pirated material.

We appreciate your help in protecting our authors, and our ability to bring you
valuable content.

Questions

You can contact us at questions@packtpub.com if you are having a problem with
any aspect of the book, and we will do our best to address it.




Identifying Problems

This chapter looks at some of the tools and techniques that you can use to identify the
areas where any performance bottlenecks are in your SOA Suite application. It covers
the following recipes:

>

>

Identifying new size problems with jstat

Identifying permanent generation problems with jstat
Monitoring garbage collection with jstat

Identifying locking issues with jstack

Identifying performance problems with jstack

Identifying performance problems using VisualVM on HotSpot
Identifying performance problems with JRMC on JRockit
Using JRockit flight recorder to identify problems

Monitoring JDBC connections with the WebLogic console
Identifying slow running database queries

Identifying slow running components with the Enterprise Manager
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Introduction

When asked to look into performance issues with a SOA Suite installation, we commonly start
by collecting log files from the various system components, looking for clues on any errors or
points of contention. The more advanced among us may even have collected Java garbage
collection logs and runtime data, and then reviewed it for the same reasons. We encourage
these actions as a starting point, but what do we do when the information isn't available in
log files? The goal of this chapter is to bridge the gap between knowing there's an issue and
identifying it, by introducing a range of tools and techniques for looking at scenarios, before
thinking about how to take a remedial action.

The remainder of this book contains a number of recipes that will help you improve the
performance of your SOA Suite application by tuning various aspects of the infrastructure, but
the changes will generally only make a difference in the area in which the application is slow.

The first step in being able to performance tune your SOA Suite application is to be able
to identify where the performance bottlenecks are. Performance is always governed by
the availability of resources, and there is always some bottleneck in an application,
which prevents it from performing faster. These resources can include the following;:

» CPUtime

» Network bandwidth

» Input/Output (10) time

» Memory

» Availability of data to process

Memory is not generally a significant bottleneck on its own, but not having enough memory
available to your SOA Suite application results in excessive Java garbage collection, which is
a CPU-intensive activity, resulting in contention on the CPU. The most common bottlenecks in
SOA Suite applications are 10 time (waiting for data to be written to some resource, such as a
disk or the network) and availability of data (waiting for data to be provided by some external
system or user). However, all of the resources mentioned in the preceding list can cause
bottlenecks in a SOA Suite application.

It is worth noting that different use cases can have different bottlenecks, so you need to tune
for a realistic set of use cases; this is something that is discussed in more detail in a later
performance tuning chapter.

We'll start by looking at some tools bundled in the various SOA Suite Java Virtual Machines
for diagnosing Java issues, and look at some other common causes of resource contention in
SOA Suite. The recipes in this chapter offer suggestions on next steps for common issues, but
as mentioned earlier, later chapters will target specific areas of the SOA infrastructure in more
detail, once you get over the hurdle of knowing where to start looking.

—e1
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Identifying new size problems with jstat

jstat is a Java Virtual Machine (JVM) command-line tool, which shows you a number of
statistics regarding how the JVM is performing. In this recipe, we will use it to understand
how large the new size is, and how frequently it is filling up.

Getting ready

You will need the SOA Suite installed for this recipe, and will need permission to execute the
domain control scripts, as well as the JVM tools. This recipe assumes that your SOA Suite
application is running under a normal load.

The tools jps and jstat are included with both the HotSpot and JRockit JVMs. For brevity,
this recipe assumes that you have the relevant bin directory on your path. If you do not,
simply use the fully qualified paths to the relevant bin directory.

How to do it...

1. Use JPS to determine the process ID of your SOA Suite server.
jps -v

The process ID is the number in the first column. The SOA Suite server can be
identified by the command-line options that the JVM has. If you have multiple SOA
Suite servers running on the same machine, you can identify the relevant server
by the -Dweblogic.Name parameter, as shown in the following screenshot:

E:“OraclesMiddleware~jdki6@_29-hin>jps -v

448 | Server —Bms1B24m —Bmx1B824m —HX:Perm8ize=128m —H¥:MaxPermSize=512m —RB¥:+Disah
leExplicitGC —HE:NewSize=256m —XH:MaxNewSize=256m —X¥:S8urvivorRatio=8 —-RB¥:+UsePa
rallelGC |[-Dwebhlogic .Name=AdminServer —-Djava.security.policy=E:\0Oracle~MIDDLE™1%W
LEERU™1 _3sserverslibueblogic.policy —Hverify:none —da —Dplatform.home=E:\0Oracle
NMIDDLE“1~WLSEERU™1 .3 -Dwls.home=E:“0racle~MIDDLE“1~WLSERU™1 .3 server —Duwehlogic.
home =E : “0rac le“\MI DDLE™1~UWLSERUV™1 .3*server —Dcommon.components.home=E:“0racle~MID

DLE“1~0RACLE™L -Dj¥f.version=11.1.1 -Dorg.apache.commons.logging.Log=org.apache.
commons . logging . impl.Jdkl4Logger —Ddomain.home=e :“0racle~MIDDLE™1~USER_P™1~domai
ns~30A_D0™1 —-Djrockit.optfile=E:“0racle~MIDDLE™~1“0RACLE™1“modules~oracle.jrf_11.
1.1%jrocket_optfile.txt —Doracle.server.config.dir=e:“\0Oracle MIDDLE™1~USER_P™1~d
omains“S0A_D0™1~conf ighnFHUCON™"1 servers Adninferver —Doracle.domain.config.dir=e
NOracleMIDDLE™1~USER_P™1“domains~S50A_DO0™1conf ig"FMUCON™1 -Digf.arisidbeans.ca
rmlloc=e:“0racle“MIDDLE™1~USER_P™1~domainzs“50A_DO0™1~conf ig"FMUCON™1“carml —

1936 Jps —-Dapplication.home=E:“0raclesMiddlewaresjdkl6Bd_29 —-Xms8m

2. Use the jstat command to view the sizes of the survivor spaces and Eden:
jstat -gc -hl0 <pid> 2000

The metrics we are interested in are S0C, S1C, EC, and OC. These are the sizes
(capacity) of the two survivor spaces, the Eden space and the old generation,
all in KB.
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3. Check that soc and s1c¢ have values of 10000 or higher.
4. Check that EC has a size of between 20 percent and 50 percent of OC.

jstat is a JVM tool that can be used to view a number of runtime statistics regarding the JVM.
More detail on the JVM and its memory layouts is available in the recipes in Chapter 5, JVM
Garbage Collection Tuning. The option -gc prints the statistics about garbage collection,
including the capacity and utilization of each memory pool. In the preceding example, the
parameter -h10 prints the headers every 10 lines, to make the output easier to read, and
2000 is the time in milliseconds between each sample (2 seconds).

What we are looking for are problems caused by the new generation memory spaces (Eden
and the two survivor spaces) having capacities that are too small. This will cause garbage
collection to occur more frequently than necessary, resulting in poor performance. Due

to their nature, SOA Suite applications usually involve a lot of object allocation, but many
of these objects generally do not last very long (the duration of a request), so they can be
collected while they are still in the Eden or one of the survivor spaces. For this reason, we
generally want a SOA Suite application to have an Eden size that is between 10 percent to
33 percent of the total heap size. From our experience, this is a good starting point for an
Eden space that needs to cope with lots of short-lived objects. The survivor spaces should
be large enough to hold the objects generated by one or two large requests, and we have
found that values smaller than 10 MB (around 10000 in jstat) can cause problems.

If you have set the new size (or new ratio) and survivor ratio values on the command line,
then the values you see in the output of jstat should match those you specified.

See also

» The Setting the survivor ratio and Setting the JVM new size recipe in Chapter 5,
JVM Garbage Collection Tuning
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Identifying permanent generation problems

with jstat

The permanent generation is a special part of the HotSpot JVM's memory, which stores
"class templates" for the JVM class loader to use when creating and removing objects.

jstat is a JVM command-line tool, which shows you a number of statistics regarding how
the JVM is performing.

In this recipe, we use jstat to understand the size of the permanent generation.

Getting ready

You will need SOA Suite installed for this recipe, and will need permission to execute the
domain control scripts, as well as the HotSpot JVM tools. This recipe assumes that your
SOA Suite application is running such that we may run jstat against it.

The tools jps and jstat are included with both the HotSpot and JRockit JVMs. For brevity,
this recipe assumes that you have the relevant bin directory on your path. If you do not,
simply use the fully qualified paths to the relevant bin directory.

This recipe assumes you are using HotSpot, as JRockit does not have a permanent generation.

How to do it...

1. Use JPS to determine the process ID of your SOA Suite server; see step 1 of
the Identifying New Size problems with jstat recipe.

2. Use the jstat command to view the sizes of the survivor spaces and Eden:
jstat -gc -hl0 <pids> 2000

The metrics we are interested in are PC and PU. PC is the capacity (size) of
the permanent generation (in KB), and PU is the utilization of the permanent
generation (in KB).

3. We want to see that PU is around 80 percent or less of PC.
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jstat is a JVM tool that can be used to view a number of runtime statistics regarding the
JVM. The option —gc printsthe statistics about garbage collection, including the capacity
and utilization of each memory pool. In the preceding example, the parameter -h10 prints
the headers every 10 lines, to make the output easier to read, and 2000 is the time in
milliseconds between each sample (2 seconds).

Permanent generation is the section of JVM memory that is used to store classes and other
objects that cannot be represented as Java types. The larger a SOA Suite application is, the
more classes it will contain, and the more permanent generation it will need. If the permanent
generation is too small, classes will need to be unloaded and reloaded in the permanent
generation, causing full garbage collections to occur, and a performance hit. We want
permanent generation to be large enough to hold all the classes in your SOA Suite application,
with a little overhead for other resources, so if the utilization of the permanent generation

is around 80 percent of its capacity, we should have sufficient overhead to prevent classes
needing to be unloaded.

» The Setting the permanent generation size recipe

Monitoring garbage collection with jstat

jstat is a JVM command-line tool, which shows you a number of statistics regarding
how the JVM is performing. In this recipe, we use jstat to understand the size of the
permanent generation.

Getting ready

You will need the SOA Suite installed for this recipe, and will need permission to execute the
domain control scripts, as well as the JVM tools. This recipe assumes that your SOA Suite
application is running under a normal load.

The tools jps and jstat are included with both the HotSpot and JRockit JVMs. For brevity,
this recipe assumes that you have the relevant bin directory on your path. If you do not,
simply use the fully qualified paths to the relevant bin directory.

This recipe assumes you are using HotSpot, as JRockit does not have a permanent generation.
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How to do it...

1. Use JPS to determine the process ID of your SOA Suite server, see step 1 of the
Identifying New Size Problems with jstat recipe.

2. Use the jstat command to view the sizes of the survivor spaces and eden:
jstat -gc -hl0 <pids> 2000

The metrics we are interested in are YGCC, YGCT, FGCC, and FGCT. These are
the young garbage collection count, young garbage collection time, full garbage
collection count, and full garbage collection time.

jstat is a JVM tool that can be used to view a number of runtime statistics regarding the JVM.
The option -gc prints statistics about garbage collection, including the capacity and utilization
of each memory pool. In the preceding example, the parameter -h10 prints the headers every
10 lines, to make the output easier to read, and 2000 is the time in milliseconds between
each sample (2 seconds).

Since garbage collection is a "stop the world" activity, any time spent garbage collecting is not
the time spent in executing your business logic. We therefore want to minimize the amount of
time spent in performing garbage collection. See the chapter on garbage collection for more
details on what we are looking to achieve with garbage collection tuning.

In Chapter 5, JVM Garbage Collection Tuning, we also pass the JVM a startup option to enable
verbose GC logging output, so we can capture this data all the time.

We can then run free tools such as GCviewer (http://www.tagtraum.com/gcviewer.
html) on this data output to visualize the data trends. Later in this chapter, we will introduce
using real-time monitoring tools bundled with the JVM to view this same data.

» The Identifying performance problems using VisualVM on HotSpot and Identifying
performance problems with jrmc on JRockit recipes

» The Tuning to reduce the number of major garbage collections and Turning on
verbose garbage collection recipes in Chapter 5, JVM Garbage Collection Tuning

s
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Identifying locking issues with jstack

As SOA Suite is a heavily multi-threaded Java application, where locks are used to synchronize
resources. If the threads encounter issues sharing these locks, then the impact on
performance can be severe.

jstack is a HotSpot JVM tool that allows you to view thread dumps, which can be a useful way
of identifying locking problems in your application.

Getting ready

You will need SOA Suite installed for this recipe, and will need permission to execute the
domain control scripts, as well as the JVM tools. This recipe assumes that your SOA Suite
application is running, and under a normal load.

The tools jps and jstack are included with the HotSpot JVM. If you're using JRockit, then
see the There's more.. section of this recipe for the alternative command to use. For brevity,
this recipe assumes that you have the relevant JVM bin directory on your command line path.
If you do not, simply use the fully qualified paths to the relevant bin directory.

How to do it...

1. Use JPS to determine the process ID of your SOA Suite server; see step 1 of the
Identifying New Size Problems with jstat recipe.

2. Use the jstat command to create a thread dump for the process. We specify the -1
parameter to display additional information about locks, and redirect the output to a
file, so we can inspect it more easily:

jstack -1 <pid> >jstack-output.txt

This will generate a file called jstack-output.txt. Alternatively kill -3 <pids>
can be used on Linux or Ctrl + Break in the console in Windows.

3. Open jstack-output.txt in your favorite text editor. There are two main types
of locking problem we are looking for. The first is a deadlock, where two threads
each own one or more locks, but are both waiting on each other's locks. This will
look something similar to the following screenshot:
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B jstack-output.txt - WordPad
File Edit Wiew Insert Format Help

DEE && #M L By

"[STANDEY] ExecuteThread: '5S' for cueues: 'weblogic.kernel.Default [(self- 5
java. lang. Thread.3tace: WAITING (on ocbject mwonitor)
at java.lang.Chject.wait (Native Method)
- waiting on <Dx23f622d0>|(a wehlogic.work. ExecuteThread)
at Jjava.lang.Chject.wait (Chject.java:485)
at weblogic.work.ExecuteThread.waitForRequest (ExecuteThread. java:2
|— locked <Dx60fd1fe8>|(a webhlogic.vork.ExecuteThread)
at weblogic.work.ExecuteThread.run(ExecuteThread. javai226)

Locked ownable synchronizers:
- None

"[ZTANDEY] ExecuteThread: 'f' for gqueue: 'weblogic.kernel.Defasult (self-
java. lang. Thread. 3tate: WAITING (on object monitor)
at java. lang. Ohiject.wait (Native Method)
|— walting on <Dx60fd1fe8}|(a weblogic.work.ExecuteThread)
at java.lang.Chiject.wait (Chiect.java:485)
at weblogic.work.ExecuteThread.waitForReguest (ExecuteThread. java:z 2
[ - locked <Dxz3f622d0>| (a weblogic.work.ExecuteThread)
at webhlogic.work.ExecuteThread.run(ExecuteThread. java:i226)

Locked ownsble synchronizers:
- None -

< >
For Help, press F1

Note that each thread is waiting on the lock held by the other thread. If you see
thread deadlocks, this generally requires that you redesign your application to
acquire locks in the correct order.

The second type of problem we are looking for is lock contention. This occurs when
many threads are all waiting to get access to the same lock. When this occurs,

you will see many threads all waiting on the same lock. This usually also requires
application code changes to resolve.

The jstack tool comes with the HotSpot JVM, and is used to produce stack dumps for a
running JVM. The output of stack dumps contains information on any locks held by each
thread, which we can use to diagnose common locking-related problems.

[}
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There's more...

There are two ways of performing locking in a Java application. The first is by using the
synchronized keyword, and is the most common. Locks obtained using this method appear
in the thread dumps as threads marked as - locked <object references, and threads
waiting to enter a synchronized block that they do not own the lock to are marked as -
waiting on <object references. The second mechanism for obtaining locks is using the
java.utilconcurrent.locks package, and locks obtained in this way do not appear in

a standard thread dump. However, by specifying the -1 parameter to jstack, we are able to
view the information on which threads hold locks. This information is displayed in the locked
ownable synchronizers section below each thread dump.

Free tools are available to examine lock dumps, but we will not discuss them in this book.

The techniques in this recipe can be replicated on the JRockit JVM with the command jrcmd
<pid> print threads, where pid can be identified using JRockit's jps in the same way
as with the HotSpot JVM.

Identifying performance problems with

jstack

Jstack is a JVM tool that will generate thread dumps for a running JVM. We can use this as
a way to do some lightweight profiling of our running SOA Suite application, to identify where
performance bottlenecks are.

Getting ready

You will need the SOA Suite installed for this recipe, and will need permission to execute the
domain control scripts, as well as the JVM tools. This recipe assumes that your SOA Suite
application is running under a normal load.

The tools jps and jstack are included with the HotSpot JVM. If you're using JRockit then
see the There's More... section of this recipe for the alternative command to use. For brevity,
this recipe assumes that you have the relevant bin directory on your path. If you do not,
simply use the fully qualified paths to the relevant bin directory.

How to do it...

1. Use JPS to determine the process ID of your SOA Suite server; see step 1 of the
Identifying New Size Problems with jstat recipe.

2. Execute a slow performing use case on your SOA Suite server.

Sz
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3. While the use case is executing, use the jstat command to create a thread dump
for the process. We redirect the output to a file to inspect it more easily:

jstack<pid> >jstack-output-1.txt

This will generate a file called jstack-output-1.txt. Alternatively, kill -3
<pids> can be used on Linux or Ctrl + Break in the console in Windows.

4. Repeat step 3 a number of times, changing the number of the generated file each
time, to create a sequence of thread dumps. | suggest aiming to create thread dumps
at intervals of one or two seconds, for a period of 30 seconds, or the amount of time
that it takes to execute your slow use case.

5. Open the output files in your favorite text editor.

To identify the poor performing code, we are looking for thread stacks that appear frequently
across the files. These will either be operations that are executed multiple times, or operations
that are executed once but take a long time to complete.

A thread dump is a snapshot of what the every thread in the application is doing at a
particular moment in time. By taking multiple thread dumps over a period of time, we can
build up a picture of where the application is spending its time. This approach is essentially
how a sampling profiler works, so we are effectively doing manual profiling of the application.

It is common to find that the cause of poor performance is waiting on data from external
systems, such as a database or web service. In this case, what we will see in our thread
dumps is that there will be many instances where a thread is in JVM code that is reading
data from a socket. This is the thread waiting on a response from the remote system, and
we know that we should target the external system in order to improve the performance.

We can quickly look through large numbers of stacks by noting that, in general, threads of
interest to us will be those that are running the application code. We can identify the threads
of interest, as they will generally have two properties; they will be executing the code from the
packages that are used in your application, and they will have stack traces that are longer
than those of threads that are currently idle.

There's more...

What we are doing here is essentially what a sampling profiler tool would do, although we are
doing it manually. While there may be cases in which a sampling profiler would be a preferable
way of doing this, we have found that doing the profiling manually gives a number of benefits.
Firstly, it uses only tools that already exist on the server—there is nothing that needs installing,
and given that we may be doing this on a live system, this usually means less paperwork.
Secondly, we have more control over how and when we generate the thread dumps, which
helps reduce the overhead on the application.

]
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If we find this technique is something that we do frequently, it may be worth writing a script
that will generate the thread dumps for us. We have found this to be a good compromise
between using a sampling profiler and manually sampling, using thread dumps.

It is worth noting that WebLogic can report Java threads as "stuck" if they run for a longer
period of time than a configurable timeout. This itself is not indicative of a problem, as
long-running activities (such as database or file polling) can be valid things for application
components to do. Observing thread dumps will tell us definitively whether we need to take
further action.

Generating heap dumps is also a good technique for investigating performance issues, and
free tools such as the Memory Analyzer Toolkit can generate reports on object allocation
and aid with detecting memory leaks. We do not discuss heap dumps explicitly in this book,
because SOA Suite is an Oracle supported application, so issues with the core components
themselves should be raised with Oracle support, but there are plenty of good resources
online to get use this technique if you desire.

» The Identifying performance problems using VisualVM on HotSpot, Identifying
performance problems using JRMC on JRockit, and Using JRockit Flight Recorder
to identify problems recipes

Identifying performance problems using

VisualVM on HotSpot

VisualVM is a powerful graphical tool that comes with the HotSpot JVM. It has a number of
views, which can be useful for diagnosing performance problems with SOA Suite. This recipe
looks at a number of these features.

Getting ready

You will need SOA Suite installed for this recipe, and will need permission to execute

the domain control scripts, as well as the JVM tools. This recipe assumes that your SOA
Suite application is running under a normal load, or a load sufficient to demonstrate any
performance problems.
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The tool jvisualvmis included with the HotSpot JVM, JRockit has a different tool described
in a different recipe. For brevity, this recipe assumes that you have the relevant JVM bin

directory on your path. If you do not, simply use the fully qualified paths to the relevant
bin directory.

How to do it...

1. Use JPS to determine the process ID of your SOA Suite server, see step 1 of the
Identifying New Size Problems with jstat recipe. This will let us identify a target Java

process in a host running multiple JVMs. We're trying to identify the WebLogic admin
server to use with Visual VM.

2. Start VisualVM by using the jvisualvm command:

jvisualvm

If this is the first time you have run VisualVM, it will first perform calibration on your
server. Once the calibration is completed, the VisualVM homepage will open as shown:

| E Java VisualViM E”’i”‘s__q

File aApplications Yiew Tools Window Help
B 3T

: Applications 4l x || Start Page x| |::|E]@

‘

-

Java™ VisualVM

@ Remote VisualVM Home Java SE Reference at a Glance

(2] snapshots
Getting Started with VisualVYM Troubleshooting Guide for Java SE 6
VizualVM Troubleshooting Guide Troubleshooting Java™ 2 SE 5.0

Getting Started Extending VisualVM Monitoring and Managing Java SE 6

ORACLE’

Show On Startup

[}

vww allitebooks.conl
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3. Select the WebLogic process that has the process ID you identified in step 1. Either
double-click on it, or right-click and select Open.

- Applications 40 = | Stark P
=5 Local

4| Visualwh

& Wweblogic (pid 1003) J

i gic (pid 11
»ﬁ Remote
[ Snapshats
Sample b
Prafile
Thread Durnp I
He:ap Dumnp i

Application Snapshot
Enable Heap Dump on QOME

Properties

4. VisualVM will open the Overview page for the WebLogic Server instance. You should
check that the server name matches the one you were expecting.

VE Java VisualVi E@E‘

File Applications Mew Tools ‘window Help

=5 E W

: Applications 4l x || StartPage = | |@) Weblogic pid 1044) = E]@
E‘@ L'D‘ca\}'\sualvm Crverview Manitar Threads || £ Sampler | (%) Profiler
io[E
8] webloge (pid 1005} = WebLogic (pid 1044)
= c(pid 104 Overview Saved data Details
- (2] snapshats PID: 1044

Host: localhost
Main class: weblogic, Server
Arguments: <none

J¥M: Java HotSpot(TM) Client Y# (20,4-b02, mixed mode)
Java: version 1.6.0_29, vendor Sun Microsystems Inc.
Java Home: &:\Cracle\MIDDLE~ 141Dk 160~ 1jre

J¥M Flags: <none >

Heap dump on DOME: disabled

Saved data X || VM arguments | System properties x

-XX:+UseParallelGC ~
[ -Dweblogic.Name=adminserver |
-Djava.security.policy=E:|Oracle\MIDDLE~1WL
-Xverify:none

-da

-Dplatform.home=E \Oracle\MIDDLE~1WLSERY
-Dwls.home=E:\Oracle\MIDDLE~ 1\ WLSERY~1, 3¢
-Dweblogic.home=E \CracleiMIDDLE~1\WLSERY
-Deommeon.components.home=E:\Oracle|MIDL ¥
< ¥ £ >

Thread Dumps: 0
Heap Dumps: 0
Profiler Snapshot




Switch to the Monitor tab, which provides an overview of the performance
of the application.

Start Fage x| | ) Weblogic (pid 1044) x (=][T)
Overview | 8 Monitor | (=] Threads | £ Sampler | (%) Profiler
- . .
-~ WebLogic (pid 1044)
Manitar CPU Memary Classes Threads
Uptime: 56 min 52 sec [ Perform G0 ] [ Heap Dump ]
CPU x Heap | PermiGen *
100%: 1,000 ME
5035 SO0 ME A
0% T 0 e T
11:43 11:43
O CPUusage [ GC activity [ Heap size @ Used heap
Classes ® | Threads x
20,000 LIk
10,000 2014
a T 0 T
11:43 11:43
Total loaded classes [l Shared loaded classes O Live threads [ Daemon threads

There are a number of things that we want to check on this tab:

o The CPU usage should be relatively low (below 30 percent, ideally) and
the amount of CPU usage spent on the GC activity should also be low.

o When garbage collection occurs, Used Heap should drop to a
significant amount.
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7. VisualVM contains two profilers that can be used to identify performance problems.
We prefer to use the sampling profiler, which is available on the Sampler tab.

Start Page x | | Weblogic (pid 1044) x [(=][g
[ overview | [ Monitor | =] Threads o, Sampler () Profiler
Z WeblLogic (pid 1044)

Sampler [] settings

Sample: (=) cPu |I:'| Memnory | [ [] stop ]

Status: CPU sampling in progress

CPU samples

(;) [=) Snapshot Thread Dump
Hak Spots - Method self time ... v  Self time Self time (CPUY
weblogic,waork,ExecuteThread waitForRe: [ 25537 ...000.4%) 0.000ms
weblogic, rivm,ResponseImpl. waitForDat: I 3077 ms (965 0,000 ms
weblogic, work.ExecuteThread. run () 0,000 ... (0% 0,000 ms
oracle,core, ojdl. BufferedLoghriter fFlusher 0.ooo .., roes) 0,000 ms
weblagic, wark, ExecuteThread. execute () 0,000 .., o) 0,000 ms
weblogic, work, Self TuningWorkManager Impl: 0000 .., o) 0,000 ms
wehblogic. timers.internal. TimerImpl.pun () 0,000 ... (0% 0,000 ms
weblagic, management. mbeanservers, domai 0.ooo .., roes) 0,000 ms
weblagic, management. remote, commmon, RMI 0.000 .., (0% 0.000 ms
weblogic, security  Security . runfs 0000 .., o) 0,000 ms .
L:Ev [Method Mame Filker] w

8. Click on the CPU button to begin profiling your application. The table will show
which Java methods are taking the most time.

VisualVM hooks into the JVM to read the statistics about memory usage, garbage collection,
and other internals, and displays them graphically for the user. Many of these metrics are
useful in identifying where a performance problem lies.

An application with high CPU usage may be CPU bound, but before just putting it on a host
with more or faster CPUs, we need to identify what it is that is using the CPU. Garbage
collection is a common culprit, so the graph showing the amount of CPU time spent running
the garbage collector is particularly useful. If garbage collection is not the culprit, then

the sampling profiler will show us where the CPU time is being spent. This is essentially

a graphical version of using the jstat and jstack tools mentioned in other recipes.
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There's more...

Additional plugins can be installed for VisualVM to display the information in more convenient
ways, or to display additional information.

The Profiler can also be used to profile your application, but it imposes a much higher
overhead, and so is more likely to affect the results.

See also

» The Identifying performance problems using JRMC on JRockit recipe

Identifying performance problems using

JRMC on JRockit

JRockit Mission Control is a graphical management console for the JRockit JVM, which
comes with SOA Suite 11g. We can use it to help identify a number of performance problems
that we might encounter with SOA Suite when running on JRockit.

Getting ready

You will need SOA Suite installed for this recipe, and will need permission to execute the
domain control scripts, as well as the JVM tools. This recipe assumes that your SOA Suite
application is running, and under a normal load or a load sufficient to demonstrate any
performance problems.

The tool j rme is included with the JRockit JVM; HotSpot has a different tool described in a
different recipe. For brevity, this recipe assumes that you have the relevant JVM bin directory
on your path. If you do not, simply use the fully qualified paths to the relevant bin directory.

How to do it...

1. Use JPS to determine the process ID of your SOA Suite server; see step 1 of the
Identifying new size problems with jstat recipe. This will let us identify a target Java
process in a host running multiple JVMs. We're trying to identify the WebLogic Admin
server to use with JRockit Mission Control.

2. Launch JRockit Mission Control by executing the command j rmc from the JVM
bin directory:

jrmc
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If this is the first time you have run jrmc, it will open the JRockit Mission Control
Welcome page:

@

#7, Oracle JRockit Mission Control
File indow Help

= Welcame 52 f_’% =&

ORACLE" Welcome to Oracle JRockit Mission Control

What is Oracle JRockit Mission Control?

Oracle JRockit Mission Control is & tool suite for managing, monitoring, profiling, and
troubleshooting your Java applications. JRockit Mission Contral consists of the
Management Console, the JRockit Runtime Analyzer and the Memaory Leak Detector.

The Management A The JRockit Flight £ The Memory Leak

Console Recorder Detector
Monitor and manage your Record the behavior of the Identify and troubleshoot
Java application and the JRockit Jv'M at runtime memary leaks in your Java
JRockit JM at runtime. and analyze the recording application.

offline using the JRockit
@ Management Flight Recorder tool. (@ Memory Leak
Console Guided Tour (@ Flight Recorder Detector Guided Tour
{7 Management Guided Tour (@) Memaory Leak
Console Help () Flight Recorder Help Detector Help
a Mission Control Home Page a JRockit JVM Documentation

3. Click on X next to the Welcome tab in the top-left to close the welcome screen.
This will display the birds-eye view, which can be selected at any time from the
Window menu.

4. Select the WebLogic instance that you want to connect to, based on the process
ID that you established in step one. Right-click on the instance and select
Start Console.
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E I4¥M Browse 3‘:5‘ Event Type

= Connectars
[z Discovered

?,E [1.6] WeblLagic Serve
?E This Mission Control

¥ Delete

’_’D Start Memnleak.
# start Flight Recording. .

2| Show Recordings

':.' Dump Default Recording. ..

-
Cpen Historical Data

Propetties

5. This will display the JRockit Mission Control console for the selected WebLogic instance:

[2] *71.6] webLogic Server (1,160) &2 =
Overview &= @
~ Dashboard o= ER

Used Java Heap J¥M CPU Usage Live Set + Fragmentation
| E——
pr e SRS >
Jo 2] 8%
;-‘ID o ¥ il 9 ‘
[
] Ko ———ia ol R . 4 10"
Mow; 1.54%  Max; 49.35%
DR
100 W t1achine CPU Usage
80 [ 2 P Usage
— &0
gy
20
0 N S AN e ey N N SN e
Advanced 3300 EESE] 3324 33 348 i 7
Tirme (i) [ 5 add.. ]| s Remove |
* Memory : téh 2%
100 [Jused physical Memory (%)
a0 .Used Java Heap (%)
— &0
g
20
0
33:00 3312 3324 3336 3348
Time (mis) [ 5 Add.. ] [ [ Remave ]
[0E Owervisw
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6. There are a number of things that we are looking for on this page:

o JVM CPU Usage should be low, not higher than 30 percent ideally.

o Used Java Heap (%) should increase as memory is used, but should
come down again when garbage collection occurs.

JRockit Mission control gathers management metrics made available by JRockit at runtime,
and makes these visible graphically. The Mission Control console gives us an overview of
the CPU and memory usage of the application with graphs of historical data. This gives us
an overview that we can use to determine whether applications are having memory- or CPU-
related performance problems.

Mission Control can also monitor JVMs remotely; refer to the JRockit documentation for
guidelines on achieving this at http:;//www.oracle.com/technetwork/middleware/jrockit/
documentation/index.html.

» The Using JRockit Flight Recorder to identify problems recipe

Using JRockit flight recorder to identify

problems

JRockit Flight Recorder is a component of JRockit Mission control that can be used to record
detailed statistics about your application, to be viewed later.

Getting ready

You will need SOA Suite installed for this recipe, and will need permission to execute
the domain control scripts, as well as the JVM tools. This recipe assumes that your SOA
Suite application is running under a normal load or a load sufficient to demonstrate any
performance problems.

The tool j rme (of which Flight Recorder is a component) is included with the JRockit JVM;
HotSpot has a different tool called VisualVM described in a different recipe. For brevity, this
recipe assumes that you have the relevant JVM bin directory on your path. If you do not,
simply use the fully qualified paths to the relevant bin directory.
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How to do it...

1. Start JRockit Mission Control by following steps from 1 through 3 of the Identifying
performance problems using JRMC on JRockit recipe.

2. Select the WebLogic instance that you want to connect to, based on the process ID
that you established in step 1. Right-click on the instance and select Start Flight
Recording. This will display the flight recording settings dialog box.

&7 start Flight Recording

y A
1
Select a template and click oK, b \

Template: Profiling Mormal (builk-in) w

Filename: C:\Documents and Settingsiceb2!flightRecording859259550445 777631 jfr

Mame: My Recording|

() Time fixed recording

Recording Time: | | min

O Continuaus recording

Maxirurm size:

Maximurm age:

Template description:

This template includes most of the profiling events of interest, Some very low level events and very resource
hungry events have been left out to ensure that the overhead is kept low,

Owerhead: This template is viable to use in a production environment, The recording overhead is very low. See
the help For more information.

I Ok l l Cancel ]

3. Accept the default Template and Filename settings, and set Name to be something
descriptive. Recording Time should be long enough to encapsulate a use case that

is considered to be slow. Once you are happy with the settings, click on OK and the
recording will begin.
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4. While recording is in progress, you can see the remaining time from the Flight

Recorder Control view at the bottom of the screen.

2 Flight Recorder Conkral -3

Marme

= 2 [1.6]weblogic Server (1,632)
p'." WLDFDiagnosticImageRecording_soa_domain_admin3erver _
o
p'." 304 Suite performance recording

=27 =0

Rermaining

1m35s

5. Once the flight recorder finishes recording, it will open the

Overview screen as shown:

TP FlightRecordngas 025055049577 7631 Jir 02
&2 Overview

E Events O Operative Set

]

[ synchronize Selection

General

Recording Start: 16:10:22
—
%j Live Set Heap Fragmentation
Memory "3:) 40 W0 60 ?GI J 4
— 72
Q /" \ -
Code L ) - ’
Ay 11.57% Ma: 13.24% Avgi 5.27%  Max: 6.29%

¥
AN ."E:l Pl Usage | Heap Lisage

a

CPU{Threads 100.00%

S0.00% %/ﬁ
0.00%

W v + Application

Recording End: 16:12:23

GC Pause Time

Avg: 223,555 ms  Max: 274,135 ms

General

WM Skart Time | 09/12/12 16:01:29 312ms

WM Mersion R28.2.0-79-146777-1.6.0_29-20111005-1808-windows-ia32

E Overview Syskem

% 18110024 16:10:36 16:10:48 16:11:00 16111112 16:11:24 16:11:36 16:11:48 16:12:00 16112112
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This screen displays the overview of the recorded data. The event strip at the top of
the screen can be used to select a specific part of the timeline to view. Clicking on
Synchronize Selection will keep the selected time range the same across all the
viewed screens.

6. Select the Memory tab; this tab shows us a number of interesting statistics about the
JVM memory during the runtime. Notice that for more detailed information, you can
select one of the subtabs at the bottom of the screen.

On this page, we want to check a number of things:

o That the average and maximum Main Pause times are reasonable; for
example, below 10 s

o That the heap usage comes down by a reasonable amount when garbage
collection occurs, and that it is not just "bouncing around near the top of
the graph"

7. Select the CPU/Threads tab. This tab shows the statistics regarding CPU usage and
threads. We want to check that the Application + JVM CPU usage does not make up
the majority of the total CPU usage, and that the total CPU usage is low (ideally at 30
percent or below).

JRockit Flight Recorder collects a large number of detailed statistics about an application
execution, and stores them so that they can be analyzed later. This method allows a more
detailed analysis to be performed then, if you are trying to observe the statistics in real

time, you can go back and "replay" the gathered statistics to focus on certain time periods.
Flight recorder can be executed with a number of profiles; the Normal profile has the lowest
overhead, so is most suitable for use in production environments. The other profiles gather
more information, but have a higher overhead, so are more suitable when you can reproduce
the problem in a test environment. One of the advertised powerful features of JRockit is that
the Normal collection profile adds virtually no overhead to the JVM execution time, as the
collected metrics are used internally by JRockit during execution for runtime optimization.

It can be helpful to take Flight Recorder profiles of healthy systems, so that if a future release
introduces a performance problem, you have a baseline to compare it to. This can make

it much easier to identify the area in which performance is likely to be suffering. With SOA
Suite in mind, it is worthwhile using Flight Recorder when running load tests (see Chapter 3,
Performance Testing) against the WebLogic servers.

» The Identifying performance problems with JRockit Mission Control recipe

e
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Monitoring JDBC connections with the

WeblLogic console

One of the things that can cause poor application performance is not having enough
connections to the database available. Since Oracle SOA Suite is a heavily database intensive
application, it can cause significant performance problems, particularly if using lots of
transient SOA BPEL processes (see Chapter 8, BPEL and BPMN Engine Tuning, for more on
this topic). In this recipe, we will look at how to use the WebLogic console to view a number
of available database connections.

Getting ready

For this recipe, you will need to know the URL and login credentials for the WebLogic
administration console that runs on the admin server in your SOA Suite domain. The default
URL for the console is http://<servername>:7001/console. The username and
password will have been specified when you created the domain.

You will need SOA Suite installed and running, and to have loaded it with representative
load or live data, or be able to create a realistic load on the application.

How to do it...

1. Connect to the WebLogic administration console at http://localhost:7001/
console; replace localhost and 7001 with the hostname and port of the server
if it is not running locally on 7001. If this is the first time you have accessed the
WebLogic console since starting the server, WebLogic will first deploy the console
application, which may take a few minutes.

2. Login to the console by using your administration credentials.

3. Open the Services category on the left-hand navigation pane, and select
Data Sources.




soa_dornain
EH-Enviranment
;““Depluyments
=HServices
[Fh-pe
“[Data Sources
r--Persiskent Stores
r~Foreign JNDI Providers

Domain Struckture

-Work Contexts

ML I'-1F|:|rei|;jn JNDI Providers, Level 2, 4 of

F-=wML Enkity Caches
FjiciomM
r-Mail Sessions
—-File T3

4. This will display a list of all the data sources in the main panel.

Data Sources (Filtered - More Columns Exist)

Mewy ~ | | Delste Showing 1to 7 of 7 Previous | Mext

|:| Mame % Type | INDI Name Targets

[] | EDMDatasource Generic | jdbc/EDMDataSource s0a_serverl

[] | EDMLocalT=Datasource | Genetic | jdbe/EDNLocalTxDataSaurce s0a_serverl

[ | mds-owsm Generic | jdbc/mdsfovwsm AdminZerver,
soa_serverl

1 | mds-s0a Generic | jdbc/mds/MDS_LocalTxDataSource AdrinServer,
s0a_serverl

7 | rasDPMDataSource Generic | jdbc/CrasDPMDataSource s0a_serverl

[ | soabatasource Genetic | jdbe/SOADataSource s0a_serverl

[ | soalocalTxDatasource | Generic | jdbe/S0ALocalTxDataSource spa_serverl
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5. Select the first of these data sources, which will load its properties page. Select the
Monitoring tab and the Statistics subtab.

Settings for EDNDataSource

Configuration

General

Connection Pool

Targets | Monibaring

Control

Securiky | Motes

ordManitaring- Tab baneactinn Diagnostics | Identity Options
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6. This will display the statistics for the data source. If you see nothing on this page,
then it is likely that none of the servers on which this data source exists are running.

7. Click on the Customise this table button, and add the following columns to the
view: Active Connections Current Count, Active Connections High Count, Current
Capacity, Number Available, Waiting for Connection Current Count, and Waiting
For Connection High Count. Click on Apply.

|‘G‘ Customize this table |

Filter
Filter by Column: Semver w Criteria:
Yiew

Column Display:

Available: Chosen:

LI connection Delay Time A [ 1pBC Driver ”~

[ connections Total Count ¢ |0 active Connections Current Count

O current Capacity High Count ) [ Active Connections High Count R
O Failed Affinity Based Borrow Count [ current Caparcity -
[ Failed RCLE Based Borrow Count 5 /[0 Number Available ’
O Failed Reserve Request Count X [ waiting For Connection Current Count -
g Failures To Reconnect Count v O Waiting For Connection High Count w

Number of rows displayed per page: 10 b Maximum Results Returned: All w

Apply || Reset

Deployed Instances of this Data Source (Filtered - More Columns Exist)

Showing 0 to 0 of 0 Previous | Mext

Server ¢ Enabled State JDBC Driver

There are no items ko display

buasiicun O be O aF O Dwcai | Bk

8. Now, when you view the Statistics panel, it should show the following new statistics:

Deplayed Instances of this Data Source (Filtered - More Columns Exist)

Showing 1 to 1of 1 Previous | Mext

) : . . . .| waiting For

) Active Connections | Active Connections | Current | Number | Waiting For Connection for
Server & | Enabled | State | JDBC Driver Current Count High Count Capacity | Available | Current Count Eg::f‘“"“ High
sna_server 1 | trus Funning | nrscle.jdbe s client OrsrlsXADatamource |0 ] ] 5 5 ]

Showing 1 to 1of 1 Previous | Mext

9. Check the statistics for any problems, see the How it Works... secion of this recipe
for more details about what to look for.

10. Repeat steps from 5 through 9 for each data source.
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The Oracle WebLogic application server exposes management and monitoring metrics using
the JMX standard, and the Oracle WebLogic console makes use of these to display information
on components such as the database connection pool sizes. It is worth noting that most
connection pools have an initial size of zero. So if you view the pool size before the application
has been used, then you will see zero for all of the statistics we are monitoring. If this is the
case, then you should run some load through your application and check back again.

These connection pools are used by SOA Suite components to talk to the database for many
purposes including storing process instance state, restoring state, storing logging information,
and so on. If WebLogic runs out of these connections, then requests have to queue, waiting
for a connection to become available, eventually timing out if no connection becomes
available. By monitoring the number of connections in use, you can increase the maximum
number of connections in the pool, if you notice that they are running out.

We are looking for a number of different things in the connection statistics:

» Active Connections Current Count equal to Current Capacity, which indicates that
every connection from the pool is currently in use. This means that there are no
free connections. If the Current Capacity is the maximum number of connections
that the pool will hold, then new requests will have to wait for connections.

» Active Connections High Count equal to Current Capacity, which indicates that at
some point, every connection from the pool was in use. Active Connections High
Count gives the highest value that Active Connections Current Count has had since
the server was restarted (or the statistics reset), so can be useful for diagnosing
the cause of performance problems that happened in the past, and the system
has now recovered.

» Number Available equal to zero, which indicates that the pool is empty (unless
the pool has not been initialized yet). This will usually occur when all the other
conditions are true.

» Waiting for Connection Current Count or Waiting for Connection High Count not
equal to zero, indicating that at some point there have been threads waiting to
get a connection from the pool. As threads will only wait for connections if there
are none in the pool, then we would expect to only see this if all of the other
conditions are also true.

These are all indicators of the same underlying problem, which is that there are insufficient
available connections to the database. This is usually caused by one of three things—either

a sudden burst of traffic has used up more than normal, the database is running slower than
normal, or there is a connection leak in the application. To find out which of these is the case,
you should look at the output of the thread dumps and database statistics.

Es
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There's more...

As well as being able to see this information via the WebLogic console, it is also made
available via the JMX standard and via the WebLogic scripting tool, which is based on Jython,
allowing you to use many tools to obtain and process connection pool sizes and more. We will
discuss more about JMX in Chapter 2, Monitoring Oracle SOA Suite, and look at some of the
tools that can be used for obtaining JMX metrics.

See also

» The Identifying slow-running database queries and Identifying performance problems
with JStack recipes

» Chapter 2, Monitoring Oracle SOA Suite

Identifying slow-running database queries

SOA Suite applications make heavy use of the database. ldentifying the database queries that
are running slowly can allow you to identify areas where performance improvements can be
made by tuning or reducing the amount of database access.

Getting ready

You will need SOA Suite installed and running, and have loaded it with representative load
or live data.

This recipe requires that you are able to log in to the SOA Suite database as an administrator
and are able to execute the necessary SQL statements.

How to do it...

1. Login to the SQL database as an administrator.
2. Execute the following SQL query:

SELECT * FROM

(SELECT

sgl fulltext,

sqgl id,

child number,

disk reads,
executions,

first load time,

last load time

FROM v$sqgl
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ORDER BY elapsed time DESC)
WHERE ROWNUM < 10

/

This will return the top 10 recent slowest SQL statements, although statements
eventually get removed from the v$sql table. So, this will contain statements
that have been recently executed.

Oracle SOA Suite makes very heavy use of the database, being able to identify the queries
that take the longest time, which allows these to be optimized. The v$sqgl table in Oracle
is a virtual table that contains the statistics about the recently executed SQL statements,
so it can be used to identify the statements that take the longest to execute.

There are a number of ways of discovering slow-running database queries, but we have
selected the preceding method because it is simple and easy to understand. More complex
statistics can be used to identify exactly what it is that is causing queries to run slowly.

Once you have identified slow-running database queries, the steps you need to take to resolve
them depends upon what the queries are. If they are application-related queries, then you
can focus on changing the application code, but if they relate to Oracle SOA Suite itself, then
you will have to look at things like reducing the amount of logging and persistence in your
application, or rearchitecting it to behave differently.

See also

» Chapter 7, Data Sources and JMS

Identifying slow-running components with

the Enterprise Manager

We can use Oracle Enterprise Manager Fusion Middleware Control to view the slow-performing
components of our SOA Suite middleware infrastructure, allowing us to target our performance
improvements at those components.

Getting ready

This recipe assumes that you have Oracle SOA Suite installed and running, and are able
to generate sufficient load against it to demonstrate any performance problems.

You must have the Oracle Enterprise Manager component installed in your domain,
and you will need to know the administration username and password for the domain.

s
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How to do it...

1. Connect to Oracle Enterprise Manager running on the admin server on the
URL http://<hostnames>: <port>/em; by default, this will be http://
localhost:7001/em if you are connecting from the same host.

2. Loginto Oracle Enterprise Manager by using your administration credentials.

3. Open Application Deployments, right-click on soa_infra, and select
Performance Summary.

4. Check that request processing time is not high.

Oracle Enterprise Manager is an Oracle product that is used to manage and monitor
components of the SOA Suite infrastructure. Some of its features are licensed separately to
Oracle SOA Suite. So, if you are unsure, you should check with your Oracle account manager
to check whether you are licensed or not to use it.

Oracle Enterprise Manager can be used to manage many components within Oracle SOA
Suite, and here we use it to view the performance summary for the SOA infrastructure
components. In this instance, we view the request processing time, which tells us how long
each request is taking to be processed. It is averaged across a large number of components,
so you are really looking to see that it is not higher than usual. This of course requires you to
know what usual is, so like all of these statistics, it is worth understanding how the system
behaves when there are no performance problems.

There's more...

If you get a 404 error when attempting to connect to the Oracle Enterprise Manager Fusion
Middleware Control console, it is likely that you did not add it to your game when you created
your domain. You can add it to your domain subsequently by running the configuration
manager, selecting your current domain, and extending it to add Oracle Enterprise Manager,
although you should be aware that this may overwrite any configuration changes that you
have made to the startup scripts.
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Monitoring Oracle
SOA Suite

We will cover the following recipes in this chapter:

» Installing the Hyperic server

» Installing Hyperic agents

» Configuring Hyperic to monitor SOA Suite 11g
» Monitoring the SOA Suite server availability

» Monitoring the JVM memory usage

» Monitoring the platform CPU usage

» Monitoring the data source usage

» Monitoring open sockets

» Monitoring committed transactions

» Configuring alerts in Hyperic

» Monitoring the system using the DMS Servlet
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Introduction

In this chapter, we will look at the importance of monitoring your Oracle SOA Suite application.
The topics covered include how to configure monitoring, what to monitor, and how to interpret
the data that your monitoring tool returns.

Performance monitoring is the key to any successful tuning strategy. In order to improve the
performance, you need to be able to measure before and after any changes you make. This can,
of course, be done with simple performance testing tools, but these only give you the top-level
results. What we want to do is dig deeper down and work out where time is being spent, and
which monitoring tools allow us to do.

The term monitoring covers a wide range of tools and techniques, from simple systems that
just tell us if a process is running or not, through complex user-experience monitoring tools
that break down each user request into component parts, and can show what time and
resources were involved in generating the response. The most value is obtained by tools
that can look inside your SOA Suite application, giving a breakdown of how busy individual
components and services are. These types of monitoring tools are often referred to as
Application Monitoring tools.

The other huge advantage of having good monitoring tools in place is the ability to store
metrics, so that you can go back and look at past figures, to see if performance has changed
over time or whether what you are looking at is something that has always been there.

A lot of the recipes in this chapter use the VFabric Hyperic HQ tool from VMWare. This tool

is part of VMWare's suite of middleware, and is available in the community and enterprise
versions. We have chosen to use Hyperic, because it is the best general-purpose monitoring
suite that we have found, allowing monitoring at all levels of the Oracle SOA Suite stack. It is
also one of the easiest to use, and the enterprise version comes with many powerful features.

There are also many other monitoring tools, which can provide similar features, all of which
would be suitable for monitoring our Oracle SOA Suite 11g applications. If you already have
an existing application monitoring tool that provides the same information that we get here,
then there is no need to replace it. We chose not to use the monitoring features of Oracle
Enterprise Manager for a number of reasons. Firstly, we feel that the monitoring is not as
comprehensive as provided by dedicated application monitoring tools, secondly it does not
provide an extensible framework, and finally the licensing is expensive and restrictive. If you
have a larger budget for monitoring, then the tools by Dynatrace and CA (Introscope) are
excellent tools, but they come at a price that puts them out of the reach of most projects.
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The monitoring in this chapter makes use of JMX, which has been a core component of the Java
SE platform since Java 5. JMX provides an APl and protocol for exposing management metrics
and operations from Java applications. JMX centers on the concept of the Management Bean,
or MBean, which is a Java Bean responsible for exposing management metrics and operations
for a component or service. MBeans can be written by anyone, and contain any metrics,
operations, or logjc that you wish; they just need to implement a simple interface. MBeans are
registered with an MBean Server using a name (their object name), which acts as a directory,
allowing other systems to look up and access the MBeans. Protocol adapters then make the
MBean server and its MBeans available over a variety of protocols. This simple, yet powerful API
has made it very simple to expose management interfaces for Java applications, and nearly all
modern Java infrastructure components will have a JMX interface.

By writing your own MBeans, you can expose management information about the internals of
your own application, and make that information available to monitoring tools, such as Hyperic.

The key thing to take away from this chapter is the type of things that you should be monitoring,
rather than having to use specific tools.

Installing the Hyperic server

Hyperic is a monitoring tool that can be used to collect, store, display, and alert on metrics
from Oracle SOA Suite 11g. It has the server and agent components, and in this recipe,
we will look at installing the server.

Getting ready

You will need a machine on which to install the server, and the permissions to install the
software on it. Since the overhead of running a Hyperic server is noticeable but not huge,

we recommend running it on a dedicated machine, or at least a machine that is not hosting
the critical parts of your infrastructure. The server needs to meet a few requirements, such
as a static IP address for communication with the agents, a Java 1.5 or higher JVM, Linux,
Solaris, Mac 0S X or Windows 2003 or a later operating system, a 1 GHz processor with at
least 1 GB RAM (4 recommended), and at least 1 GB of free disk space. For more details on
the requirements, see the documentation at https://support.hyperic.com/display/
DOC/Installation+Requirements.

You will need to download the Hyperic HQ installer (either community or enterprise) from
http://www.hyperic.com/hyperic-open-source-download. This recipe uses the
community (open source) version; so if you are using Hyperic enterprise, you may find a few
differences in the installation process.

Eis
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How to do it...

Follow these steps to install the Hyperic server:

1. Extract the Hyperic installer to a temporary location.

-

Extraction Wizard

Select a Destination T
Files inzside the ZIP archive will be extracted to the location you

choose,

Select a folder to extract files to.

Files will be extracted to this directany:

Estracting...

( J

[ Mest> |[ Cancel ]

2. Run the installer for your platform by using either setup.bat or setup.sh.

C:A\WINDOWS\system32\cmd.exe

Please ignore references to missing tools.jar n
lUnable to locate tools.jar. Expected to find it in C:“\DOCUME™1“c2b2“LOCALS™1~Tem
pslib“tools. jar .
Buildfile: G::hyperic—hg—installer—4.6.6—windi2vhyperic—hg—installer—4.6.6%instal
ler~hbins. .Sdatassetup.xml

Loading taskdefs...

Taskdefz loaded

Initializing Hyperic HQ 4.6.6 Installation...

Choose which software to inztall:

1: Hyperic HQ Server

2: Hyperic HQ Agent

fou may enter multiple choices,. separated by commas.

NED
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3. Select to install both the server and the agent, by entering 1, 2 at the prompt.

4. When prompted, specify the installation location for the server. This location must
exist, as the installer will not create it.

5. Specify the SMTP server to be used for sending e-mails, also the e-mail address
to be used for the "from" address, or accept the defaults.

Select 1 to use an encrypted database password.

7. Enter a name for the Hyperic admin user, or accept the default. Specify a password
for the user, and finally an e-mail address.

Enter a location for the agent to be installed in.
9. The installer will now install the Hyperic server, which may take some time.

C:A\WINDOWS\system32icmd. exe

Taskdefs loaded

Initializing Hyperic HQ 4_6.6 Installation...

Choose which software to install:

1: Hyperic HQ Server

2: Hyperic HQ Agent

You may enter multiple choices. separated by commas.

HQ szerver installation path [default *‘G:“\Program Filesz'1:

c -~ hyperic

Enter the fully gualified domain name of the SMIP server that HQ will use to sen
d email meszages [default *192_168_.186.1368°1:

Enter the email address that HQ will use as the sender for email messages [defau
1t *hgadmin@168.106.138"1:

2: No
llould you like to use an auto generated encryption key to encrypt the database p
azsword? [default “1°1:
il

Vhat should the username bhe for the initial admin user? [default *hgadmin®]1:

WVhat should the password be for the initial admin user?:

Cagain):

\hat should the email address he for the initial admin wser? [defaunlt ‘hgadmin@1
68.186.138" 1:

HQ agent installation path [default ‘c:“Nhyperic’ 1:

Loading install configuration...

Install configuration loaded.

Preparing to install...

Ualidating agent install configuration...

Ualidating server install configuration...

Checking server webapp port...

Checking server secure wehapp port...

Uerifying admin user properties

Ualidating server DB configuration...

nstalling the agent...

Looking for previous installation

Unpacking G:shyperic—hg—installer—4.6 6—win32vhyperic—hg—installer—4._6_65hyperic
—hg—agent—4.6.6—win32.zip to: c:~hypericsagent—4.6.6...

s
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10. Once the installer completes, it will display a message telling you to install Hyperic
as a service.

AWINDOWS\system32\cmd.exe

You should now install the HQ server as a Windows Service using this command:
c:xhypericwserver—4.6 .6%hin~hg—server.bat install

You can then use the Service Control Manager (Control Panel->S8ervices)> to
start the HQ server. Mote that the first time the HQ server starts up it may
take several minutes to initialize. Subsequent startups will be much faster.

Once the HQ server reports that it has successfully started. you can log in
to your HQ server at:

http: /7192 _168.106 .138:7880./
username : hgadmin
password: password

To change your password. log in to the HQ server. click the "Administration"
link. choose "List Users",. then click on the "hgadmin" user.

Setup completed.

A copy of the output shown ahove has bheen saved to:
Gavhyperic—hg—installer—4.6.6—wind2~hyperic—hg—installer—4.6.6%installer~logs™

hg—install.lo

11. After the service is installed, you can start Hyperic by using the hg-server.bat
or hg-server. sh script.

hg-server.bat start

12. Once the server starts, you can connect to it by using the URL provided at the end
of the installation script. This is usually http://localhost:7080/.

8 Sign In - Hyperic x Y[ http:{/tools.googls.comfchre. %

&« c localhost:
HYPERIE H Screencasts Help

Sign in to Hyperic
Please entervour usemame and password to sian in.

Username | hgadmin

Password [ueeeeeas |
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13. You can log in with the username and password that you specified during installation,
to see the Hyperic dashboard.

# HQ Dashboard || http:ifkaols, goagle.camichre %

<« C [ locahost: 7050

AV Y I T

@ There are no auto-discovered resources and HQ inventory is empty.
[Resource name | [ Platiarms | Please install and startup some HO agents to get started with HQ.

. ® Favorite Resources o
d o

Resource

Mo charts to display Resource Hame Type Availability Alerts
e i o resowss o ispiay, plsace otk the B icon above to add resources to portiet

Mo resources to display Updated; 4:58 P
Resource Type Availability D Date / Time = Alert Hame Resource Hame Fixed Ack

Mo resources 1o display, please click the 44 icon sbove to add resaurces to portiet MIREEECBEI LY
Add content to this column: Fuien] [acinounense] Undateck 4:59 Pt

Recent Control Actions
Mo resources to display

Quick Control Frequency

Mo resourcss to display

Add content to this column:

Select Portiet | ()

<

Hyperic HQ has an architecture based on a server and agents. The server component consists
of a database, used to store configuration data together with the historical metrics that have
been gathered. The server also provides a web application, which can be used to view the
data and configure the collection of metrics and the creation of alerts.

The server is implemented by using a Tomcat-based web server, and is bundled with a
Java Runtime Environment (JRE) to run it. It also ships with its own embedded PostgreSQL
database for storing configuration data and metrics.

There's more...

In this recipe, we installed the community version of Hyperic, and accepted most of the
default settings. In a production setup, you may want to consider using a more resilient
deployment by using a more reliable database and using real SSL certificates, rather than
the demo self-signed certificates that are distributed with the Hyperic server.

@l
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See also

» The Installing Hyperic agents and Configuring Hyperic to monitor SOA Suite 118 recipes

Installing Hyperic agents

Hyperic agents need to be installed on each machine that you wish to monitor. The agent
will report the metrics back to the Hyperic server. In this recipe, we will learn how to install
a Hyperic agent.

Getting ready

You will need to install the Hyperic agent install ZIP file plus the necessary permissions to
log in, and install the software on the machine that runs your Oracle SOA Suite application.
The Hyperic agent will need to be installed as the same user as Oracle SOA Suite, in order
to detect it properly.

How to do it...

We can follow these steps to install our Hyperic agents:

1. Extract the Hyperic agent ZIP file to the location where you want it to be installed.

2. Navigate to the bin directory:
cd bin

3. Run the install task of the relevant hg-agent script—either hg-agent . sh or hg-
agent .bat:

hg-agent.bat install

4. Run the start task of the relevant hg-agent script—either hg-agent . sh or hg-
agent .bat:

hg-agent.bat start

5. The agent will start up, and start prompting for its configuration.

=
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AWINDOWS\system32\cmd.exe - hq-agent.bat start -0 J

E:shypericshyperic—hg—agent—4.6 .6—win32xhyperic—hg—agent—4.6 .65hin>hg—agent .bhat
i 1

i Hyperic HQ Agent service installed.
E:“hypericvhyperic—hg—agent—4.6 .6—win32~hyperic—hg—agent—4_6 .65bin*hg—agent _hat

i 8tarting the Hyperic HQ Agent service...
i Waiting to start...
i Hyperic HQ Agent started.

[ Running agent setup

llhat iz the HQ server IP address: _

Enter the IP address of the Hyperic server.
Answer yes to using a secure communication between the agent and server.

If you have not changed the SSL port for your Hyperic Server, accept the default port;
otherwise enter your custom port.

9. Enter the administration username for your Hyperic server.
10. Enter the password for your Hyperic administration user.
11. Accept the default IP for the agent bind address.

12. Accept the default port for the agent port.

13. If you are using the default self-signed SSL certificates, the agent will prompt for
whether you wish to accept these. Enter yes.

AWINDOWS\system3 2\cmd.exe

i Hyperic HQ Agent started.

L Running agent setup ]
What is the HQ server IP address: 192.168.106.138
Should Agent communications to HQ always be secure [default=yeszl: yes
What iz the HQ server S55L port [default=74431:
— Testing secure connection ... Success
lhat iz vour HQ login [default=hgadminl:
What iz your HQ password:
lhat IP should HG use to contact the agent [default=192.168.106.12%1:
What port should HQ use to contact the agent [default=21441:
— Received temporary auth token from agent
— Registering agent with HQ
The server to agent communication channel is wsing a self-signed certificate and
could not bhe verified
Are you sure you want to continue connecting? [default=nol: yes

HG gave us the following agent token

1356372451516 188328256943693?339—2513535934382335538

Informing agent of new HQ server

Ualidating

Successfully setup agent

&1
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14. The agent install will complete.
15. Use your web browser to connect to the Hyperic server console
(usually http://localhost:7080/console):

# Sign In - Hyperic || httpziftools, google.comfchic % W)

C [ locahost: 7080/app Aogin; jsessionid=F 364 2D000FE 3EA4 1380083 7IA0 TEBEZ 1

Screencasts  Help

&«

HVvPEeEDRIr =

Sign in to Hyperic
Please enter your usermname and password to sian in

Username  hgadmin

Password | weaeeaes |

16. Enter your administration username and password to log in.
17. You will see that the agent has been discovered by the server, and is listed
at the top-right of the dashboard:

luto-Discovery
Status  Changes

MEyy [,
newy [dr,

Resource Hame
@ radagast - Microsoft Windows XP

Hz Agent 4 6.6 E:\hyperich.. hyperic-hg-agent-4 .6 .6

| Add to Imentory | | Skip Checked Resources

18. Click on the Add to Inventory button to accept the agent's request to send
metrics to the Hyperic server.

=
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Many monitoring tools, including Hyperic, use a server and agent architecture. In this
architecture, a lightweight agent process runs on each box to be monitored, collecting
metrics and sending them back to the server, where they are processed and stored. An agent
therefore needs to be installed on each machine that is running one of our WebLogic servers
hosting SOA Suite 11¢g applications.

Hyperic agents are responsible for discovering resources, gathering metrics, and reporting
them back to the Hyperic server. To do this, agents need to be installed on each machine that
has resources to be monitored, which in our case, means WebLogic servers that are running
Oracle SOA Suite.

The agent is implemented as a Java application, and is distributed as a ZIP file that can be
extracted into a location. Scripts are provided for both the Windows and Linux versions of the
agent; the Windows agent is run by installing it as a Windows service, and then starting that
service. When it starts for the first time, it will prompt for its configuration data. This will be
stored, and so the agent will no longer prompt for the configuration data once it has been set
up. The agent is essentially a container for running plugins, with each plugin knowing how to
discover and monitor a specific type of resource (such as a SOA Suite server). The monitoring
of SOA Suite is accomplished by the WebLogic plugin, which uses the Java Management
eXtensions (JMX) interface to connect to WebLogic and retrieve metrics. These metrics are
the ones that the JMX subsystem in WebLogic and SOA Suite is already collecting. So the
overhead of monitoring the platform is limited to that imposed by connecting to WebLogic,
requesting the metrics, and then forwarding them to the Hyperic server. This allows the agents
to have a very small overhead on the boxes they monitor (typically no more than 5 percent),
although the overhead varies according to the number of metrics that are being collected.

When the agent first starts up and communicates with the server, the server places it in a list
of resources that have been discovered but not yet added to the inventory. We need to log in
to the server and accept the agent and its discovered resources into the inventory before any
monitoring will occur.

There's more...

In these sections we have installed the Hyperic server and agent to use the default self-signed
SSL certificates for secure communication. For a production deployment, it is recommended
that these certificates are not used, and that you use real SSL certificates, or generate your
own set of self-signed certificates.

See also

» The Installing the Hyperic server and Configuring Hyperic to monitor SOA Suite
118 recipes

=]
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Configuring Hyperic to monitor SOA Suite

119

Once the Hyperic server and agents have been installed, there are a few more steps that
are needed to get the Hyperic server to monitor the WebLogic server instances that run
your Oracle SOA Suite 11g application.

Getting ready

You will need to have the Hyperic server installed and configured, and the Hyperic agent
installed and imported into the inventory. You will also need your WebLogic server instances
running for Hyperic HQ to be able to discover them. You will also need read and write access
for both the Oracle SOA Suite and VMWare Hyperic installations.

How to do it...

The following steps will configure your Hyperic server and agents to monitor WebLogic and
SOA Suite 11g:

1. Navigate to the WebLogic server 1ib directory:
cd MIDDLEWARE HOME/wlserver 10.3/server/lib

2. Execute the jar builder tool to create awlfullcient. jar file:

java -jar ../../../modules/com.bea.core.jarbuilder.1.7.0.0.jar

3. Copythe generated wlfullclient. jar file into the bundles/agent-4.6.6\1ib
directory of your Hyperic agent.

4. Editthe file HQ AGENT DIR/bundles/agent-4.6.6/bin/hg-agent.bat
or hg-agent . sh. Locate the section that sets the agent classpath, and add
wlfullclient.jartoit.

=)
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& hg-agent.bat - Notepad
Eile Edit Format View Help

set CLIEMT_CLASSPATH=%AGEMT_LIBX¥“ho-agent-core-4.6.6.7ar ~
set CLIENT_CLASSPATH=%CLIEMT _CLASSPATHY; ¥AGENT_LIEX
set CLIENT_CLASSPATH=%CLIENT_CLASSPATHY; %PDK_LIBX\hg-common-4. 6.6, jar

5] r

set CLIEMT_CLASSPATH=%CLIENT _CLASSPATHY; ¥POK_LIBX ho-util-4.6.6.]
set CLIEMT_CLASSPATH=%CLIEMT_CLASSPATHY; %PDK_LIBXho-pdk-4.6.6.7a
set CLIENT_CLASSPATH=%CLIEMT_CLASSPATHY; ¥PDK_LIBXNant-1.7.1.jar
set CLIENT_CLASSPATH=%CLIENT_CLASSPATHY; ¥PDK_LIBX commons-logging-1.0.4. jar

set CLIENT_CLASSPATH=%CLIENT_CLASSPATHY; ¥PDK_LIBXY]logdi-1.2.14.Far

set CLIEMT_CLASSPATH=%CLIENMT_CLASSPATHY; ¥PDK_LIBX sigar-1.6.6. jar

set CLIEMT_CLASSPATH=%CLIEMT _CLASSPATHY; ¥POK_LIBX\httpclient-4.1.1. jar

set CLIENT_CLASSPATH=%CLIENT_CLASSPATHY; ¥PDK_LIBXwhttpcore-4.1.jar

set CLIENT_CLASSPATH=%CLIENT_CLASSPATHY; ¥PDK_LIBXN\spring-core-3.0.5.RELEASE. jar
Set CLIENT_CLASSPATH=%CLIENT_CLASSPATH; %PDK_LIB%\Commons-codec-1.2. jar

set CLIEMT_CLASSPATH=%CLIENT_CLASSPATHY; ¥AGEMT_LIB%\ho-lather-4.6.6.Jar

Set CLIENT _CLASSPATH=%CLIEMT _CLASSPATHY;BMAGENT _LIEX WwIlTullcldient. jar

5. Editthe file HQ_ AGENT DIR/conf/agent.properties, and setthe weblogic.
installpath property to the location of the wlserver 10.3 directory in your
middleware home location.

r

File Edit ‘iew Insert Format Help

D= && # B o By

#H L
## the custom keystore private key aliass for the agent

## used for unidirectional agents with & custom keystore

#e

fagent.keyatore.aliaa=hg

# required to find server/lib/weblogic.jar
|t.reb logic.installpath=E:%\ Oraclel MNiddlewareh wlserver 10.3%

# required to find websphere jars
#websphere.installpath=/opt/Web3phere/ Applerver

# required to find jboss jars
#iboss. installpath=/usr/ local/ jboss-4.0.0 w
£ »

For Help, press F1

@1
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6. Restart the Hyperic agent by using the script in HQ_AGENT DIR/bin:
hg agent.bat start
hg agent.bat stop

7. Log in to the Hyperic console by using your administration username and password.

# Sign In - Hyperic | ] http:/itacls.google. camchre

« C' [ locahost: 7080/appagin;jsessionid=F 364 2D000FE 3EA4 13800837940 F6BE2 1

Screencasts Help

HVYPEERIr =M

Sign in to Hyperic
Please enter your usermname and password to sign in

Username | hoadmin

Password | weasaess |

8. Navigate to the relevant platform that hosts your SOA domain Administration server
from the Resources tab and select Browse. Click on the Tools menu, and select
New Auto-Discovery.

Erowse » soaserver

Description: Microzoft Windows XP
Architecture : x35

05 Version : 5.1

RAM : 3096 MB

MapE| Tools Menu =

Configure Platform [

Delete Platform [ hrt

Hew Server [ —

Hew Platform Service [©

Hew Auto-Discovery [ Med

nable erts On This Agent [

Disable All Alerts On This Agent [®

RE Add to My Dashboard Favorites B ||

[] Platc Add to Group [ ail

[ FileServer Mount (7]

=
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9. Select the checkbox for Select All Server Types and scroll to the bottom of the page.
Enter the relevant details for the drives to scan, and click on Ok. This will start the
agent running a new auto-discovery on the platform.

# HG Mews Platform Auto-Disco

<« C | [Y localhost: 7080 resource/platform /ALtoDiscovery doPrid=1000 1Rtype = 1Rmode =newRorg.apache.catalina fiters. CS 17 | =
Soaserver ~

Quick Auto-Discovery Scan

Click "OK' to start an immediate system scan on all resouree types. This will include a scan of the Windows registry and process table.
If you also want to perform a filesystem scan or if you'd like to limit the resource types to be discovered, fill out the remainder of the form helow.

Extended Filesystem Scan Configuration

# Scan For Server Types: :Belel:t All Server Types
[NET 1.1 [CIMET 2.0 CIHET 3.0 =

:‘,ﬂ«cﬂve Directary DACUVEMQ 4.0 :lAc‘tlveMQ a0

[Joctiveda 5.1 [Clactivema 5.2 [octivema 5.3

[ Jactivenc: 5.4 [ lctiveMa Embedded 5.0 [ Jactivemt: Embedded

[Jactivetda Embedded 5.2 [Clactivema Embedded 5.3 [a.ctivema Embedded

:‘,&Iirascn 2.0 Dﬂpache 1.3 ]ﬂ.pache 20

j&pache 2z DApache hittpacd :I,Apache Tomcat 5.5

j&pache Tomcst 5.0 Dﬁpache Tomcat 7.0 :lApache-ERS 23

[Japache-ERS 2.4 [Capache-ERS 33 [epache-ERS 4.x

[ Jooldfusion 6. [Ccoldtusion 7 x [ DB2 JOBC 9.

:bEIQ JDBC Database Manager 9.x I:Exchange 2000 :Exchange 2003

:Exchanga 2007 I:Exchange 200 :Exchange 25

:Exchanga Transport 2007 I:Exchange Trarsport 2010 :‘Geronimn 10

[ lassFisn 9.2 [ha agent (0= 4

(= 5. [(hs6x [hs7x

[nformiz 100 [CiPtanet Ackmin 4.1 [ iPlanet Scmin 6.0

jJBDSS 3z DJBDSS 40 jJEloss 42

:lJElnss 4.3 I:UEIDSS 50 :lJElnss 51

A== R0 [ UAn== 7 | M lIRnss Hast Controlls
< >

10. The auto-discovery will discover the Admin Server resources; you can add them to
the inventory by going to Dashboard, selecting them in the Auto-Discovery portlet,
and selecting Add to Inventory.

Resource Hame Status Changes
@ soaserver - Microsoft Windows XP modified  server set changed
Wighlogic Admin 1. boaok AdminServer Eoraclel. womainsisoa_book MEsy 1228

Add to Imventory 1 Skip Checked Resources '
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11. Select Resources and then Browse, and select the platform that hosts the SOA
domain administration server. You will notice that in the Resources panel, the
WebLogic AdminServer resource has a gray question mark next to it. We need to
configure it with the correct username and password. Click on AdminServer in the
Resources panel, and you will see a message appear telling you that Configuration
Properties need to be set. Click on the words Configuration Properties to go to the
configuration page.

; Inventory Alert | Control Views

£ Thiz resource has not heen configured. Please set its Configuration Properties.

12. Enter the correct configuration properties. The ones you probably need to change
are the password and the JVM Runtime setting.

# HQ Edit Server Configuratior %

L 2 C'  [Y locahost: 7080/resoLrce/server finventory, do?mode=editConfigi hype =2&rid= 10007 TA"’ =

=: {There have been no alerts in the last 2 hours.)

=HVPEPERIr =M

Dashboard Analyze | Administration

Weblogic Admin 10.3 soa_book AdminServer

Please verify that this resource has been enabled for monitoring by following the directions below

Configuration Properties

Shared

Admin URL 13 tizoaserver 7001 Admin usamame weblogic
Admin passnord Admin Server name |AdMINServer
o oAbk ] o Rt
~
Domain s0m_hook vM Runtime JrhRuntime
Monitoring
server.log_track.enable 0 serverlog_track.level
Enable Log Tracking Track event log level
server.log_track.include l:l server.log_track.exclude |:|
Log Pattem hiateh Log Pattern Exclude

server.log_track files server.config_track.enable
Log Files ErOracleiMicdlewareser_pt Enable Config Tracking D
se"e"“?"ﬁ’.’f"“.“"'r;':: “true; Sjar il class] *Lpl|

Auto-Discover Applications, Entity EJBs, and other services?
~
Coteal

13. Scroll to the bottom of the page and click on Ok; the configuration properties will
be updated, and Hyperic will start collecting the metrics.

14. The plugin will automatically discover the managed servers that are defined in the
domain and start monitoring these too.

SNED
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The Hyperic HQ agent contains a plugin to allow it to discover the WebLogic server instances;
it discovers the admin server by finding the running process, and then interrogates the admin
server to find each managed server in the domain. Before the agent can discover WebLogic,
we need to make a few configuration changes to allow the agent to talk to the WebLogic
server instance. These include setting the weblogic.installpath property and placing
wlfullclient.jar on the classpath. These changes are needed to allow the agent to
communicate with the WebLogic administration server.

Once the agent has discovered the WebLogic administration server, we need to go into the
Hyperic console to provide the password necessary for the agent to communicate with the
server. The agent will then automatically discover the managed servers and add them to
the relevant platforms, and then any resources underneath the servers will be added.

There's more...

In order to associate the managed servers with platforms that are managed by Hyperic, the
agent uses the listen address of the managed server to match against a platform name. This
means that the listen address of the managed server needs to be set to the hostname of the
platform, as returned by the hostname command. If the listen address is set to an IP address
or is empty (to bind to all network interfaces), the managed server will not be added to the
inventory, as the plugin will be unable to work out which platform to associate the server with.

See also

» The Installing the Hyperic server and Installing Hyperic agents recipes

Monitoring the SOA Suite server availability

One of the most obvious things to have Hyperic HQ monitor for you is whether your servers are
available; that is, whether they are running and responding to requests. In this recipe, we will
learn how to view the availability information for our SOA Suite 11g instances.

Getting ready

You will need to install Oracle SOA Suite and the Hyperic HQ server and agents for this recipe.
Both Hyperic HQ and Oracle SOA Suite will need to be running. You will also need the login
credentials for the Hyperic HQ console.

i
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How to do it...

These steps show us how to monitor system availability with Hyperic:

1. Login to the Hyperic HQ console.
2. Open the Resources menu, and select Browse.

Dashboard Analyze | Administration
oa_serveﬂ
Currently Down Jadmin) - Change...
Recently Viewed ]

3. Select the platform that has the server you want to monitor, which should be one
of your SOA Suite managed servers.

# HQ Browse Resources

« C' | [ locahost: 7080/ResourceHUb, do?view =listaff= 16 ft=- 18g=18any =falseg.own=lalseBunaval=fasetpn=08ps=15 b

[SEAVY Y11 ol ™ [

Platforms » All Platforms

Tools Menu &
search: [keywares | | anpattorm Types v | Ounavaitavle Clownedbyto maten: Oany Can 3
Platforms (2) | Servers (7) | Services (591) | Compatible GroupsiClusters (0) | Mixed Groups (0) | Applications (0)
Show Chart View
[d] Platform 4 Platform Type Description Availability |
CJAMBA nhypericserver Winaz Microsoft Windows XP @
[CEAMBA soaserver Win3z Microsoft Windows XP [~]
Total:2 Items Per Page: | 15 %
v

=
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4. On the Resources panel on the left-hand side, select the WebLogic managed server
that you wish to monitor.

RESOURCES

[] Pratform Services Health Avail I
o FileServer Mount e o J
o HetworkServer Interface e o
soaserver Wini2 CPU 1 (2493Mhz
]  Intel Core(TM) i5-2450M CPU @ e o
2.50GHz)
D Deployed Servers Health Awvail
[] weblogic 10.3 soa_book soa_servert & O
Weblogic Admin 10.3 soa_book . —
O AdminServer @ -
D Weblogic HodeManager 10.3 o o
soa_book soaserver '
] soaserver HQ Agent 4.6.6 e o

Select Resources above & - .
click button to views metrics @

5. The Availability track is shown at the top of the center panel, with red dots indicating
periods when the server was not available.

Indicator Charts | Show Last & Hours “Wiewe: | Update Default e u

67.7% —
Availability

6. Use the time settings at the top of the graph panel to select the time period you are
interested in.

Metric Display RBange: 4 Last | 30w | | Minutes | IE| Advanced Settings

-
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The Hyperic agent determines the availability, which lets us know whether it can connect to
the WebLogic server; if the agent can get a response from the server, then it is considered to
be available. The availability metric data is sent by the agent to the Hyperic HQ server, which
stores it in its database and makes it available via the Web console.

There's more...

All resources that are monitored by Hyperic have availability data associated with them,
including the platform itself. We have found that the most useful of these to monitor are the
WebLogic server instances that run your SOA Suite applications, but monitoring the platform
availability can also be useful.

The availability track uses a sequence of dots to show the availability of the resource during
the selected time period. A green dot indicates that the resource was 100% available during
the time period that the dot represents. A red dot indicates that the resource was less than
100% available for the time period.

See also

» The Installing the Hyperic server, Installing Hyperic agents, and Configuring Hyperic
to monitor SOA Suite 118 recipes

» The Monitor garbage collection using jstat recipe in Chapter 1, Identifying Problems

Monitoring the JVM memory usage

Many of the common causes of performance problems have their roots in memory
management, so monitoring the memory usage of the servers in your SOA Suite domain can
alert you to many performance problems before they become problematic. In this recipe, we
will see how we can view graphs of the current and historical memory usage of our SOA Suite
11g application.
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Getting ready

You will need to install Oracle SOA Suite and the Hyperic HQ server and agents for this recipe.
Both Hyperic HQ and Oracle SOA Suite will need to be running. You will also need the login
credentials for the Hyperic HQ console.

How to do it...

Follow these steps to monitor the memory usage of our SOA Suite 11g application.

1. Login to the Hyperic HQ console.
2. Open the Resources menu, and select Browse.

Dashhoard Analyze | Administration
oa_serverl
Currently Down 1admin) - Change...
Recently Viewed ]

3. Select the platform that has the server you want to monitor, which should be one
of your SOA Suite managed servers.

# HQ Browse Resources

- C | [Y locahost: 7080/ResourceHub. do?view =lstiff=18fr=-18.g= 1&any=falseRown=faseRLnaval=lalseRpn=0Rps=15 w2 =

({There have been no alerts in the last 2 hours.)

(AL 1 — ol | o

Dashboard Analyze | Administration

Platforms » All Platforms

Tools Menu &

sarchi [Weywwors Al Flattorm Types v | [ JUnavailable [ lowned by o Match: Cany Oan
Search: O dl (o] O

Platforms (2) | Servers (7) | Services (591) | Compatible Groups/Clusters (0) | Mixed Groups (0) | Applications (0)

Show Chart View
O Platform & Platform Type Description Availability |
CJEIE hypericserver Winaz Microsoft Windows P @
CJEIEA scaserver Winaz Microsoft Windowvs XP @

Total:2 Kems Per Page: |15 v

(£

s
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4. On the left-hand side of the Resources panel, select the WebLogic managed server
that you wish to monitor.

RESOURCES

[] P1atform Services Health Avail I

[ FileServer Mount & o J

] HetworkServer Interface & o
soaserver Win32 CPU 1 {2493Mhz i B

[0  imtel Core(TM} i5-2450M CPU @ @& o
2.50GHz)

|:| Deployed Servers Health Avail

[] weblogic 10.3 soa_book soa_servert & O

D Weblogic Admin 10.3 soa_book
AdminServer

D Weblogic HodeManager 10.3
soa_book soaserver

[ scaserver HQ Agent 4.6.6 e o

Select Resources abowe & u u
click button to wiew metrics @

5. The graph pane in the center of the page contains the graph for the JVM Free
Memory metric.

B4 JUM Free Memory (] Uv X
(iteblogic 10.3) LOW. 2973 WB AVG: 4429MB PEAK: 345.3 MB
. 561 MB
- - - 492 MB
423 MB
- 354 MB
- 285 MB

6. Use the time settings at the top of the graph panel to select the time period you
are interested in.

Metric Display Range: 4 Last | 0w | | Minutes | III Advanced Settings

5]
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7. Click on the graph title to view a more detailed graph.

Metric Chart

~ Actual Peck Avetage Low e D
Save Chart to My Dashboard B
£+ REDRAW Back to Resource [

Export to CSV

Metric: J/h Free Memory
561 MB
S33ME
506 MB
478 MB
450 MB
423 MB
305 ME
368 MB
340 MB

IM2MB

285 MB

9:55a  9:57a 18a 10:17a 10:20a 10:22a 10t03La
12131 12031 3112 2@ 123 12338
Resource & Control Action Key:

Resource: ™ VWihlogic 10,3 soa_book s0a_server]

o 12312012 0955 AM to 12031/2012 10:25 AM

Edit Range | |

The Hyperic HQ agent periodically connects to the WebLogic server instances that are in
its inventory, and uses the JMX service to obtain metrics on a number of measurements,
including the JVM free memory. It reports this data back to the server, which stores it in its
database. We can then view this collected data by using the Hyperic console.

JVM free memory is an interesting metric to monitor, although one that is hard to set up
alerting on, because of the nature of JYM memory management; memory will be used up
until there is none free, and then the garbage collector will kick in and free up a large chunk.
This gradual use of memory, and then a sudden freeing up results in the familiar saw tooth
pattern of JVM memory graphs, which are described in other chapters. This does not mean
that monitoring the free JVM memory is useless, as we can identify memory leaks by the fact
that the saw tooth pattern frees up less and less memory each time the garbage collector

is run.

7}
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Since memory usage patterns can change a lot depending upon the usage of the application,
it is very useful to have an understanding of what the graph of JVM free memory looks like
during normal use. If you know what the usage typically looks like on a Monday morning,

you are in a much better position to identify an abnormally high or low memory usage on

a particular Monday morning.

See also

» The Installing the Hyperic server, Installing Hyperic agents, and Configuring Hyperic
to monitor SOA Suite 118 recipes

» The Monitor garbage collection using jstat recipe in Chapter 1, Identifying Problems

Monitoring the platform CPU usage

In this recipe, we are going to learn how to view the CPU usage of the platforms running SOA
Suite 11g. CPU usage is one of the key areas where bottlenecks can occur, and knowing that
our CPU is running at 100 percent allows us to focus our efforts into working out what is using
the CPU.

Getting ready

You will need to install Oracle SOA Suite and the Hyperic HQ server and agents for this recipe.
Both Hyperic HQ and Oracle SOA Suite will need to be running. You will also need the login
credentials for the Hyperic HQ console.

How to do it...

These steps will show us how to monitor the CPU usage of our SOA Suite platforms:

1. Log in to the Hyperic HQ console.

2. Open the Resources menu, and select Browse.

Dashboard Analyze T Administration
oa_server1
Currenmtly Down ijadmin] - Change...
Recently Viewed 1]
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3. Select the platform that has the server you want to monitor, which should be one of
your SOA Suite managed servers.

# HQ Browse Resources

- C | [Y locahost: 7080/ResourceHiub. do?view =lstiff=18fr=-1Rg= 1Rany=falseRown=faseRLnaval=falseRpn=0Rps=15 e =

-~
HQ Sign Out Screencasts Help B

LN/ P S L/~ (There have been no alerts in the last 2 hours.)

Dashboard Analyze | Administration

Platforms » All Platforms

Tools Menu =

Search: [aywords | [ eurattom Tyses v | Dunavaitable  [lowned byta maten: Oany Oan @

Platforms (2) | Servers (7) | Services (591) | Compatible Groups/Clusters (0) | Mixed Groups (0) | Applications (0)

Show Chart View
O Platform & Platform Type Deseription Availability |
CJEME hypericserver Win3z Microsoft Windows XP =]
CJEIE socaserver Wina2 Microsoft Windows P @

Total:2 Kems Per Page: 15w

4. The CPU usage will be displayed in the graph area in the center of the screen.

Ed Cpu Usage (] JJ; X
[uin32) LOW: 2.5% AVG: 5.5% PEAK: 13.5%
100%
75%
S0%
25%
- - - - - 0%

5. Use the display range settings at the top of the graph pane to select the time period
you are interested in.

Metric Display Range: 4 Last | 0w | | Minutes | |Z| Advanced Settings

The Hyperic agent uses the SIGAR library to collect metric data related to operating systems,
including the CPU usage. This data is sent by the agent to the Hyperic server, which stores it
in the database. We can then use the Hyperic console to browse this information.

When monitoring the CPU usage, we obviously look to ensure that the system is not running at
100 percent CPU usage, which implies that there is a performance problem somewhere in the
system. CPU usage is a good metric to set alerts on, because it should not be high in normal
circumstances, and it is always worth investigating the incidents of high CPU usage.

s
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There's more...

As with monitoring JVM memory usage, having a good understanding of what your CPU
usage pattern usually looks like can be very useful for diagnosing an abnormal behavior.
For example, many organizations have an anti-virus or batch process that runs overnight
or during quiet periods, which can use significant amount of the CPU when running. If you
are not aware that this is a normal behavior, it can be easy to mistake it for the cause of a
performance problem, and waste significant time looking for a CPU bottleneck, where the
true performance bottleneck is elsewhere.

See also

» The Installing the Hyperic server, Installing Hyperic agents, and Configuring
Configuring Alerts in Hyperic recipes

Monitoring the data source usage

Oracle SOA Suite applications make a very heavy use of database connections, so if the
connection pools get exhausted, then performance can suffer dramatically. By monitoring
the data source usage, you can ensure that the number of available connections is sufficient.

Getting ready

You will need to install Oracle SOA Suite and the Hyperic HQ server and agents for this recipe.
Both Hyperic HQ and Oracle SOA Suite will need to be running. You will also need the login
credentials for the Hyperic HQ console.

How to do it...

By following these steps, we can monitor the data source usage:

1. Log in to the Hyperic HQ console.
2. Open the Resources menu, and select Browse.

Dashhoard Analyze T Administration
oa_server1
Currently Down admin) - Change...
Recently Viewed ]
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3. Select the platform that has the server you want to monitor, which should be one
of your SOA Suite managed servers.

# HQ Browse Resources

- C | [Y locahost: 7080/ResourceHiub. do?view =lstiff=18fr=-1Rg= 1Rany=falseRown=faseRLnaval=falseRpn=0Rps=15 e =

IRV —1—1 — 1t T (There have been no alerts in the last 2 hours.)

Dashboard Analyze | Administration

Platforms » All Platforms

Tools Menu =

Search: [aywords | [ eurattom Tyses v | Dunavaitable  [lowned byta maten: Oany Oan @

Platforms (2) | Servers (7) | Services {591) | Compatible Groups/Clusters (0) | Mixed Groups (0) | Applications (0}

Show Chart View
O Platform & Platform Type Deseription Availability |
CJEME hypericserver Win3z Microsoft Windows XP =]
CJEIE socaserver Wina2 Microsoft Windows P @

Total:2 Kems Per Page: 15w

£

4. On the left-hand side of the Resources panel, select the WebLogic managed server
that you wish to monitor.

RESOURCES

[] Platform Services Health Avail I

[]= FileServer Mount & o

[0 HetworkServer Interface & o
soaserver Wini2 CPU 1 (2493Mhz

[0 el Core(TM) i5-2450M CPU @ & o
2.50GHz)

|:| Deployed Servers Health Avail

] weblogic 10.3 soa_book soa_servert & O

|:| Weblogic Admin 10.3 soa_book @ o
AdminServer -
|:| Weblogic HodeManager 10.3 o o

soa_book soaserver

[[] soaserver HQ Agent 4.6.6 & o

Select Resources abowe & ) )
click button to wiew metrics @

5. Select the data sources entry in the Resources pane on the left-hand side.

6. Select the data source you are interested in from the Resources pane on the
left-hand side.

[ei-
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7. The graph pane will now display the metrics for the data source, including the number
of active connections.

b4 Active Connections ri1x
Mieblagic 10.3 JDBC Cannection Paal) LOW: 1.0 AVG 1.0 PEAK: 1.0

- - - - - - 1.0

8. Use the display range settings at the top of the graph pane to select the time period
you are interested in.

Metric Display Range: = Last | 30 0w | | finutes  w | |:| Advanced Settings

The Hyperic HQ Agent periodically connects to the WebLogic server instances that are in
its inventory, and uses the JMX service to obtain metrics on a number of measurements,
including the data source usage. It reports this data back to the server, which stores it in
its database. We can then view this collected data by using the Hyperic console.

The metrics we are interested in are the individual metrics for each data source, rather
than the aggregate metrics that Hyperic also provides. These individual metrics allow us to
see which data sources are getting low on available connections, and do something about
it before they run out. Because connection pools should not usually be running near their
maximum limits, this is a good candidate for configuring alerting.

A common problem with data sources is the application code that leaks connections, which
occurs when there is a use-case within the application that results in a connection being
taken from the pool, but never returned. This is usually found in edge-cases because it is
often quickly spotted in testing in the main use-cases. The symptoms of a connection leak
are that the baseline number of active connections keeps rising, giving the appearance of
something similar to a set of steps.
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See also

» The Installing the Hyperic server, Installing Hyperic agents, and Configuring
Configuring Alerts in Hyperic recipes

Monitoring open sockets

Sockets and file handles are resources that are limited by the operating system, and can
get exhausted in busy SOA Suite applications. This recipe shows us how to monitor the
open sockets.

Getting ready

You will need to install Oracle SOA Suite and the Hyperic HQ server and agents for this recipe.
Both Hyperic HQ and Oracle SOA Suite will need to be running. You will also need the login
credentials for the Hyperic HQ console.

How to do it...

By following these steps, we can monitor the open sockets:

1. Login to the Hyperic HQ console.
2. Open the Resources menu, and select Browse.

I Dashboard AnalyzeT Administration -
oa_serveril

Curremntly Down ijadmin) - Change...

Recently Viewed ]
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3. Select the platform that has the server you want to monitor, which should be one
of your SOA Suite managed servers.

# HQ Browse Resources

€« C | [Y locahost: 7080/ResourceHiub. do?view =lstiff=18fr=-1Rg= 1Rany=falseRown=faseRLnaval=falseRpn=0Rps=15

(There have been no alerts in the last 2 hours.)

HvYyPERIrr =

Dashboard Analyze | Administration

Platforms » All Platforms

Tools Menu =

Search: [aywords | [ eurattom Tyses v | Dunavaitable  [lowned byta maten: Oany Oan @

Platforms (2) | Servers (7) | Services {591) | Compatible Groups/Clusters (0) | Mixed Groups (0) | Applications (0}

Show Chart View
O Platform & Platform Type Deseription Availability |
CJEME hypericserver Win3z Microsoft Windows XP =]
CJEIE socaserver Wina2 Microsoft Windows P @

Total:2 Kems Per Page: 15w

£

4. On the left-hand side of the Resources panel, select the WebLogic managed server
that you wish to monitor.

| RESOURCES

orm Services Health vail
Platf: Servi Healtl Avail I
[ FileServer Mount 8 o
] HetworkServer Interface & o
soaserver Win32 CPU 1 (2493Mhz
] Intel Core{TM) i5-2450M CPU @ & o
2.50GHz)
|:| Deployed Servers Health Avail
[] weblogic 10.3 soa_book soa_serveri & )
Weblogic Admin 10.3 soa_book P o
O AdminServer @ &
|:| Weblogic HodeManager 10.3 o O
soa_book soaserver ’
[] soaserver HO Agent 4.6.6 & o

Select Resources above & N )
click button to view metrics @
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5. Scroll down the available graphs to find the display of the number of open sockets.

6. Use the display range settings to view the time period you are interested in.

Metric Display Range: 4 Last | a0 oW | | Minutes « ||:| Advanced Settings

The Hyperic HQ agent periodically connects to the WebLogic server instances that are in
its inventory, and uses the JMX service to obtain metrics on a number of measurements,
including the number of open sockets. It reports this data back to the server, which stores
it in its database. We can then view this collected data by using the Hyperic console.

The number of open sockets can give an indication of how busy the system is, and as sockets
are a resource that is often limited, this can cause a number of performance problems, as
sockets are needed for much of the internal and external communication that goes on with
an SOA Suite 11g application. Running out of available sockets can cause some very strange
behavior that can be hard to diagnose if we don't realize the underlying cause.

In Linux and Unix operating systems, each open socket uses a file descriptor, and the number
of file descriptors available to a particular user is controlled by the operating system. As
threads and open files also use file descriptors, and Oracle SOA Suite uses a lot of all the
three resources, then running out of file descriptors can be a common cause of performance
problems on Linux- or Unix-based operating systems, For this reason, it is especially important
to monitor the number of open sockets on these environments.

See also

» The Installing the Hyperic server, Installing Hyperic agents, and Configuring
Configuring Alerts in Hyperic recipes

» The Increasing the number of file descriptors in Linux recipe in Chapter 6,
Platform Tuning
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Monitoring committed transactions

The number of committed transactions on a server gives a good indication of how busy it is,
so this can be a good indicator of the user load on a system. This recipe will show us how to
view the Hyperic charts and metrics related to the Java Transaction APl subsystem.

Getting ready

You will need to install Oracle SOA Suite and the Hyperic HQ server and agents for this recipe.
Both Hyperic HQ and Oracle SOA Suite will need to be running. You will also need the login
credentials for the Hyperic HQ console.

How to do it...

Follow these steps to monitor the number of committed transactions:

1. Log in to the Hyperic HQ console.

2. Open the Resources menu, and select Browse:

I Dashhoard Analyze T Administration -
oa_serveri

Currently Down iadmin) - Change...

Recently Viewed ]

3. Select the platform that has the server you want to monitor, which should be one
of your SOA Suite managed servers.
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9 HQ Browse Resources

Lo

0N bca\host:708O/’ResourceHub.do?wew:hst&ﬁ’:1&&:71&9:1&amy:fa\se&own:false&umava\\:false&pn:()&ps:15

= (There hawe been no alerts in the last 2 hours.)

(AL 1 — ol | o

Dashboard Administration

Platforms » All Platforms

Tools Menu &

Search: aywords | | eurattom Tyges v | Cunavaitable [lowned byt matcn: Cany Oan 3

Platforms (2) | Servers (7) | Services (591) | Compatible Groups/Clusters (0) | Mixed Groups (0) | Applications (0)

Show Chart View
O Platform & Platform Type Description Availability |
CJEWE hypericserver Winaz Microsoft Windows P =]
COEIEA scaserver Winaz Microsoft Windowvs XP @

Total: 2 Kems Per Page: 15w

(ES

4. On the left-hand side of the Resources panel , select the WebLogic managed server
that you wish to monitor.

| RESOURCES

orm Services Health vail
Platf: Servi Healtl Avail
[ FileServer Mount & o
[ HetworkServer Interface & o
soaserver Wini2 CPU 1 {2493Mhz
[] Intel Core{TM) i5-2450M CPU @ 8 o
2.50GHz)
|:| Deployed Servers Health Avail
[] weblogic 10.3 soa_book soa_servert & )
Weblogic Admin 10.3 soa_book P o
O AdminServer @ G
I:l Weblogic HodeManager 10.3 o O
soa_book soaserver ’
[] =soaserver HO Agent 4.6.6 8 o

Select Resources above & . .
click buttan to view metrics @
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5. Select the JTA resource from the Resources pane on the left-hand side.

6. The graph pane will show a number of resources related to JTA transactions,
including the number of transactions committed per minute.

&4 Transactions Committed per Minute 1 x
fieblogic 10.3 JTA Resource]) LOW: 0.0 AVG: 20 PEAK: 995

104

=a
26
- - 0

7. Use the display range settings to view the time period you are interested in.

Metric Display Range: i Last | 300 W | | hinutes | |:| Advanced Settings

The Hyperic HQ agent periodically connects to the WebLogic server instances that are in
its inventory, and uses the JMX service to obtain metrics on a number of measurements,
including the JTA transaction statistics. It reports this data back to the server, which stores
it in its database. We can then view this collected data by using the Hyperic console.

The number of committed JTA transactions are a very good indicator of how busy a system
is. We can therefore use it to detect when an abnormally high load affects our system, to be
aware of the potential performance problems that this may cause.

WebLogic server does have a limit on the number of concurrent JTA transactions that can
be going on at any one time, so this metric can be a useful indicator of whether our system
is reaching that limit.

&)
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See also

» The Installing the Hyperic server, Installing Hyperic agents, and Configuring
Configuring Alerts in Hyperic recipes

Configuring alerts in Hyperic

Monitoring an application provides information on how that application is behaving, and it
can be compared to the old data to understand when an application is behaving abnormally,
but if all we have is graphical monitoring, we need someone to sit and watch the metrics
looking for abnormal behavior. Alerting allows us to have the monitoring framework notify us
when a metric breaches some boundary condition, meaning we can receive an e-mail or other
notification when something needs looking at, and don't have to sit looking at the metrics.

Getting ready

You will need to install Oracle SOA Suite and the Hyperic HQ server and agents for this recipe.
Both Hyperic HQ and Oracle SOA Suite will need to be running. You will also need the login
credentials for the Hyperic HQ console. Hyperic will need to be configured with working e-mail
settings to be able to send out alert e-mails.

How to do it...

We can set up alerts in Hyperic by following these steps:

1. Log in to the Hyperic HQ console.
2. Open the Resources menu, and select Browse.

Dashboard Analyze T Administration
oa_server1
Currently Down igadmin) - Change...
Recently Viewed ]

[}
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3. Select the platform that has the server you want to set an alert on, which should be
one of your SOA Suite managed servers.

4. Navigate to the relevant resource, click on the name of the metric on the graph pane
in the center of the screen; this will show the detailed graph:

~ Actual Peak Average Ly Define Hew Alert @
Sawve Chart to My Dashboard M
£+ REDRAW Back to Resource [

Export to CSV ®

Metric: %M Free Memory
61 MB
533MB
506 ME
478 MB
450 MB
423 WB
305 ME
368 MB
340 MB

32MB

285 MB |

0:0 0:0 0:07a 10:40a 10422 10:45a 10-47a 10:20a 10:22a 1G0%fa
12031 1250 1281 1280 1281 1280 138
TIME

Resource & Control Action Key:

Resource: ™ 'Wihlogic 10.3 soa_book zoa_serverl

A 120312012 09:55 AM to 12053102012 10025 AM

Edit Range | |

5. Click on Define New Alert on the menu at the top-right of the graph.

[Define Hew Alert [ |

Save Chart to My Dashboard [
Back to Resource [

Export to CSV [

6. This will take you to the alert definition window. Enter the details such as the name,
priority, and description, and then set the condition that you wish the alert to fire on.
Finally, set whether you wish the alert to fire once, or every time the condition is true,
or be damped for a time after it fires.

[
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#45 HQ New PlatFarm Alert Defir %

«

LI/ P e — L™ (There have been noalerts in the last 2 houra.) Q SignOut Screencasts Help

Dashboard Analyze | Administration

Edit hypericserver: New Alert Definition

Alert Properties

HName: |igh CPU Usage

Description: [cpl) Usage is high e :OveS
Mo
4

« 1t conattion: @ netric: | CpuUsage v

3@is | = @reaterthamy v | a0 | tahsohte value)

Ovalue changes
O invertory Propery: value changes
O ventsiLogs Level: and match substring (optienal, 150 chars max): I:l
© Gontiy changed and match fle nams (ctiondl 180 charsmas | |

*Enable Action(s): ® Eachtine concitions are met

Ooneeon [ | tmescondtinsweneiwitinatissoiodot ||

Generats one alert andthen disable alert defintion urtil ficed
[ o N wesct W cancer |

Candigure Actions for this Alert Definition aftsr cilc king *OK”

0100472013 07:38 PM_ SYSTEM About Hyperic Version 4.6.6 Copyright ©2004-2012 VMueare, Inc. wiww.iyperic.com

7. Click on Ok; this will take you to the alert summary screen:

#458 HQ Vizwr Platform Alert Defir % g

€ > C [ locahost:7080/aerts/Config.do?mode=viewOthersteid= 19341000 18ad= 1000 1&org.apache catalina fiters CSRF_NOMCE=0BO995BEEFATOCF9 32940 LABBCCI0E 32B0rg. apache. catdina fiters ¢ | =

Dashboard Analyze | Administration 4

hypericserver: High CPU Usage: Alert Definition

<< Returnto Alert Definitions.

Rlert Properties

Hame: High CPU Usage
Description: CPU Usage is high

EDIT.

Condition Set

If Condition: Cpu Uisage » 8,000 0%
Enable Action(s): Each tims sondtions are met
Generate one alert and then disakle alert defintion unti fixed

EoiT.
Escalation  Notify HOUsers | Notify Other Recipients | OpenNMS
[ Emait &

Total:0 ltems Per Page:

ADD TO LIST.

<< Returnto Alert Definitions.

0100472013 07:39 PM_ SYSTEM About Hyperic Version 4.6.6 Copyright ©2004-2012 VMueare, Inc. wiww.iyperic.com

8. At the bottom of the summary screen is the notifications section. Click on Notify
Other Recipients and then Add To List.... This will allow you to enter the e-mail
addresses of everyone you wish to be notified when the alert condition is true.

7}
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Alerts are generated by the server when it receives metrics from agents. It filters the stream
of incoming metrics and checks whether any will cause an alert to fire. So, depending upon
how frequently agents are gathering metrics and reporting them to the server, it may take a
few minutes before an alert is fired. When an alert is triggered, the associated actions are
processed, which will normally involve sending e-mails to users or mailing lists, and possibly
notifying Hyperic HQ users via their dashboards.

In this recipe, we configured a simple e-mail notification, although it is possible to have
more complex actions, especially if you wish to write a custom action plugin. One of the
most common actions to perform is to raise an SNMP event to a corporate-level incident
management system, which can be accomplished by using the OpenNMS action. Hyperic
has a plugin-based architecture, so it is possible to produce almost any other notification
methods if you wish.

There's more...

The fact that alerts are generated on the server side means you need to give yourself
sufficient time to be able to react to a condition, although it is still necessary to avoid
false positives. This means that setting the alert thresholds can be quite a complex task,
which may require several iterations to get it correct.

In addition setting alerts on metric conditions, it is also possible to set them up for
configuration changes or errors being logged to a log file.

For more information about configuring alerts, see the Hyperic documentation at
https://support.hyperic.com/display/DOC/Defining+Alerts.

See also

» The Installing the Hyperic server, Installing Hyperic agents, and Configuring
Hyperic to monitor SOA Suite 118 recipes

Monitoring the system using the

DMS servlet

The DMS Spy servlet provides access to information from the Oracle Dynamic Monitoring
System. It is not strictly a monitoring tool, as it does not display historical metrics or trends,
but has a wide range of metrics, so is nevertheless useful.

=
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Getting ready

You will need to have your WebLogic SOA Domain administration server running, and will
wneed to know the administration credentials for this recipe.

How to do it...

These steps show us how to use the DMS servlet:

1. Open a web browser, and pointitat http://servername:port/dms/Spy.
For example, http://localhost:7001/dms/Spy.
2. Alogin dialog box will pop up; enter your domain administration credentials.

3. The DMS Spy servlet will open, displaying a list of available metrics:

[ AdminServer: 7001 DMS Metr %

€ > C [ soaserver:7001/dms/Spy ve| =

v

T Do yoll want Google Chrome to save your pass. .., [Save password ] lNever for this site ] b,

fogregated Metrics e

JVM_0S
DMS Metrics B
ADF Mame Host Process architecture name processors version JYM ServerMame
DFW_Incident systermn SOASERYER AdminServer: x86 Windows 151 WM AdminServer
Fo01 “P
M Top | Metric Definitions
M _ClassLoader
Jum_Campiler Fri Jan 04 20:51:28 GMT 2013
WM _GC Copwright © 2002, 2011, Oracle andfor its affiliates. all rights reserved.
M _Memory

M _MemoryPool
WM _MemarySet
JM_05
IWM_Runtime
wM_Thread
WM_ThreadStats
DS
MDS_application

PACVS e

[E3

3
—

4. Select the metric you want from the available categories on the left, and it will be
displayed in the main pane.

(75}
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The Oracle Dynamic Monitoring System (DMS) is a library that pulls together metrics from a
number of different sources, and exposes them in a common way. This does not only include
JMX metrics from the servers, but also other metrics. In fact, you can add your own metrics to
the DMS by adding sensors into your Oracle SOA Suite application. We recommend doing this
if you wish to track performance metrics from within your application processes.

The DMS Spy servlet provides a simple way to view the metrics made available by the DMS,

and is deployed by default on the administration server in a SOA Suite domain. On its own,

it is not very powerful, but the simple format of the pages means that you can build simple
"screen scraping" tools that will pull the metrics from the DMS servlet and make them available.

There's more...

A majority of the information available via the DMS servlet is also exposed via JMX, which
is a much easier way of accessing it, and because you can also expose your own metrics
over JMX, we have not seen many organizations that make use of the DMS servlet.

As JMX is a standards-based protocol, with many tools available for retrieving metrics

(such as Hyperic, discussed elsewhere in this chapter), we would recommend using this
over DMS if you wish to expose your own monitoring information about your application.
Having said that, the DMS servlet can be a useful tool in identifying performance problems,
and the fact that it is deployed by default in SOA domain environments makes it worth
mentioning here.
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In this chapter, we will look at some ways in which we can test the performance of our
SOA Suite applications. We will look at the following recipes:

>

>

Installing Apache JMeter

Creating a web service test using JMeter
Running JMeter on multiple servers
Checking responses in JMeter tests
Monitoring SOA Suite while testing
Recording user web sessions with JMeter
Designing advanced load tests

Running performance tests from the Cloud

Introduction

The goal of performance testing is to load the system sufficiently so that we can be confident
that we will not face any issues in production. This also goes hand-in-hand with monitoring;
testing in a representative environment will give us an indication as to how the system will
behave. We can then monitor the production environment for the same behaviors, and will
be better placed to describe the patterns we see. Load testing should not be performed as
a "success or fail" activity, but should be used to develop a deeper understanding of how
user requests use up the resources available to the SOA Suite application. It is important
that any monitoring performed on a testing system does not interfere with its performance,
but we strongly advocate having comprehensive monitoring in your production environment.
Replicating this monitoring in the test environment should be sufficient to give you all the
metrics that you need.
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When designing a set of tests, it is important to ensure that the tests match the real life
pattern of use as much as possible; this includes parameters such as the following:

» Number of requests per second
» Size of requests
» Pattern of requests

While testing, we want to monitor the behavior of the test system, looking at things such
as the following:

» CPU usage
» Free memory
» Resource usage (database connections, JMS connections, and file handles)

» Disk usage
For more information on the metrics refer to Chapter 2, Monitoring Oracle SOA Suite.

SOA Suite comes bundled with a set of testing tools; the soa-infra web application allows
you to fire http requests on composites (go to http://our-soa-server-1-ip:7001/
soa-infra, and give it a whirl), and Enterprise Manager Fusion Middleware Control will
allow us to test the flow of a SOA composite, and ensure that all of the components are
available and linked together. However, this leaves us with a gap—how can we apply sufficient
levels of load to be confident that our composite will stand up to the production load? While
Enterprise Manager provides a basic end-to-end testing framework, it is not primarily a testing
framework; it can affect how your application behaves and its results are not always reliable.
So in this chapter, we'll focus on using the open source tool Apache JMeter. We will start
with how to create simple performance tests for your SOA application, and then move on

to designing a suite of tests that will enable us to simulate a realistic user load.

When performance testing a system, our goal is to measure the performance of the system
under test, not the performance testing framework itself, and we want to minimize any
overhead that the performance testing and monitoring frameworks have on the system. It is
therefore important that we ensure we have sufficient load generating capacity, so that when
we say that the limit of the system is 5000 requests per second, we are sure that it is the limit
of our SOA Suite application, and not the load testing framework; that is 5000 requests per
second. For this reason, we have recipes in this chapter on using multiple boxes to generate
load for testing, and on using Cloud servers, such as EC2, to generate the load.

7@
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Installing Apache JMeter

To enable our performance testing, we'll install the open source tool Apache JMeter.

Getting ready

You'll need to install Java JDK Version 6 or higher on a machine to follow this recipe.

How to do it...

Follow these steps to complete the installation of Apache JMeter:

1.

5.

Navigate to http://jmeter.apache.org/download jmeter.cgi, and
select the latest binary version for download. If you're on Windows, it will be
easier to proceed with the ZIP file.

The next step will assume that you've selected the ZIP version, or that you know
what you're doing with the tar. gz file. Unzip the downloaded file. On Windows,
you can right-click and select Extract All; on Linux, you can use the unzip or
gunzip commands.

Place the extracted contents in a suitable location. The rest of the recipe will use
the location C: \performance-testing\apache-jmeter-2. 8.

Within the bin directory, run jmeterw.cmd on Windows, or jmeter.sh on
Linux (if using the ZIP bundle, remember to set the file as executable first via
the chmod command).

We now have JMeter installed and are ready to use.

=3 Apache JMeter (2.8 11393162) E@@|

File Edit Search Run Options Help

D@t | || D8 +]|=]|4 ¢ & L o |Wl| | s %| [EH| oa oo

- &5t Plan
| workgench

Test Plan

Name: |Test Plan

Comments:

User Defined Variables

MHame: Value

‘ Detail H Add H Add from Clipboard

[_] Run Thread Groups consecutively (i.e. run groups one at a time)

[_] Run tearDown Thread Groups after shutdown of main threads

[_] Functional Test Mode (i.e. save Response Data and Sampler Data)

Selecting Functional Test Mode may adversely affect performance

Add directory or jar to classpath Browse... H Delete || Clear |

Library |




Performance Testing

JMeter is simply a series of JAR files that are bootstrapped by wrapper scripts. There are no
complicated installers or dependencies to maintain; all we need is an installation of Java to
get going! This methodology extends into the rest of JMeter, so don't be put off if some of
the recipes in this chapter don't seem glamorous; this is a powerful tool.

See also

» The Creating a web service test by using JMeter recipe

Creating a web service test using JMeter

In this recipe, we'll create a JMeter test for a SOA composite.

Getting ready

You'll need to complete the Installing Apache JMeter recipe. We've provided a composite
to use in this recipe that is available on the book's website. You can use your own, but the
steps will follow the example recipe.

How to do it...

Follow these steps to create a simple web service test:

1. Start JMeter as per step 4 of the Installing Apache JMeter recipe.

2. You'll be presented with the JMeter GUI. In the window pane on the left, right-click
on the Test Plan flask icon and select Add | Threads | Thread Group. Name the
Thread Group as Test Users by changing the text in the name box as shown:

=3 Apache JMeter (2.8 r1393162)
File Edit Search Run Options Help

j (%] O ~ ,
D@ E M £ B0  + =4 vkE %

i |

Add ¥ Threads (Users) ¥ Thread Group

Paste Chily Test Fragment ¥ setUp Thread Group

Reset Gui Config Element ¥ tearDown Thread Group
i ]

Open... Timer

3. Set Thread Properties so that Number of Threads is 10 and Ramp-Up Period is 15.

@
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4. Right-click on the Test Users thread group and select Add | Sampler | WebService

(SOAP) Request.
¢ i TestPlan : Mail Reader Sampler
-Ew ;| Thread GI OS Process Sampler
Yyl } Logic Controller * SMTP Sampler
Cut il Config Element  #| SOAP/XML-RPC Request
Copy Ctrl-C Timer ¥ TCP Sampler
Paste v Pre Processors | Test Action
Duplicate cuk+shitc | Sampler * WebService(SOAP) Request

5. Depending upon how the composite to test is loaded on the system, the WSDL
location will be different. If you've deployed the test composite for this chapter
to a SOA server on the local machine, it will be located at something like
http://127.0.0.1:8001/soca-infra/services/default/Projectl/
bpelprocessl client ep?WSDL. Place this in the WSDL URL textbox and
select Load WSDL. In the Web Methods drop-down box, select Process, and
click on Configure. Finally, set Timeout to a suitable value such as 2000
milliseconds. The JMeter GUI should appear as follows:

WebService(SOAP) Request
Name: |WebSeNice(SOAP) Reguest

Comments:
WSDL helper
WSDL URL |http'fr127 0.0.1:8001/soa-infraisendcesidefaultiProjectl tbpelprocessi _client_ep™WS0L " Load WSDL |

Web Methods |process|V|| Configure |

Protocol [http]: |http Server Name or IP: [127.0.0.1 Port Number: 2001 | Timeout: [2000] |
Path: |nfraIservices!defaulterjecn ihpelprocessl _cIient_ep|50APAc1iun |process | Maintain HTTP Session

6. Place the following text into the Soap/XML-RPC Data box:

<soap:Envelope xmlns:soap="http://schemas.xmlsoap.org/soap/
envelope/">
<soap:Body>

<nsl:process xmlns:nsl="http://xmlns.oracle.com/
SOAApplicationl/Projectl/BPELProcessl">

<nsl:input>1l</nsl:input>

</nsl:process>
</soap:Body>
</soap:Envelopes>




Performance Testing

7. Ensure that the Options section has the Read SOAP Response checkbox selected,
as follows:

Options
Memory Cache [v|Read SOAP Response

8. Right-click on the Test Users thread group and select Add | Listener | View
Results Tree.

E" Test Users || Thread Group | wgiier visualizer
p”' Add | Logic Controller | Monitor Results

| wiorkBen Cut Ctil- Config Element ¥ Response Time Graph
Copy Chil-C Timer }| Save Responses to afile
Paste G- Pre Processors | Simple Data Writer
Duplicate Chl+shigc | Sampler ¥| Spline Visualizer
Resat Gui Post Processors P| Summary Report
Remove Delete Assertions ¥ View Results in Table
Open... Listener *| View Results Tree

9. Select File | Save, and give the plan a suitable name.

10. Click on the green run arrow or go to Start | Run to start the test. Click on the
View Results Tree item to browse the test result, and data sent and received is
in the Request and Response data tabs. If all goes well, you should see a green
icon next to Web Service Request, as follows:

i WebSence(S0AR) Reguest r Sampler result r Request r Response data |

Thread Mame: Test Users 1-1
Sample Start: 201 3-01-17 21:08:54 GMT
Load time: 167

Latency: 0

Size in bytes: 573

Headers size in bytes: 0
Body size in bytes: 573
Sample Count: 1

Error Count; 0

Response code: 200
Response message: OK
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JMeter uses the concept of samplers, controllers, and listeners to control the sending and
capturing of data to and from endpoints. Thread groups then encapsulate the load element
of the test, allowing us to control volumes and the rate at which they escalate.

In this recipe, we created a single thread test, which executed only once. We used a SOAP
sampler to make it send a SOAP XML test to our SOA Suite composite, by parsing the WSDL
exposed by our composite and firing a static SOAP envelope at its exposed address.

We then added a listener to capture the response from the composite, and validated that
we received a HTTP 200 response.

There's more...

If you had issues publishing data to your composite, then a good alternative to create a single
SOAP message test is to use the Fusion Middleware Control Enterprise Manager application
to generate the test SOAP message. To do this, click on the Test button within the composite
view. This can give you the exposed WSDL address, endpoint invoked, and request and
response information that you can place within JMeter, ensuring that all of the values are
correct. Enterprise Manager has a useful, single execution test option, however, this is

not suitable for load testing. SOA Infra app exposes a test application, however, this is

a beta JavaScript stub and is not suitable for large scale, distributed load testing.

There are a lot of other samplers and elements that we can add to a test plan; of particular
use is the ability to save test results for later analysis. The JMeter documentation is the best
place to learn about what they can do and how they work.

Running JMeter on multiple servers

In this recipe, we'll extend the Creating a web service test using JMeter recipe to run our
JMeter test from multiple locations.

Getting ready

You will need to install Oracle SOA Suite 11g for this recipe.

You'll need to have completed the Installing Apache JMeter recipe for a single machine,
and have the SOAP composite test configured and working correctly from the Creating a
web service test using JMeter recipe.

You'll need network access to the SOA Suite server hosting your composite, and the machine
hosting the first JMeter installation.

We'll refer to the installation folder for JMeter as SOMETER _HOME for this recipe.

s
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How to do it...

By following these steps, we can configure JMeter to use multiple machines to generate load
on your application:

1.

Follow the steps in the Installing Apache JMeter recipe to install JMeter on the second
machine. Ensure that you install the same version of JMeter on the second machine.
We'll refer to the original instance of JMeter, which hosts the saved test plan from the
Creating a web service test using JMeter recipe, as JMeterServerl, and the new
installation as JMeterServer2.

Determine the IP of dMeterServer2. On Windows, you can do this from the
command line by using the ipconfig command, as follows:

On JMeterServer2, open a command-line terminal and change the directory to
$JUMETER_HOME.

Run bin/jmeter-server.bat on Windows. On Linux, run bin/jmeter-server.
sh.

On JMeterServerl, within the folder SOMETER_HOME /bin, open the file jmeter.
properties, edit the line starting with remote_hosts=127.0.0.1and add a
comma, then the IP for IMeterServer?2.

remote hosts=127.0.0.1,192.168.106.128

On JMeterServerl, start JMeter with SOMETER_HOME /bin/jmeterw.cmd on
Windows, or jmeter. sh on Linux.

Open the saved plan from the Creating a web service test using JMeter recipe.

In the WebService(SOAP) request step, we need to ensure that the IP for the request
points at the SOA suite server and not localhost, otherwise JMeterServer2 will not
be able to communicate with it. Alter the Server Name or IP box to add your server's
IP as shown:

Server Name or IP; 192 168.106.129

[
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8. Inthe JMeter GUI, select JMeterServer2's IP from Run | Remote Start.

nCe-JIMeLer -1e51. JMX [LApermormance-iesiingidpacne-

Run | Options Help
Start Ctrl-R = | & B
Start no pauses
Remote Start ¥ 127.0.0.1
" Remote Start All cti+shitR | 192.168.106.128
T T AT TE T

9. Ensure that the test results are valid by examining the command-line output
from the JMeter server program on JMeterServer2, and the GUI result listener
on JMeterServerl:

(locall,

ing
ed

ik Web3erice(SOAR) Reguest Sampler result | Request

Load time: 3334
Latency: O

Size in bytes: 573
Headers size in bytes: 0
Body size in bytes: 573
Sample Count: 1

Errar Count: 0

Response caode: 200
Responze message: OK

10. On JMeterServerl, run $JMETER HOME/bin/jmeter-server.bat on
Windows; $JMETER HOME/bin/jmeter-server.sh on Linux.

11. The test can now be run across all available nodes from the GUI by selecting
Run | Remote Start All.

h | RBun | Options Help

Start Ctrl-R |
Start no pauses
Remote Start ]

F'% Remote Start All Ctil+Shift R

12. If the test is successful, there will be two valid SOAP test requests—one for each
JMeterServer that ran the test.

&)
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JMeter is capable of running in a "headless" mode, where Java processes act as load test
agents, which are then orchestrated by a command process. In this recipe, we ran the JMeter
GUI as the command process and two agents; one agent ran on the same host as the JMeter
GUI and we ran another agent on a remote host.

The JMeter GUI process sends the test plan to the agents over the RMI. When the tests are
complete, they are sent back to the GUI process and processed for visualization. Note that
each JMeter agent runs the whole test plan; the total load is not distributed across them.

We have now initialized a multi-node load test environment that we can scale (by adding
more hosts running JMeter), to place increasing loads on our SOA composites.

There's more...

There are some limitations on the network relationships between agents and the JMeter
command node. The JMeter website has details on the things to consider for increasing
the scale of distributed load test. See http://jmeter.apache.org.

See also

» The Checking responses in JMeter tests and Running performance tests from the
Cloud recipes

Checking responses in JMeter tests

In this recipe, we'll use some techniques to validate JMeter test results rather than just
checking manually for an HTTP 200 response code.

Getting ready

You will need to install Oracle SOA Suite 11g for this recipe.

This recipe assumes that you have a loaded test plan. You can complete the Creating a web
service test using JMeter and Running JMeter on multiple servers recipes, in order to have
access to a working test plan against a composite. Alternatively you can use these steps
with your own working test plan.

=



How to do it...

By following these steps, you can use assertions to check that the responses contain the

correct data.

1. Inthe test plan, right-click on the Test Users thread group, and select
Add | Assertions | Response Assertion.

Chapter 3

JSR223 Assertion
MD5Hex Assertion

Test Plan | |
B e 2 Thrngd_GmJ_m_
f’ Add b Logic Controller »
Cut Ctrl-% Config Element ¥
wiorkBe Copy Ctrl-C Timer »
Paste Ctrl- Pre Processors P
Duplicate Cl+shitc | Sampler ]
Reset Gui Post Processors ¢
Remove Delete Assertions »

Response Assertion
Size Assertion

SMIME Assertion

XML Assertion

XML Schema Assertion
XPath Assertion

2. In Assertion, ensure that the checkboxes Main sample only, Test Response,
and Contains are selected.

3. Click on Add in Patterns to Test in the textbox, and enter <result>2</results.
Your test plan should look similar to the following screenshot:

Response Assertion

Name: |Respunse Azzerion

Comments:
Apply to:

% Main sample only ' Sub-samples only _ Ma

Response Field to Test

i@ Text Response

' URL Sampled ' Respons

Pattern Matching Rules

Patterns to Test

® Contains /N

=result=2=fresult=

4. Instep 3, we've purposely added an assertion that will fail for the input to our test
composite. Run the test by clicking on the green run icon, and navigate to Result
Listener Tree View.

&1
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5. Expand the error result tree and view the assertion error. We can see why our
response check failed—there was no result of 2 in the response.

4 WehSerice(SOAR) Request
4 [Response Assertion]

l/ Assertion result |

Asserion error: false
2| Asserion failure: true
|| Assertion failure message: Test failed: text expected to contain f=result=2</result=/

6. Change the assertion to check that it matches the expected result. Do this by
double-clicking on the pattern to test for in Response Assertion, and change
itto <result>l</results.

7. Run the test again and view the response listener; it will now contain our valid
web service test result as well as the one for which the assertion failed.

7 &b WebSerice(S0AF) Request EéfSampler result rRequest rREspunse data |
A Fesponse Assertion :
4 WebService(SOAP) Request | || Sample Count:1

Errar Count: 0
Response cade: 200
Response message: Ok

8. Response assertions are Perl 5 style regular expressions; we'll add another pattern
to test for a <result> element that contains any number. Click on Add, and in the
Patterns To Test box, add the following:

(?1i) <result>\d</results>

9. Run the test again, and the result should contain no errors if the pattern is correct.

~[ee]

Patterns to Test

=result=1=iresult=

Pi=result=d=lresult=
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Assertions can be used in JMeter to check the responses in our tests. In the event that an
assertion fails, we can determine the cause of the failure in a results listener. We purposefully
set an incorrect assertion to begin with, and saw this in action. Assertions are relatively
intensive for JMeter to process, so they should be used sparingly, checking for key text that
you expect to be in a successful response, rather than trying to perform complex regular
expressions or analysis on the returned data. If you use assertions, be sure to monitor

the CPU usage of the host running JMeter; if it maxes out, your tests are limited by the
performance of the testing host, rather than the SOA Suite host. If this happens, you should
add extra JMeter hosts to increase the load, or save the response data and run assertions
after the test by using scripting or some other framework.

The assertion type that you can add to JMeter tests can interrogate responses in one of

the two ways. Selecting the Contains or Matches checkboxes enables the use of Perl5-style
regular expressions. Choosing Equals or Substring will match plaintext only, and will do so
in a case-sensitive way.

For the assertions added in this recipe, we not only exclusively used the Contains checkbox,
but also used both plaintext and regular expressions—this is perfectly valid.

If you want to use Matches and Contains response checks, you can do this by using a
second assertion test element.

There's more...

There are a large number of assertion elements that can be added to our JMeter tests;

they are documented at http://jmeter.apache.org/usermanual /component
reference.html#assertions. Of particular note are XML schema assertions, which
check that a response conforms to a DTD or XML schema. XPath assertions can also be
used to extract values from our SOAP responses, and BSF assertions that can use a scripting
language, such as groovy, to check the returned data. These complex assertion types should
be used sparingly and with care, as they are very CPU-intensive.

See also

» The Running JMeter on multiple servers recipe

7}
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Monitoring SOA Suite while testing

In this recipe, we'll look at tying together running tests that generate larger loads with starting
points for monitoring SOA composite performance.

Getting ready

You will need to install Oracle SOA Suite 11g for this recipe with the Enterprise Manager
Fusion Middleware Control console.

You'll need to complete the Installing Apache JMeter recipe, deploy the test composite
available from the book website to a SOA Suite server, have a working test plan as in
the Creating a web service test using JMeter recipe, and have access to the Enterprise
Manager and WebLogic web consoles.

How to do it...

These steps will show you some basic monitoring that can be performed on SOA Suite
while tests are running;:

1. Load the sample JMeter for this chapter (or create your own). In the JMeter test,
select Test Users Thread Group. Set Number of users (Threads) to a higher value
than 1. As a guide, if the host running this test is powerful, then try 100, otherwise
start with a value around 50. We only want a small value to start with.

2. Set Ramp-Up Period (in seconds) to a value similar to the number of users.
Set Loop Count to a value of around 50, so that threads will loop and generate
a sustained load.

Thread Properties
Mumber of Threads (users): |1 40

Ramp-Up Period (in seconds): |1 20

Loop Count: [ | Forever |5III
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Log in to Enterprise Manager on http://admin-server-host:<admin-port>/
em (the default portis 7001).

In the toolbar on the left of the screen, expand the Weblogic Domain folder, expand
the domain running your composite, and right-click on the server under test. Select
Performance Summary.

= EE Farm_soa_perf_domain __-,=J Weblogic Server «
+ [ application Deployments
# [ 504 Performance Summary @
= 7] ‘Weblogic Domain

. Past 15 minutes
= IJ_] spa_perf_domain

Wigw »  Owverlay »

Horne

+ [] Metadata Repositories

+ 7] User Messaging Servid
Conkrol b
Logs ¥

Performance Summary

Click on the Show Metric Palette button, and select metrics to monitor. Good starting
candidates are JVM Heap, Memory Usage, SOA Composite Errors, and Incoming
Message Throughput. Finally, in the Server Overview folder, there is a summation

of the JDBC connections Open JDBC Connections.

In another tab, log in to the WebLogic Administration Console http://admin-server-
host:<admin-port>/console and under Environment | Servers | SOA Server to
monitor | Monitoring | JDBC, you'll see a breakdown view of the JDBC connections.
Click on Customize this table, and ensure that Prep Stmt Cache Current Size and
Active Connections Current Count are added to the chosen list.

Now, run the test JMeter load test a few times, gradually increasing the number of
users (thread) in each test, and monitor the output in Enterprise Manager and the
WebLogic admin console.
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8. Try to observe any limiting factors within the SOA suite server being monitored. In
the following screenshot, we can see that we're approaching a large amount of CPU
consumption on this host, but the throughput is steady and the JDBC connection
pools are not yet at capacity:

{ soa_serverl @
5] webLogic Server

a0
&0
40 M CPU Usage (%)
20
o
800
600
) IWWV\/\/\/‘/\’\ W Heap Usage (MB)
200
o
1,500
1,000
M Requests (per minute)
500
1720 1721 1722 1723 1T24 ITI5 1T26 AT2T O 1TIE 1T2s 1730 T3 1TE2 1TE3 0 1734
January 20 2013
30
20
M Open JDBC Connections
10
o
23
20 bpelprocess1_cliert_sp,
13 ™ SERVICEs, 1.0, Project1,
10 default: Incoming Message
5 Throughput
o
bpelprocess1_client_ep,
W SERVICEs, 1.0, Project?,
default: Errors Throughput
o

1720 1721 1722 1723 1724 1725 1726 AT27  1T28 1728 T30 T3 1Tm32 1TE3 1734

9. Use the WebLogic console to monitor the breakdown of connections:

JDBC Datasource Runtime Statistics (Filtered - More Columns Exist)

Showing 1 ko 7 of 7 Previous | Mext

- Prep ..
::\(ll\fE i Active Active C t Leaked Stmt Ed'altlngt_Fur
Name % Type | Server State AD""E( b Connections Connections currer_lt Connection Cache Eunnect 10
YErage Current Count | High Count APACLY | Count Current urren
Count Si Count
ize
EDMNDatasource Generic | sna_serverl | Running | 1 1 2 1 ] 1 ]
EDMLocalTxDataSource | Genetic | soa_serverl | Running | 2 2 3 2 a g a
mds-owsmm Genetic | soa_serverl | Running |0 o 2 1 a 2 a
mds-soa Generic | soa_serverl | Running |0 o b4 1 o 1 o
OrasDPMDatasource Genetic | soa_serverl | Running |0 o 1 1 o 1 o
SOADataSource Genetic | soa_serverl | Running | 4 a 25 26 a 211 a
SOfLocalTxDataSource | Generic | soa_serverl | Running |3 o 27 28 a 126 a

Showing 1 to 7 of 7 Previous | Next
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In this recipe, we looked at the main way to control and vary user load in JMeter; by controlling
the thread group that represents concurrent user load. There are other ways to form this load
by using looping controllers that we did not explore here.

We looked at the results in a new JMeter listener. Whilst JMeter can give us information on
the interaction profile with our SOA composites, the view of results it presents ends at the
entry point of our SOA infrastructure.

We need to combine the information in Chapter 2, Monitoring Oracle SOA Suite, to guide
us on where to begin analyzing the SOA Suite components, to identify bottlenecks and
candidates for tuning.

In this section, we looked at creating an overview page in the Enterprise Manager Fusion
Middleware Control tool available with SOA Suite. This tool gives us a short term component
metric view; not every system will have the same performance choke points, so the dashboard
components we've used in this recipe should be altered to the needs of the system under test.

We also leveraged the WebLogic tool to give us a further breakdown of the internal metrics
for the WebLogic SOA Server's JDBC connection pool. We can use this to further decompose
points of contention in our system.

There's more...

Unfortunately, Enterprise Manager Fusion Middleware Control only allows for a short window
of monitoring until the browser session times out. It is good practice to record metrics in a
permanent store of information, for posterity and tallying of test results with system changes.
Chapter 2, Monitoring Oracle SOA Suite, contains many recipes to set up monitoring of your
Oracle SOA Suite application. If you configure this monitoring in your testing environment,
you will have a large amount of monitoring data available to work with.

See also

» The Monitoring JYM memory usage and Monitoring platform CPU usage recipes
in Chapter 2, Monitoring Oracle SOA Suite

i
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Recording user web sessions with JMeter

In this recipe, we'll look at simply configuring JMeter to capture user web activity for replaying
in a load test.

Getting ready

You'll need to complete the Installing Apache JMeter recipe.
We'll be using a website in this recipe, so you'll need access to a webpage to test.

You'll also need to know how to change your browser's proxy settings.

How to do it...

By following these steps, you can record a browser web session to replay as a JMeter test:

1. Start JMeter with $JMETER HOME/bin/jmeterw.cmd on Windows, or jmeter. sh
on Linux.

2. Right-click on the test plan and select Add | Threads | Thread Group.

3. Right-click on the thread group and select Add | Config Element | HTTP Request
Defaults. In Server Name or IP section, enter www. c2b2 . co.uk or the hosthname
of the server you will be making requests to.

4. Right-click on the Workbench item under the test plan, and select Add | Non
Test-Elements | HTTP Proxy Server.

F e M LS = e
iZ| WiarkE
- Add | Non-Test Elements ¥ HTTP Mirror Server
Paste Chrlw Logic Controller | HTTP Proxy Server
Reset Gui Config Element ¥ Property Display
o w

5. Right-click on HTTP Proxy Server, select Add | Listener | View Results Tree.
This is to allow us to observe the recording in flight.

6. Left-click on HTTP Proxy Server. In Global Settings, select a port that is not in use
on that host; 8080 is the default. In URL patterns to exclude add . *\ .ico, .*\ .gif,
.*\.Jjpg, .*\.png to prevent our test capturing the image requests.

7. In HTTP Proxy Server, click on Start at the bottom of the control pane to
begin recording.
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8. Next, on any machine with network access to the host running the JMeter proxy,
configure a browser or host to utilize the JMeter proxy server. In Firefox, this is
achieved by going to Tools | Options | Advanced. Select the Network tab and
click on Settings. Select the Manual Proxy Configuration checkbox, and enter
the host and port for JMeter:

N p S,

0 &5 4 &

General Tabs Content  Applications  Privacy  Security Sync Advanced

General | Metwork | Update | Encryption

Connection

Configure how Firefox connects to the Internet Settings...

Cached Web Content ) ) -
Connection Settings gl

Your web content cache
Configure Proxies to Access the Internet

() Mo proxy

() Auto-detect proxy settings for this network

[ override automatic

Offline Web Content and () Use system proxy settings

‘four application cache is (3): Manual proxy configuration:
Tell me when a webs HTTP Proxy: | 127.0.0.1 Port: 8080 :
The: following websites a Use this proxy server For all protocols

9. Generate some traffic by going to www.c2b2 . co.uk. All of the requests going
through the proxy can be monitored in View Results Tree under HTTP Proxy Server.

10. The recorder will add the requests that match your include and exclude patterns
under your thread group in the test plan. These can then be saved to a test a plan
for replay at a later date.

=

T g TestPlan
¢ 7 Thread Group
448 HTTP Request Defauts
o= *{' Thome
o *J, lezsistyles css
o= 5{' lossioes3ces
o= ‘{' fces
o= *{' Jces
o/ fsislimbox2 js
o= 5{' lesarslimbox css
o= ‘6‘ fztzcroller js
o 7 fsticklightbox s
L 5{, Iz js
o= ‘6‘ fetaticifontsimayenpras4macarhl 2R
L *{' fetaticfont=NatofE Ek-RPmcnx EPm
WarkBench
¢ 1B HTTP Praxy Server
view Results Tree
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JMeter contains a built-in proxy that can be used to capture user HTTP requests, and store
them straight into a test plan, which can then be replayed at a later date.

In this test, we configured a proxy and recorded a test plan that can be replayed directly,
or modified to add parameterized URLSs to substitute values and user per-thread cookies.
This gives us a powerful way to capture traffic from tools such as the Enterprise Manager
test console, to use in load tests.

Designing advanced load tests

In this recipe, we'll look at the ways in which you can create more varied tests that we can
use to more closely replicate realistic user loads.

Getting ready

You will need to install Oracle SOA Suite 11g for this recipe.

You'll need to complete the Installing Apache JMeter recipe . We'll also be reusing the JMeter
test from the Creating a web service test using JMeter recipe, which you can reload for this
recipe. We'll use a CSV dataset, which you can get from the book's website, or you can create
your own.

How to do it...

These steps will demonstrate some of the more advanced features of JMeter testing:
1. Start JMeter with $JMETER HOME/bin/jmeterw.cmd on Windows, or jmeter. sh
on Linux.

2. Open the saved test plan from the Creating a web service test by using JMeter
recipe, or load the sample provided with the book source code. Modify the test,
if required, to use the correct hostname and port information in the
WebService(SOAP) Request.

3. Right-click on Response Assertion and click on Remove.
4. Right-click on the test plan, and select Add | Config Element | CSV Data Set Config.

T THFa
Add F Logic Cuntrollz-rﬂ_lba!roup
Cut Crl-x, Config Element  »| Counter 1
Copy Chl-C Timer ¥ CSV Data Set Config
oo i Pre Processors  #l FTP Renuest Defaults
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5. Inthe CSV dataset config, set Filename to point to the location of the CSV file
load-test-data.csv. Set Variable Names to RequestValue, ResponseValue.

Configure the CSV Data Source
Filename: | Zperformance-testinglapache-jmeter-2 8ioad-test-data.csy

File encoding:

\ariable Names (comma-delimited): R'equesNaIue,RespanseValue|
Delimiter {use "’ for tab):|,

Allow quoted data?: |False -
Recycle on EOF 7:|True -
Stop thread on EOF 7:|False -
Sharing mode: |All threads -

6. Inthe Webservice(SOAP) Request element, change the request value to be loaded
by the CSV, by using the parameter $ {Requestvalue}. Also, in the Options section,
disable the Memory Cache checkbox as shown:

WebService message
Soap/XML-RPC Data
=zoap:Envelope xmins soap="hitpfschemas.xmisoap.argfsoapiermelope=
=s0ap.Body=
=ns1.process ¥minsns1="httpimins oracle.com/S0A8pplication1/Projectl/BPELProcess1 =
=ns1input=HRequestraluel=rnstinput=
=Ins1:processs
=/soap.Body=
=/soap.Envelope=

File with SOAP XML Data (overrides abowve text)

Filename |

Use random messages SOAP
Message(s) Folder |

Options
[ ] Memory Cache [v|Read SOAP Response [ |Use HTTP Proxy Server Name or IP:

7. Inthe Test Users element, set the number of threads to 10 and Ramp-Up Period
(in seconds) to 40.

Thread Properties
Numhber of Threads (users): |1 I]

Ramp-Up Period (in seconds): |4D

Loop Count: [_| Forewver |1
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8. Right-click on Test Users and select Add | Listener | Graph Results. In the graph
settings, set the display interval to 1000, and click on Apply Interval.

l/SEttings |/Graph |

Display Graph

Graph settings

Interval (ms): (1000

[ ] sampler label selection:

9. Right-click on Test Users and select Add | Logic Controller | Loop Controller.
Set Loop Count to 3.

10. Left-click on WebService(SOAP) Request, and drag it onto Loop Controller.
Select Add as Child.

Test Plan

E" Test Users
48 C3Y Data Set Config
A1 wienservicars0ap) Recuest
Yiewy Results Tree
Wiewy Results in Takle
Responze Time Graph

P
?

‘ Loop Contrg®
winrkEench Insert Before
Insert After
Add as Child
Cancel

11. Right-click on Loop Controller, and select Add | Timer | Constant Timer.
Set the value to 300.

12. Run the test by clicking on the green start icon; when completed, view the
test results by clicking on Response Time Graph, and selecting the Graph tab.

5]
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Response Time Graph
200

1,500

1000

Milliseconds

500

W Web Service(S DAP) Request

In this test, we mutated the base test developed in an earlier recipe to add data substitution

on the fly, a looping element, and a simple graphing element. The test composite provided with
this book will have responded by providing an increase in the response time after the fifth input
change from the dataset, which is viewable in the listeners; in particular, the graph we plotted.
This is the sort of information we hope to distil from systems, by providing mutating data.

We created the test data in advance of the test. This prevented JMeter from having to
perform expensive randomizations mid-test, which allows it to focus on simply performing
the test actions.

We added a looping element to each iteration to ensure that each execution's response
time was not a one off. We could increase the distribution of these randomizations and
vary the looping mechanisms, to test only certain parts of the application based on
conditions specified in the "if" controllers.

This will help us to design a variety of different load generating tests that we can use
in conjunction with monitoring tools, to gather information on the performance of our
SOA composites.

o7}
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There's more...

There are a large number of variations available in these sorts of tests. A number of types of
randomizations are available in the pause controllers. SOAP messages can be pre-created
and loaded from a folder, and operating system samplers can execute commands on systems
to collect data to graph at a later date. It's best to experiment with the wide range of options
available by using the knowledge gained in this chapter, to determine the best way to replicate
more advanced load profiles.

Running performance tests from the Cloud

In this recipe, we'll use Amazon Elastic Cloud Compute (EC2) instances to allow us to
put large loads on the system under test, and simulate realistic user traffic from
multiple locations.

Getting ready

You will need to install Oracle SOA Suite 11g for this recipe.

You'll need to have access to an Amazon web services account to create a Cloud test server;
at the time of writing this is free for the resources we need in this recipe.

You'll need to complete the Installing Apache JMeter, Creating a web service test by using
JMeter, and Running JMeter on multiple servers recipes to be comfortable with setting up
the test servers.

For ease of use, we'll use JMeter in command-line mode. We'll make use of the test plan
created in the Creating a web service test recipe.

How to do it...

Follow these steps to configure a JMeter server running on Amazon Elastic Compute Cloud:

1. Loginto AWS at https://console.aws.amazon.com/ec2, and select EC2
from the main menu if prompted.

2. Click on Launch Instance.
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To start using Amazon EC2 you will want to launch a virtual server,
known as an Amazon EC2 instance.

Launch Instance

Mote: Your instances will launch in the region.

3. Inthe new instance wizard, select Quick Launch. Name the instance
JMeterCloudServerl in the Name Your Instance textbox. In the Choose a Key
Pair section, choose Create New, and click on the Download button. If you're on
Windows, you'll need to use a remote shell, such as Putty to perform some extra
steps with the key file you download; these are detailed in the AWS user guide at
http://docs.aws.amazon.com/AWSEC2/latest /UserGuide/putty.html.

Create a New Instance Cancel %

Select an option below:

Mame Your Instance: Pick a meaningful name, e.g. Web Server
@ classic wizard Choose a Key Pair:
Launch an On-Dermand or Spot instance Fublic/private key pairs allow you to securely connect to your instance after it launches,
using the classic wizard with fine- @ gelect Existing @ Create New ©) None
grained control aver how it is launched. = B =
Narme: soa-suite-jmeted Download

Quick Launch Wizard Choose a Launch Configuration:
Launch an On-Demand instance using -
an editable, default configuration so that () More Amazon Machine Images NeW: -
you can get started in the cloud as 4 Search through public and &WS Marketplace AMIs or choose from vour awn custom AMIs,
quickly as possible., E
— Amazon Linux AMI 2013.03 L o =
The Amazon Linux AMI is an EBS-backed, PY-GRUB image. It 64 bit @ 32 bit O [
includes Linux 3.4, AWS tools, and repository access to multiple ¢ Free tier eligible
7 BWS Marketplace wersions of MySQL, PostareSQL, Python, Ruby, and Tomcat, e
AWS Marketplace is an online store ‘ Red Hat Enterprise Linux 6.4

Submit Feedback Getting Started Guide

Flease naote that you need to dawnlaad the key pair before you can continue.

where you can find and buy software
that runs on &WwS, Launch with 1-Click
and pay by the hour, SUSE Linux Enterprise Server 11 L -
SUSE Linux Enterprise Server 11 Service Pack 2 basicinstall, EBS 64 bit @ 32 bit ©
=¥ boot with Amazon ECZ AMI Tools preinstalled; Apache 2.2, MySQL 5.0, PHP 5.3, and Ruby
1.8.7
Ubuntu Server 12.04.1 LTS o -
Ubuntu Server 12.04.1 LTS with support available from Canonical 64 bit @ 32 bit ©
(http /A www ubuntu,com/cloud/services)., Free tier eligible

Red Hat Enterprise Linux wersion 6.4, EBS-hoat, 64 bit @ 32 bit ©

Mote: You can customize your settings in the next step.

4. Select Amazon Linux AMI. Ensure that the instance selected has Free tier eligible
written next to it. Ensure that the instance is a micro type.

s
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5. Click on Edit Details and add a security group to allow access on a port between
the hosts. You need to add ports for 2159, 1099, 4445, and 22. Details on creating
security groups are available in the Amazon AWS documentation.

Create a New Instance Cancel X

Amazon Linux AMI 2012.09 (ami-c37474b7)

Platform: Amazon Linux The Amazon Linux AMI 2012.09 is an EBS-backed, PV-GRUB image. It includes Linux 3.2, AWS
Architecture: x86_64 tools, and repository access to multiple versions of MySQL, PostareSQL, Python, Ruby, and

Click Save details in order to save your changes and return to the review screen.

Instance Details

Modify Tags
@ Security Settings
Group name: JMeterECZ2Group Description: RMI comms enabled Create 1
Create a Custom TCP rule -
new rule:
Port range: 2159 22 (SSH) 0.0.0.0/0 Delete
Ll S TR 2159 0.0.0.0/0 Delete E
Source: 4445 0.0.0.0/0 Delete
R o ed0zeor 1099 0.0.0.0/0 Delete
|4 Add Rule

Advanced Details

Storage Device Configuration

Save details

6. Launch the instance by clicking on the final Launch button. Right-click on the
instance in the EC2 console, and click on Connect to get connection instructions
for Putty or an SSH terminal.

7. Repeat steps 1 to 6 to create another instance, and call it JMeterCloudServer2.
Ensure that the already created key and security groups are reused.

8. The Amazon Linux AMI has OpenJDK Java pre-installed. If you selected another EC2
instance type, install Java.

9. Install JMeter as shown in the Installing Apache JMeter recipe. Use wget from the
command line with the link to the JMeter download binary distribution, from the
download page at http://jmeter.apache.org/download jmeter.cgi, and
then extract JMeter with the command tar zxvf apache-jmeter-2.8.tgz.In
the rest of the recipe, we'll assume you've installed JMeter in /home/ec2-user/
apache-jmeter-2.8/, and refer to this as SIMETER HOME.
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10. On JMeterCloudServerl in SIMETER HOME/bin, edit jmeter.properties,
and set the following parameters:

o remote hosts to be the hosthame of JMeterCloudServer2

o Uncommentclient.rmi.localport=2159, and setthistobe 2159
(client.rmi.localport=2159)

o Uncomment server.rmi.localport, and set this to be 2159 (server.
rmi.port=2159)

11. Create afile called test-plan. jmx, and upload the test plan created in the
Creating a web service test recipe. Edit the test plan to match your public IP and
port that can be accessed from the Cloud; in our test plan, this is set in the properties
HTTPSampler.domain, HTTPSampler.port, and WebserviceSampler.wsdl
url. We have placed a template test plan with the properties set to SCHANGE ME
in this chapter's source download.

12. On JMeterCloudServerl, run the test plan by using the following command:

java -jar ApachedMeter.jar -n -t test-plan.jmx -1 my-test-log.txt

13. Check the result log for a result, as follows:

<sample t="207" 1t="0" ts="1358983533714" s="true"
lb="WebService (SOAP) Request" rc="200" rm="OK" tn="Test Users 1-1"
dt="text" by="573">
<assertionResults>
<name>Response Assertion</names
<failuresfalse</failures>
<error>false</errors
</assertionResults>
</sample>

rc=200 indicates that the HTTP response was successful, and assertionResult
<error>false</errors tells us that the assertion was successful.

14. On JMeterCloudServer2 in SOMETER HOME/bin, edit jmeter.properties
by setting server.rmi.localport=2159.

15. Start JMeter on JMeterCloudServer2, by running SIMETER_HOME/bin/jmeter-
server. sh. You should see output similar to the following code snippet:

[ec2-user@ip-10-226-115-140 bin]s$ ./jmeter-server
Using local port: 2159

Created remote object: UnicastServerRef [liveRef:
[endpoint:[10.226.115.140:2159] (local) ,objID: [-
20446135:13¢c69f551bd:-7£f£ff, 9050801633329340775]1]]
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16.

17.

18.

On JMeterCloudServerl, run the following JMeter command to send the test plan
to the agent on server 2 to execute:

java -jar ApachedMeter.jar -n -t test-plan.jmx -1 my-test-log.txt
-R 10.226.115.140
You should see output similar to the following:

Created the tree successfully using test-plan.jmx
Configuring remote engine for 10.226.115.140

Using remote object: UnicastRef [liveRef:
[endpoint:[10.226.115.140:2159] (remote) ,0bjID: [-
2c446135:13c69f551bd:-7£f£ff, 9050801633329340775]1]1

Starting remote engines

Starting the test @ Thu Jan 24 20:30:17 UTC 2013
Remote engines have been started

Waiting for possible shutdown message on port 4445
Tidying up remote @ Thu Jan 24 20:30:19 UTC 2013

end of run

Check the agent command line on JMeterCloudServer2 for an equivalent
execution message:

Starting the test on host 10.226.115.140 @ Thu Jan 24 21:03:38 UTC
2013 (1358975018304)

Finished the test on host 10.226.115.140 @ Thu Jan 24 21:03:39 UTC
2013 (1358975019169)

Check the log file on JMeterCloudServerl for the test response for 200 success
code and no errors:

<sample t="382" 1t="0" ts="1358975019724" s="true"
lb="WebService (SOAP) Request" rc="200" rm="OK" tn="Test Users 1-1"
dt="text" by="573">
<assertionResults>
<name>Response Assertion</names
<failuresfalse</failures>
<error>false</errors
</assertionResults>
</sample>
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To enable new users to test drive EC2 for free, Amazon lets you create and start a free server
instance on their Cloud infrastructure. In this recipe, we leveraged this capability to allow you
to create and upload a test plan to the Cloud (you can learn more about setting this up at
http://aws.amazon.com/free/).

We downloaded and installed JMeter onto two Cloud servers, tested our composite remotely,
and then configured JMeter from the command line to run in a distributed mode in the Cloud.
We can now add multiple agents as remote targets to JMeterCloudServerl via the -R
command-line flag; these would run the test loads and send the results back.

There are some limitations to consider, however. There must be sufficient processing power on
the master node to cope with the number of agents streaming data to it. Memory and network
bandwidth will also need to be monitored if heavy load tests are to be used.

There's more...

We can now stretch our imagination to think of scenarios, such as running multiple, different,
concurrent types of load tests across multiple hosts in the Cloud.

To add business value, these distributed tests should be enhanced to output their data to
file for aggregation and posterity. Try adding this functionality via listeners!

See also

» The Recording user web sessions with JMeter and Monitoring SOA Suite while
testing recipes
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This chapter looks at some of the things we can do to tune the memory settings of the
Java Virtual Machine (JVM). We will look at how to perform the following actions:

» Increasing the JVM heap size

» Setting Xmx and Xms to the same value

» Setting the size of the Permanent Generation heap

» Calculating the total memory used by your application
» Viewing the memory used using JRMC for JRockit

» Viewing the memory used using VisualVM for HotSpot
» Setting the size of the thread stack

Introduction

JVM manages memory for us so that we can focus on writing our applications. It is pretty good
at it too, but it cannot fully optimize its behavior while running programs. To help it, we can
give it explicit rules to follow as well as hints on how to operate. Unfortunately, the number of
options available for these hints and rules is wide ranging and not always fully documented.

In this chapter, we will explore some of the options available to us and look at how we can
monitor the effect they have on your SOA Suite installation. This will allow us to analyze its
behavior at runtime and monitor the effect of our applied tuning options. We will look at options
for the HotSpot and JRockit JVMs (for more details on making a selection between the two, see
the Using the Oracle JRockit JVM recipe in Chapter 6, Platform Tuning end parenthesis.

Memory management is a combination of art and science—more is not always better, and so,
selecting your memory settings should always be performed as part of a tuning exercise (which
is why we covered identifying problems, monitoring, and testing in our initial chapters). Our goal
is to ensure that the application has enough memory to handle as much data as it is provided
with, but not so much that garbage collection takes a long time (see Chapter 5, JVM Garbage
Collection Tuning).
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Increasing the JVM heap size

The Java heap contains all of the objects (instances of classes) that the JVM is currently,

or was recently working with. It is therefore the memory space that the JVM uses for storing
and working with data. Increasing the heap size for the JVM allows more objects to exist in the
heap space. Getting the heap sized optimally will reduce the chance that full "stop the world"
garbage collections will occur, thus increasing the processing time available (what we call

JVM throughput).

Getting ready

For this recipe, you will need to have Oracle SOA Suite 11¢g installed on a server. This
requirement is the same whether you're using the Hotspot or the JRockit JVM. Note that you
will need to perform the following steps on each machine that runs SOA Suite instances.

How to do it...

Follow these steps:

1. Navigate to the domain's home directory:

cd $MIDDLEWARE HOME%/user projects/domains/soa_domain/
Replace soa_domain with the relevant domain.

2. Within the bin folder you will see a number of scripts. Depending on your platform,
you will need to edit a different file—set SOADomainEnv.cmd on Windows,
setSOADomainEnv. sh on Linux. Note that it is a good idea to make a backup
of these files before editing them.
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3. Open the file and locate the following section:

st JAVA_OPTIOMS=RI1Ava_OPTIONSH:
=et DEFAULT_MEM_ARGS=-xms5lZ2m —=mx1024m
et PORT_MEM_ARGS=—xms7a58m —xmx1536am

Downloading the example code

purchased from your account at http://www.packtpub. com. If you
purchased this book elsewhere, you can visit http://www.packtpub.
com/support and register to have the files e-mailed directly to you.

.\‘Q You can download the example code files for all Packt books you have

4. InDEFAULT MEM ARGS and PORT MEM_ARGS, set the value of Xmx to your new
value. A good rule of thumb is to stick to powers of 2, with 1.5 MB as a good starting
value. This give us 1,536 as a new JVM maximum heap size.
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5. Start the server and view the output to verify your change. Here, | set Xmx to 1280 in
order to show a change from the default value on a 32-bit machine.

ctarting weblogic with Java version:
java version "1.6.8_29"
Java(TH> SE Runtime Environment (build 1.6.8_29-blii

Java HotSpot<TH>» Client UM <build 28.4-bhB2, mixed mode?>
Starting WLS with line:
e = s0racle~MIDDLE™1~JDK168™1~hin%java —client —amns512m —Hmx12868m

6. Be careful—if you set it too large, you will see a message, similar to the one
given here:

Error occurred during initialization of VM
Could not reserve enough space for object heap

Could not create the Java virtual machine.

Why do we set both USER_MEM_ARGS and PORT MEM ARGS? The scripts configure the
environment to start the Java process. When they do this, they check a flag JAVA USE _64BIT
to see if your environment is 64-bit enabled. If the flag is set then the value of DEFAULT _
MEM_ARGS is used for your memory settings, if not then it is presumed that you are in a 32-bit
environment and PORT_MEM ARGS is used instead. This allows you to write portable scripts
that will work across heterogeneous environments that have different memory settings. As

we didn't follow the variable naming convention, we apologize for their confusing names.

Setting the correct flag in the startup scripts increases the maximum size of the Java heap.
This best maximum size should be determined by testing, but for a busy application running
on a 64-bit JVM, 4 GB is a good starting point. Because the operating system and other
processes also need to make use of the system memory available on the box, we would
recommend setting Xmx to no more than 75 percent of the total system memory.

Note that by default the flag JAVA USE_64BIT is setto false in $WL_HOMES\common\
bin\commEnv. cmd.

If you are not using a 64-bit JVM, but want to use heap sizes larger than 32 bits (or take
advantage of some of the other performance enhancements in the 64-bit JVM), you can
follow the instructions given here:

1. Navigate to the Oracle website to download a 64-bit JVM. The quickest way here is
to search for JRockit 64 bit download. Choose the appropriate JVM for your
platform from the given list. As I'm on Windows, this will be Windows x86-64 binary;
for Linux, this would be Linux x86-64 binary.
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2. Follow the installation instructions for the downloaded file. As we'll be using this JVM
only for our WwebLogic domain, for convenience we recommend installing it in the
Oracle installation directory $MIDDLEWARE HOMES%.

3. Now we can use this JVM in SOA Suite. Navigate to the domain's home directory:

cd %$MIDDLEWARE HOME%/user projects/domains/soa_domain/
Replace soa_domain with the relevant domain, as required.

4. Within the bin folder, you will see a number of scripts. Depending on your
platform, you will need to edit a different file—setDomainEnv.cmd on Windows;
setDomainEnv.sh on Linux. Note that it is a good idea to make a backup of these
files before editing them.

5. Open the file and locate the following section:

set BEA_JAVA_HOME=C:“W0Oracle'webLogiclO_36%jrockit_160_29_pl.2.0-10

set SUN_JAVA_HOME=C :“0Oracle‘WebLogicl0_36"jdk160_29

6. Edit BEA_JAVA_HOME to be the location of your 64-bit JVM. As per the installation
screen in step 2, | set mine to be:

C:\Oracle\WebLogicl0 36\jrockit-jdkl.6.0 33-R28.2.4-4.1.0
7. Finally, we will edit a 64-bit toggle for this domain. Open the commEnv.cmd file

on Windows or commEnv.sh on Linux, located in the MIDDLEWARE HOME%\
wlserver 10.3\common\bin directory.

Locate the following section and change the value to true:

@rem JAVA_USE_B4BIT, true if IwM uses 64 bit operations
set JAVA_USE_G4BIT=false

8. Now, start the domain with the startWeblogic.cmd command on Windows
or the startWeblogic.sh command on Linux. If the change to 64 bit has been
successful, you will see a message similar to the one in the following screenshot for
Jrockit (note the x86_64 in the JVM name, and that the maximum heap size is now
happily beyond the 4 GB 32-bit limit):

va version:

ent (build 1.6.0_
-14-151097- 20120618-1634-window: 64, compiled mode)

th Tine
~2%JROCKI~1. 0hbin%java -Jrockit -Xms512m -Xmx5120m -Dweblogic.Name=AdminServer
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If you have been performing these steps with the Hotspot JVM, the only change is
to set SUN_JAVA HOME, and you will see the following message (note the 64-Bit
in the JVM name, and that the maximum heap size is now happily beyond the 4 GB
32-bit limit):

VEers1on:

nment (bu1ld _35-b10)
server W (build .10-b01, mixed mode)

5120m

There's more...

There are more flags to set the fine-grain heap-sizing options in the setDomainEnv.cmd
or setDomainEnv.sh file, but you would need to set these yourself in the final memory-
argument string as they are overridden in the SOA Suite startup script by a check against
the USER_MEM _ARGS flag. It is also possible to set the memory arguments and JVM

start parameters by specifying remote start parameters in the WebLogic console. These
parameters will only take effect when the WebLogic node manager is used to start and
stop servers, so we don't discuss it in detail here (although it is the recommended way of
configuring memory parameters for your server in a production environment). You can find
instructions for configuring the node manager in the WebLogic Server documentation, at
http://docs.oracle.com/cd/E21764 01/apirefs.1111/e13952/taskhelp/
machines/BindToProtectedPortsOnServersStartedByNodeManager . html.

The properties that you configure to set memory parameters are the same as the ones
you configure when using the node manager; you just enter them via the WebLogic console
rather than in the scripts.

Because large heaps are not always better and because modern hardware often comes with
tens of GBs of memory, many SOA Suite systems will run multiple WebLogic Server instances
on each host, each with a smaller heap (for example, on a box with 16 GB RAM, running 3
WebLogic Server instances, each with 4 GB RAM). For more details on configuring domains
with multiple servers, see Chapter 12, High Performance Configuration.

» The Setting Xmx and Xms to the same value recipe
» The Setting the size of the Permanent Generation heap recipe
» The Calculating the total memory used by your application recipe

» The Configuring a cluster of SOA Suite servers and Choosing deployment
hardware recipes in Chapter 12, High Performance Configuration
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Setting Xmx and Xms to the same value

Setting the Xmx and Xms parameters configures the maximum (mx) and minimum (ms) sizes
of the heap; setting them to the same value fixes the heap to a pre-determined size.

Getting ready

You will need to have Oracle SOA Suite 11g installed for this recipe. This command is the
same whether you're using the Hotspot or the JRockit JVM.

How to do it...

To configure your Xmx and Xms parameters, perform the following steps:

1.

Navigate to the domain's home directory:

cd %$MIDDLEWARE HOME%/user_ projects/domains/soa_domain/
Replace soa_domain with the relevant domain, as required.

Within the bin folder, you will see a number of scripts. Depending on your platform,
you will need to edit a different file—set SOADomainEnv.cmd on Windows;
setSOADomainEnv. sh on Linux. Note that it is a good idea to make a backup

of these files before editing them.

Open the file and locate the following section:

et JAVA_OPTIOMNS=%]1ava_OPTIONSHE
=et DEFAULT_MEM_ARGS=-xm=51Zm -=mx1024m
=2t PORT_MEM_ARGS=-xms708m —»mx153am

In DEFAULT MEM_ARGS and PORT MEM ARGS, set the value of Xms and Xmx
parameters to your new value. A good rule of thumb is to stick to powers of 2,

with 1.5 MB as a good starting value. This gives us 1,536 as a new JVM Maximum
heap size.

Start the server and view the output to verify your change. Here, | set Xms and Xmx
to 1280 in order to show a change from the default value on a 32-bit machine):

atartlng uehluglc with Java version:
java version "1.6.8_2%"
Jaua(TH) SE Runtime Environment <huild 1.6.8_29-bhii>

Java HotSpot<{TM>» Client UM <(build 28.4-hB2, mixed model
Starting WLS with line:

e =~0racle~MIDDLE™1~JDK168™1~hin~java —client —Emz1@88m —Xmx1B88m
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By setting both Xmx and Xms to the same value, you are preventing the JVM from expanding

its heap dynamically. This can be a good thing as it will prevent pauses when the JVM hits its
memory ceiling, which, if these were different values, would cause a potentially lengthy memory
allocation by the operating system. The swapping of memory pages to disk, or multi-tenant
virtualized environments are good examples of instances where the operating system might
take some time to achieve this allocation. Furthermore, the process of expanding memory up

to the value of xmx will happen incrementally, based on the application's memory needs. Each
time an expansion happens, a potentially lengthy full garbage collection will be triggered.

On the downside, hitting the memory ceiling will not always cause a full "stop the world"
garbage collection to occur, which introduces pauses during the execution of our code.

We usually find that it's better to give the garbage collector the overhead room to operate
rather than wait for memory allocations by the operating system to complete.

There's more...

The maximum memory that you can allocate by using the Xmx and Xms parameters

depends on the system and JVM that you are using. On 32-bit JVMs, the limiting factor is the
requirement that all of the JVM's memory be contiguous (one big block). This contiguous block
is used for heap, stack, native, permanent, and all other classes of memory used by the JVM.
This means that, in practice, on a 32-bit JVM on Windows (which can only allocate around 2
GB of contiguous memory), the maximum is around 1.5 GB for Xmx. On other platforms, such
as Linux, the limit is a little higher, but still not much more than 2.5 GB.

With a 64-bit JVM, you can address much more memory. So you can specify much larger
heap sizes, although doing so is not necessarily a good idea (due to the duration of time
garbage collection takes). In practice, heaps much above 8 GB become difficult for the
garbage collector to work with. We have seen SOA Suite applications using heaps of up
to 64 GB—garbage collection pauses were in tens of seconds, which caused significant
problems for the application.

We discuss memory sizing in detail in Chapter 5, JVM Garbage Collection Tuning.

See also

» The Setting the maximum heap size recipe
» The Setting the size of the Permanent Generation heap recipe
» The Calculating the total memory used by your application recipe
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Setting the size of the Permanent

Generation heap

Permanent Generation (PermGen) is a special part of the Java heap that contains the class
templates for all of the Java classes on your classpath. The size of the Permanent Generation
heap can be controlled via the -XX: PermSize and -XX:MaxPermSize flags. Note that this
is not a feature of the JRockit JVM (which stores its classes in the heap)—as such this recipe
does not apply if you have chosen that JVM.

Getting ready

You will need to have Oracle SOA Suite 11g installed for this recipe. This command is the
same whether you're using the Hotspot or JRockit JVM.

How to do it...

Perform the following steps to configure the size of the Permanent Generation heap:

1. Navigate to the domain's home directory:
cd $MIDDLEWARE HOME%/user projects/domains/soa_ domain/

Replace soa_domain with the relevant domain, as required.

2. Within the /bin folder, you will see a number of scripts. Depending on your
platform you will need to edit a different file—set SOADoma inEnv.cmd on Windows;
setSOADomainEnv.sh on Linux. Note that it is a good idea to make a backup of
these files before editing them.

3. Open the file and locate the following section. Note that | have manually placed the
@REM comment; your file will not contain this line:

BREM This section will only run on a non JRocCkit wm

if "¥lava VEWDORE' == "oracle" goto oraclelwvm

set DEFAULT_MEM_ARGS=%DEFAULT_MEM_ARGS¥ —»>:Permsize=128m -x<:MaxPermsize=512m
Set PORT_MEM_ARGS=%PORT_MEM_ARGSH% —»<:Permsize=256m —x<:MaxPermsize=512Zm

4. InDEFAULT MEM ARGS and PORT MEM_ARGS, set the value of -XX:PermSize and
-XX:MaxPermSize to your new values. A good rule of thumb is to stick to powers of
2, with 256 MB as the minimum and 1,024 MB as the maximum starting values.
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5. Start the server and view the output to verify your change. Here, | set the minimum to
256 MB and maximum to 640 MB in order to show a change from the default values
on a 32-bit machine.

tarting weblogic with Java version:
java version "1.6.0_29"
ava{TM> SE Runtime Environment <huild 1.6.8_29-hiil

ava HotSpot{TM> Client UM (huild 28.4-hB2, nixed mode)
Etarting WLS with line:
e :n\Orac les\MIDDLE™1~JDKi6B8™ 1 bin~java —client —ams512m —HEmx1824m —B¥:PermSize=256m —E¥:MHaxPernSize=648m

The Permanent Generation heap space (PermGen) is a feature of the Hotspot JVM, designed
to prevent the bloat of the Tenured (Old) Java heap space, and thus allows the garbage
collection routines to ignore these classes during their main execution runs.

However, there is a problem with this design—the PermGen space forms a part of the total
memory required by the Java process. In other words, you must add this to the XMX maximum
heap space (and other values; see the Calculate the total memory used by your application
recipe) to determine the full memory usage of your application. Setting the PermGen space
to large values, especially on 32-bit machines, subtracts from the total memory available for
your applications objects. This explains why PermGen is, by default, set to a small value.

So why increase it? And what's a java.lang.OutOfMemoryError: PermGen space

exception? The answers to these questions are to do with class loading in Java, which is a
deep subject, beyond the scope of this chapter. It should suffice to say that there are two

main points to consider when setting these values:

» Large applications with a large number of classes will require more PermGen
space to store their class templates. SOA Suite is a large application, hence our
recommendation to increase the value.

» Every time you redeploy an application, a new class loader is used. This will load
all the classes in that application in isolation. Thus, if you are redeploying a large
application, you effectively have two instances of each of your classes in the
PermGen memory space until the old application is un-deployed (and sometimes
not even then, but that's another topic!). SOA Suite itself is not redeployed regularly,
so this is less of an issue for us here.

The recommendation is to set this value high enough for SOA Suite to run smoothly but not
so high that you are wasting memory that could be used for your heap objects.

» The Calculating the total memory used by your application recipe
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Calculating the total memory used by your

application

The Java process consumes more memory than simply the maximum heap size. This recipe
will show you how to determine the expected native memory size based on the arguments
you supply in the startup arguments, and your knowledge of the application.

Getting ready

For this recipe, we'll be using the administration server of the SOA Suite server. Note that
the arguments we use in this recipe are for demonstration purposes only; your production
requirements may be higher! We'll need to have the administration server running so that
we can make some measurements using standard Java tooling before we can make any
changes. We'll also be using the Hotspot JVM.

How to do it...

Follow these steps to calculate the memory used by your application:

1. We'll set appropriate values for the SOA Suite administration server by modifying
the stock startup scripts. Navigate to the domain's home directory:

%MIDDLEWARE HOME%/user projects/domains/soa domain/
Replace soa_domain with the relevant domain, as required.

2. Start the administration server by running the startWeblogic.cmd script.

3. Within the bin folder, open the setSoaDomainEnv. cmd file. We'll edit the file
shortly, but first we'll study the values we wish to set.

4. We'll set the maximum and minimum Java heap sizes to the same value. This sets
the heap memory size to a predefined static value so it cannot grow or shrink.

-Xms1024m -Xmx1024m

5. Add to the 1,024 MB heap a predefined Permanent Generation memory size,
which we'll set at 128 MB. Our total is now 1,152 MB.

-XX:PermSize=128m -XX:MaxPermSize=128m

6. Setthe JIT code cache size to 16 MB using. This gives us a total of 1,168 MB.

-XX:ReservedCodeCacheSize=16m
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7.

Set the thread stack size to a known value. We'll use 128 KB as a starting value. SOA
Suite makes heavy use of threads to service your business logic requests; as such we
can't just add this value to our running memory count

-Xssl28k

In order to calculate the total amount of memory used by the threads in the JVM,
we need to determine the number of threads in the WebLogic administration server
process. We can do this using the jconsole application, which we'll start on the
same machine as the administration server (so that we do not have to set up any
remote access policies). Within the $MIDDLEWARE HOME%/your hotspot jdk
version/bin directory, open jconsole.exe

Address |0 Edorace\Middiewaretjdk160_294bin

javaw, exe javaws, exe
File and Folder Tasks ® ‘ﬁ_) Java(TH) Platform SE binary ,ﬁj Javal(TH) Web Start Launcher
=" | 5un Microsystems, Inc. =" | 5un Microsystems, Inc.

) Make a new folder
@ Publish this Folder to the

o jronsole.exe oo jdb, exe
web Java(TM) Platform SE binary Java(TH) Platform SE binary
— . Sun Microsyskems, Inc, Sun Microsyskems, Inc,
fed Share this falder

When jconsole is running, attach it to the administration server by selecting
the process from the list and clicking on Connect

JConsole: Mew Connection

Mame PID

sun.tools, jconsale, JConsole 3564

Moke: The managernent agent will be enabled on this process,

Within jconsole, select the mbean tab, and then open the java.lang folder and
the Threading package. Select Attributes'; you'll see a ThreadCount attribute
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Java Monitoring & Management Console - pid: 1924 weblogic.5erver,

|£| Connection Window  Help
Cverview | Memory | Threads | Classes || WM Summary | MBeans
[#-{Z) EMDomain A | Attribute values
[T IMImplementation
"hj STy Marne Walue
h:I e AlThreadlds long[43]
M:I e Current ThreadCpuTime 625000000
M:I com.oracle.iof Current Thread CpuTimesupported true
M:I com.oracle.jdbe CurrentThreadUserTime 484375000
"M:I com.oracle.jps DaermonThreadCount 40
"hﬂ Com.sun. managemen CbjectMonitorls ageSupported LI}
B_} java.lang PeakThreadCount 43
ﬂ@ ClassLoading SynchronizerUsageSupported Lrue
@ Compilation ThreadallocatedMemoryEnabled Lrue
[ GarbageCollector Threadallocatedremory Supporked true
@ Memary ThreadContentionMonitaoringEnabled krue
) MemoryManager ThreadContentionMonitoringSupported Lrue
|5 MemaryPool ThreadCount 43
[#-03 OperatingSystem ThreadCpuTimeEnabled Lt
: ThreadCpuTimeSupported LI}
[-fiktributes TotalstartedThreadCount 47
=@ Threading
iutes

We multiply this by our new Thread Stack Size value (128 KB) to give us a value
of 5.504 MB. This gives us a running total of 1,173 MB.

9. Finally, make the changes to the file and run the program. Here are the complete
changes we make in the setSoaSuiteDomainEnv. cmd file:
set JAVA OPTIONS=%JAVA OPTIONS%
set DEFAULT MEM ARGS=-Xmsl1024m -Xmx1024m -Xssl28k
set PORT MEM ARGS=-Xmsl1024m -Xmx1024m -Xssl28k
@REM This section will only run on a non JRockit VM
if "%JAVA VENDOR%" == "Oracle" goto OracleJVM

set DEFAULT MEM ARGS=%DEFAULT MEM ARGS% -XX:PermSize=128m
-XX:MaxPermSize=128m -XX:ReservedCodeCacheSize=16m

set PORT MEM ARGS=%PORT MEM ARGS% -XX:PermSize=128m
-XX:MaxPermSize=128m -XX:ReservedCodeCacheSize=16m
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Our Java processes use more memory than the object memory heap space alone. Internally,
the memory layout is as shown in the following diagram:

JVM Memory

Heap

Perm Thread

New Generation
Gen Stacks

Old/Tenured Generation

-

o< o =

Eden [ Survivor I Survivor J

A

Unfortunately, it can be hard to determine exactly how an operating system natively handles
the memory of our Java process. However, there are options that we can use to control the
JVM's memory allocation.

The total native memory size of the Java process is calculated by adding together
the following;:

» Maximum Object Heap Size (Xmx): The area of memory used for holding our
Java objects.

» The PermGen Memory Size (XX :MaxPermSize): The area of memory to hold
Java class templates.

» The Thread Stack Size (multiplied by the number of runtime threads)
(XX : ThreadStackSize or Xss): This configures the maximum thread call
stack depth.

» The JIT Code Cache Size (XX :ReservedCodeCacheSize): This is the area
of memory reserved for optimizations performed by the JVM in response to
your code paths.

» Native memory: The native memory from the JVM itself, plus any native libraries
that are being used (look up JNI on the Internet).

We can now make a much closer approximation of the total memory size of our Java process.
This will allow us to size our JVMs according to the available native memory on a physical
or virtual host.

You can see from the recipe that our final native memory calculation is nearly 150 MB higher
than the maximum heap space, which is not a small change if you're trying to co-locate JVMs
onto a host.

You can monitor native memory using tools such as Process Explorer on Windows, the top
command on Linux, or the ps and prstat commands on Solaris.
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Viewing the memory used using JRMC

for JRockit

JRockit Mission Control (JRMC) is a visualization and management tool for the JRockit JVM.
This recipe will show how to connect to local and remote JRockit JVMs to view this information.

Getting ready

For this recipe, you will need to have the JRockit JVM installed on a local machine. We'll use
the JRMC application bundled with the JRockit release.

We'll attach JRockit to the WebLogic administration server to visualize its memory usage
at runtime. To do this, you can use the recipe in the previous chapter to change the start-up
script to use JRockit.

We will extend the recipe by connecting to a remote JRockit VM to show the steps required
to view remote JVM data.

How to do it...

Perform the following steps to use JRockit to monitor your JVM memory:

1. Navigate to the domain's home directory:
%MIDDLEWARE HOME%/user projects/domains/soa domain/

Replace soa_domain with the relevant domain, as required.

2. Start the administration server by running the startWeblogic.cmd script.
3. Navigate to the JRockit JVM directory within the middleware home directory:
%MIDDLEWARE HOMES%/your jrockit_ jdk version/

Replace your jrockit jdk_version with the relevant version number,
as required.

4. Within the bin folder, you will see a number of programs and some native
libraries. Open jrmc . exe on Windows; on Linux, this would simply be the jrmc
executable file.

B jremd exe 05/10/2011 18:12 Application 197 KB
@ jrmc.exe 05/10/2011 1812 Application 221 KB
B irunscript.exe 05/10/2011 18:15 Apolication 197 KB
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5.  When booted for the first time, you may be presented with the welcome Start page.
Click on x in the tab to close this and we'll see the local Java processes to which we
have permission to attach JRMC; it will even note the different JVM types. We can see
that here we have a WebLogic instance and the JRMC instance that we can load into
JRMC, as well as our custom piece of code (which you can download from the book
site) that simply loops around, allocating and releasing memory.

File Window Help
@ VM Browser - ¥i Event Types =8
B&E~
= Connectors
a = Discovered

= IDP
4 = Local

"li [1.6] ch2 VisualiseMe (5,328

2 [Non JRockit] Local (2,356 MNew Folder

"IZ [Non JRockit] WebLogic S¢ MNew Connection

bE‘ This Mission Control
Disconnect
Delete

Start Memleak

Start Flight Recording...
Show Recordings

Dump Default Recording...

BHeampE %

Start Console %

6. Load the WebLogic process (by right clicking and selecting Start Console).
You'll see the default dashboard with the default CPU dials and memory graphs:

[] *11.6] ch2 VisualiseMe (6,328) &2 =0
&= Overview & @
~ Dashboard F=5LPDR

Used Java Heap JVM CPU Usage Live Set + Fragmentation
\20\30 W0 %0 60 m/m/ \m\” W0 % 60 - \20“39 W0 50 0 >

a]/
7i0 ME 90‘ Jio % y lo\\ % 9\
) " - . 108 D ——mefla . 100% ) . - . looh
MNow: 6762 MB  Max: 68.66 MB MNow: 0.00% Max 1.54% MNow: 12.00% Max: 65.00%

- Processor FEAR

100 [l Machine CPU Usage
[CJ1vM CPU Usage

2724 2736 2748 2200 | ——————
Tirme (m:s) |5 Add... [ Remove

~ Memory ‘\'9' @x

Advanced

g

[[J Used Physical Memery (%)
Bl Used Java Heap (%)

o B & 3

2724 2736 2748 2500 mr )
Time (m:s) b Add... |2 Remove
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7. More information is available for our dashboards. We can add a chart to the display
by clicking on the Add Chart button:

& @

= Add Chart

This will add a blank dashboard as shown in the following screenshot:

* My Chart 1 X
100
a0
= &0
&
40
0
0+
a
Time [ms) ’ % Add... ] ’ [ Remove I

8. We can now add metrics of interest that are available in the JVM. Click on the Add
button and use Attribute selector to determine appropriate metrics. Here, we select
metrics on garbage collections.

S Select Attribute =]
Attribute selector

=

Select an attribute

Filter:
MName Pre-multiplier Color =
» i FlightRecorder
4 [~ javalang
4 [= GarbageCollector E
a 5 Garbage collection optimized for throughput Old Collector
5 CollectionCount 1.0 ]
i CollectionTime 10 ]
s 2 LastGelnfo ]

» i Garbage collection optimized for threughput Young Collecter

9. JRMC will then collect and graph the data for us.

~ My Chart 1
100
an

z 604 . [ Last Ge Infoend Time =
401 [ Last Ge Info#Ge Thread C
ol -

o Il (] r
4748 4500 48:12 4824 4536
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10. The runtime view and Memory tab show us details on the memory consumption of

the program as follows:

“[16] ch2 VisualiseMe (5,328) &7

=

System 4% Memory | 1@ Threads

% Memory I @
+ Heap S @
lgi [J Used Physical Memory (%)
20+ W Used Java Heap (%)
704
50
E-E
0
0
204
101
o
043 5100 (g 5L1Z 5124 5136 [ I Add.. ] [ [ Remove ]
~ Memory Statistics B®
Name Value Add...
Buntime [ Free Physical Memory 858.70 MB
- Remove
[ Used Physical Memory 696 GB
[ FreeJava Heap 2555 MB Set Value...
[ Used Java Heap 66.52 MB
Advanced [ Allocated Heap Size Target 92.08 MB
~ Garbage Collector
Name Value
[IStrategy Generaticnal Parallel Mark & Sweep, generational=true, sweep=parallel, mark=p...
B Surn of Pauses (Last Old Collection) 4079 ms
. Sum of Pauses (Last Young Collection) 16823 ms
. Compaction Pause Time (Last Old Collection) 653,238 us

JRockit contains a bundled application called Mission Control, an application based on the
Eclipse platform. This allows collation of instrumentation collected by JRockit at runtime by
default. The upshot of this is that the only overhead on the JRockit JVM when using Mission
Control is in the transmission of these metrics to the monitoring platform.

JRockit leverages the Eclipse platform to allow the user to dynamically alter the view palettes
to display the information of interest to your operation teams.
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There's more...

JRMC has lots of powerful tooling, such as flight recording to allow capture and replay
of JRockit behavior, and a built-in memory leak detector. See the documentation for
more details, at http://www.oracle.com/technetwork/middleware/jrockit/
documentation/index.html.

While JRMC is very useful for diagnosing and monitoring problems in operational systems,
its use as a day-to-day monitoring tool should be discouraged because its overhead is higher
than other available tools, and it does not automatically store historical data.

If you are going to expose remote access to JRockit in production, we recommend securing
remote access as described in the JRockit documentation, by at least securing the data with
passwords and enforcing encryption over external links.

Connecting to a remote JRockit JVM

By default, JRockit does not allow JRMC connections from remote hosts. This can be
changed to allow a remote instance of JRMC to monitor metrics. We will show the required
change to enable this here using the code used in Chapter 2, Monitoring Oracle SOA Suite
as an example.

Follow these steps:

1. The following parameter needs to be added as a start-up parameter to your WebLogic
Server, or a similar one, with ports for your environment:

-Xmanagement:ssl=false,authenticate=false,port=7099

2. Run the start script as normal. If successful, you will see a line like this in the
console output:

3 j[m&ﬁﬁt "1 Remote JMY connector started at address radagast /8997

1lmgmnt 1 Local JME connector started

3. We can now connect via JRMC by right-clicking on Connectors and selecting New
Connection, as shown in the following screenshot. Enter the details of the host
and the port we have exposed of 7099. Right-click and select show console, as
demonstrated in the local connections section:

i

@ 2 Brows 4 Evert Typ

(= Conneckog
== Discovere | Mew Folder

(= 0P | % New Connection
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Viewing the memory used using VisualVM

for HotSpot

The VisualVM application lets you view real-time JVM data such as memory and thread usage
and garbage collection cycles. This recipe will show how to connect to local and remote JVMs
in order to view this information.

Getting ready

For this recipe, you will need to have the Hotspot JVM installed on your local machine. We'll
use the VisualVM application built in to the JDK 6 release so there is no need to download
the available, standalone VisualVM distribution.

We'll attach VisualVM to the WebLogic Administration server to visualize its memory usage
at runtime. To do this, you need to ensure that the Administration server is configured to start
with the Hotspot JVM.

We will extend the recipe by connecting to a remote Hotspot VM to show the steps required
to view remote JVM data.

How to do it...

Perform the following steps to view the memory used by Hotspot, using VisualVM:

1. Navigate to the domain's home directory:
%MIDDLEWARE HOME%/user projects/domains/soa domain/

Replace soa_domain with the relevant domain, as required.

Start the administration server by running the startWeblogic. cmd script.
Navigate to the Hotspot JVM directory within the middleware home directory:
%MIDDLEWARE HOMES%/your hotspot_ jdk version/

Replace your hotspot jdk_version with the relevant version number,
as required.
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4. Navigate to the bin directory and open jvisualvm.exe. The following screenshot
shows this for a Windows machine:

eBack - \_) 1$ /:\’ Search = Folders v
fAddress |23 Ex\Oracle\Middieware!jdk1 60_29\bin

.'. » wisalvrm, exe —rr |eyhonlexe
File and Folder Tasks S Jawa Yisualy Jawal TH) Platform SE binary

Oracle Corporation Sun Microsystems, Inc,
J Make a news Folder
&3 Fublish this folder ta the ) kinit.exe ) Wist exe )
Weh JawalTM) PlatFormi SE binary JawalTH) Platform SE binary
- Sun Microsyskems, Inc, Sun Microsystems, Inc,
4 Share this Folder

5.  When booted for the first time, we'll see the local Java processes to which we have
permission to attach VisualVM. If you don't see your process then ensure that you are
running VisualVM as a user with privileges to access the WebLogic process. We can

see in the following screenshot a WebLogic instance and the VisualVM instance to
which we can connect VisualVM:

& Java VisualVM
File Applications View Tools Window Help

= 5 | E . E

: Applications = =

| @ WebLogic {pid 2575)

. 2 ch2.VisualiseMe (pid 5488)
EIJ@ Remote

~.[@} 10.19.0.5

Snapshots

@ Applications

6. If you don't see this view, click on the Applications button on the left gutter to display it.
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7. We'll install a plugin to visualize the GC cycles and memory usage. Go to Tools |
Plugins. In Available Plugins, select Visual GC as shown in the following screenshot,
and then click on Install:

i’ Plugins

Updates | Available Plugins (17) | Downloaded | Installed | Settings|

Install Mame Category 7 Source :
[ visualvM-Glassfish Application Servers )
[ ava ME Profiler Snapshat Viewer Java ME SDK i
[[]  visualyM-Extensions Platform b
[[] BTrace Workbench Profiling e
[ wvisualvM-Security Security e
[ wisualvM-IConsole Tools e
[ wisualvM-MBeans Tools e
] wvisualvM-BufferMonitar Tools e
Visual GC Tools L
[  Threads Inspector Tools e
[ Killapplication Tools P
[7]  Tracer-Swing Probes Tracer tmjl
[7]  Tracer-1vM Prabes Tracer P
[ Tracer-Collections Probes Tracer ifip
[  Tracer-Jvmstat Probes Tracer tﬁﬁl
[ Tracer-Monitor Probes Tracer i
[ OQL Syntax Suppart uI i

1 plugin selected, 37kB

8. After accepting the license agreement, restart VisualVM to enable the plugin.
9. Double-click on the test program or right-click on it and select Open.

@ || Applications | 2
"% @ Local

i : q VisualvM

< Q <Unknown Application = (pid 2356)
B |_J & | WebLogic {pld 25?‘6}
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10. Now you are able to move between tabs to view visual data on the JVM. Let's look
at the tab for our new plugin, the Visual GC tab:

Overview I @ Monitor I Threads | n@: Sampler I ® PmﬁIEr| =] visual GC |

C ch2.visualiseMe (pid 6996)
Visual GC [#] Spaces  [¥] Graphs [ Histogram

Refresh rate: Auto v: msec,

Spaces x| | Graphs x

rPerm rold Eden ’—(ompile Time: 111 iles - 619.673 |

Wil g i i Lol i

Class Loader Time: 1268 loaded, 16 unloaded - 237.204m

’rGC Time: 166 collections, 2.337s Last Cause: Allocation Failur

AT AT W A UG U W G T T TP T T T T T

Eden Space (42.500M, 14.250M): 9.765M, 110 collections, 1.0365

N bkl

Survivor 0 (14.188M, 14.188M): 14.031M
Survivor 1 (14.188M, 14.188M): 0
( - B B B

rd Gen (85.375M, 85.375M): 41.946M, 56 collections, 1.301s
Perm Gen (82.000M, 20.750M): 7.037M
g E————

11. On the left are presented the current memory size snapshots; on the right,
GC's timings are graphed on a timeline showing JVM area memory sizes.

VisualVM is a tool bundled with the JDK download package that lets you view detailed
information on the internal mechanics of JVM. You can run heap dumps, thread stack listings
or, as we did in this recipe, load in one of the many plugins and extrapolate the runtime data to
interpret how your program is running on the existing JVM. This is a powerful tool for tuning your
application as you can see how the memory is being managed in response to your application
code and JVM tuning flags. For instance, the VisualGC plugin that we loaded graphed JVM
young and tenured memory sizes going back in time. These were plotted alongside JVM

Just In Time (JIT) compilation and GC timings; this is a good indicator of how frequently

your garbage collector has to run.

JVM Statistics Monitoring Tool Daemon (jstatd) is a powerful mechanism for exposing
Java processes. But bear in mind that there is no native authentication in this application.
Firewall-access policies are recommended to supplement securing your machine.
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There's more...

Instead of using jstatd, we could have used Java management extensions (JMX) to
remotely access individual processes, which is arguably more secure. It depends on
your security needs and environment. JMX usages with VisualVM details are available
athttp://visualvm.java.net/jmx_connections.html.

Connecting to a remote Hotspot JVM

On the host running your Java process, you need to enable jstatd. This provides a remote
interface to access the JVM over an RMI server. The server requires a security policy file
to run, which can aid in securing this process. This is described in this section.

Note that jstatd must be running with the same user credentials as the Java process that
you wish to monitor.
1. Within $MIDDLEWARE HOME$%, browse to the Hotspot installation location:
%MIDDLEWARE HOME%/your hotspot jdk version/

Replace your hotspot jdk_version with the relevant version number,
as required.

2. Within the bin folder, create a file named jstatd.policy. Add the following
content to the file:

grant codebase "file:${java.home}/../lib/tools.jar" {
permission java.security.AllPermission;

}i

3. Now start a command-line terminal, navigate to the bin folder and run the
following command:

jstatd -J-Djava.security.policy=jstatd.policy
If started correctly, there will be no response from the program, it will just sit there.

4. We can now connect via VisualVM from a remote host by navigating to File | Add
Remote Host:

128




Chapter 4

[

47 Add Rermnote Host

Host name: 192, 158,106,129

[[] Display name: | 192, 163,106,129

jstatd Connections

Port: Y= Refresh intervalk: sec.

Add Custom

Add Default

[ Advanced Settings

Ok

] [ Cancel

5. You will be able to open all of the processes that jstatd has permission to access

on the remote machine.

EI% Remote
NN oo 65,106,129

- ds Jstatd (pid 1900)

- s chz YisualiseMe (pid 1908)
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Setting the size of the thread stack

Every thread in your Java process has its own stack. The size of this stack can be controlled
via the -Xss setting.

Getting ready

You will need to have Oracle SOA Suite 11g installed for this recipe. This command is the
same whether you're using the Hotspot or the JRockit JVM.

How to do it...

Perform the following steps to configure the size of the thread stack:

1. Navigate to the domain's home directory:

cd %$MIDDLEWARE HOME%/user_ projects/domains/soa_domain/
Replace soa_domain with the relevant domain, as required.

2. Within the bin folder, you will see a number of scripts. Depending on your platform
you will need to edit a different file—set SOADomainEnv.cmd on Windows;
setSOADomainEnv. sh on Linux. Note that it is a good idea to make a backup
of these files before editing them.

3. Open the file and locate the following section. Note that | have manually placed
the @REM comment; your file will not contain this line:

et JAVA_OPTIOMNS=%]1ava_OPTIONSHE
=et DEFAULT_MEM_ARGS=-xm=51Zm -=mx1024m
=2t PORT_MEM_ARGS=-xms708m —»mx153am

4. Atthe end of the DEFAULT MEM ARGS and PORT MEM_ARGS lines, add the
parameter -Xss [n] k where [n] is your stack size in KB. You can also specify a
stack size in MB but this is not recommended on 32-bit machines. After the edit,
your line will look like this, with 128 KB as my example value:

set JAVA_OPTIONS=%1AVA_OPTIONSS
set DEFAULT_MEM_ARGS=-xms5l2m —=mxl024m -xss128k
Set PORT_MEM_ARGS=-*ms768m -xmxl536m -xss128k
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5. Start the server and view the output to verify your change:

=tarting weblogic with Java version:

ijJava version "1.6.8_29"

Java(THM>» S8E Runtime Environment ¢(build 1.6.8_29-bi1>
WJava HotSpot<(TM» Client UM <(bhuild 28.4-hB2, mixed model
Btarting WLS with line:

e =~ 0racle~MIDDLE™1~JDE16@8™1~hin~java —client —ims512m —Emx1824m —-Xss128k

The JVM is a multi-threaded application, and WebLogic and SOA Suite are built to take
advantage of this, using threads (essentially, parallel sequences of instructions) to allow multiple
tasks or requests to be processed at the same time. In most operating systems, threads are a
service provided by the operating system, and so when the application requests new threads,
the JVM looks to the operating system to provide the resources. This can take some time, so
modern application servers create many threads at startup and keep them idle, giving them
tasks to do as and when requests come in. This means that even an idle SOA Suite application
will have many threads. Threads can communicate with each other by the use of variables and
locks, which prevents multiple threads from accessing the same data at the same time.

Java thread stack size is used for storing information on the chain of methods (signatures,
parameters, and return addresses) that are called in the thread, along with local variables.

This has a default value depending on the JVM type, and whether you're running a 32 or a 64-bit
version. Defaults for each JVM can change across releases, so we will not discuss them here.

Having a stack size that is too small for normal operations will prevent the thread from
calling the chain of functions that it is requesting; you will encounter a java.lang.
StackOverflowError if the stack cannot handle the method-call chain. Setting this
value to a higher number will allow the method chains to complete successfully.

There's more...

There are VM-specific options of this command, such as -XX: ThreadStackSize=[n] for
Hotspot, where [n] is the size in KB.

You need to be careful when setting this value. Each thread will use an amount of the native
operating system's memory equal to the size of the thread stack; this is in addition to the
process's maximum Java heap size. These will add to the Java heap size on your machine,
which may explain why the Java process memory value returned by your operating system

is higher than you expect. Also, operating systems can round this value off to quite coarse
numbers. Typically, 64 KB is the least amount of stack space allowed per thread.

The JVM operating system defaults are usually sensible values, which we recommend starting
with, and setting them only if you see issues or want explicit control of native memory size.
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See also

» The Calculating the total memory used by your application recipe
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JVM Garbage
Collection Tuning

In this chapter, we will cover the following recipes:

» Setting the new size

» Setting the survivor ratio

» Choosing a garbage collection algorithm in Hotspot

» Choosing a garbage collection algorithm in JRockit

» Turning on verbose garbage collection

» Tuning to reduce the number of major garbage collections
» Disabling the RMI garbage collector

» Disabling explicit GC

Introduction

Poorly tuned garbage collection (GC) is one of the most common causes for interruptions in
Java applications, and this includes Oracle SOA Suite 11g. This chapter is devoted to looking
at some techniques that will help you tune the garbage collector in your JVM.

Garbage collection is the process and set of techniques by which the JVM frees up memory
that holds the data which is no longer relevant, making it available to applications again.
By removing the burden of tracking (when allocated memory is no longer needed) from the
developer, Java increased the productivity of application developers, and because many
application bugs are caused by memory leaks and other memory problems, the stability of
applications also improved. However, the process of tracking which memory allocations are
no longer needed is non-trivial; a method that works well on one set of circumstances may
not work well in another.
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There are a large number of settings related to the JVM garbage collector that can be
tweaked. This chapter looks at some of the ones that you are most likely to tune.

Setting the new size

Getting the new size correct is probably the single biggest thing that can be done to prevent
poor garbage collection performance.

Getting ready

This recipe assumes that you are starting WebLogic using the startWebLogic or
startManagedWebLogic scripts. If you are using the node manager or some other
mechanism, simply apply the startup parameter to the relevant place. You will need the
file system permissions to edit the WebLogic start scripts for this recipe.

This recipe assumes that you are using the HotSpot JVM, and if you are using JRockit,
see the There's more... section of this recipe, for the parameter you need.

How to do it...

To set the HotSpot heap memory's new size, perform the following steps:

1. Navigate to the domain's bin directory:

cd $MIDDLEWARE HOME%/user projects/domains/soa domain/bin

2. Open the setSOADomainEnv.cmd or set SOADomainEnv. sh script in a text editor.
3. Locate the following lines for a Windows system:

SET DEFAULT_MEM_ARGS:9DEFAULT_MEM_ARGS% -XX:PermSize=128m -
XX :MaxPermSize=512m

SET PORT_MEM_ARGS:%PORT_MEM_ARGS% -XX:PermSize=128m -
XX :MaxPermSize=512m

Or the equivalent on a Linux or a Unix system.

4. Edit the previous lines to add the parameter -XX :NewSize=256m
-XX:MaxNewSize=256m:

SET DEFAULT_MEM_ARGS:9DEFAULT_MEM_ARGS% -XX:PermSize=128m -
XX :MaxPermSize=512m -Xmx1024m -XX:NewSize=256m -XX:MaxNewSize=256m

SET PORT_MEM_ARGS:%PORT_MEM_ARGS% -XX:PermSize=128m -
XX :MaxPermSize=512m -XX:NewSize=256m -XX:MaxNewSize=256m

5. Save the file.
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6. Start WebLogic with the startWebLogic and startManagedWebLogic scripts,
depending on whether this is a managed server.

The new size is the amount of memory allocated to the new spaces in the JVM, where

new objects are allocated. The new space is a part of the total heap (so the value must

be less than the total heap), so in our experience we have found that a value between

one quarter and one-third of the total heap works best for Oracle SOA Suite. Modern Java
garbage collectors are all generational collectors; memory is split into a number of different
generations, with objects being initially created in the new generation, and once they have
survived a number of garbage collections, they are then promoted to the old generation. The
new generation itself is split into an Eden space, where new objects are created, and two
survivor spaces, where objects live until they are promoted to the old generation. Each time
the Eden generation fills up, it is garbage collected along with the active survivor space, and
any object that survives is moved into the other survivor space. This copy style of garbage
collection is fast, but leaves memory segments unused. Thus, it is not space efficient:

JVM Memory

Heap

New Generation Perm Thread
Old/Tenured Generation Gen Stacks

o<~ =
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We have set two parameters here: -XX :NewSize is the initial new generation (Eden plus two
survivor spaces) and -XX :MaxNewSize is the maximum size that it can grow to. By setting
these two values to the same amount, we are forcing the new size to be an exact size, thus
preventing the JVM from pausing in order to resize it.

The objective of tuning the new size is to ensure that minor garbage collections do not occur
too frequently, and that there is still plenty of space for the old generation to hold objects that
are long lived.

JRockit uses different garbage collection algorithms and methods as compared to HotSpot,
but still has concepts similar to HotSpot. Just like HotSpot, it uses a new part of the heap,
which it calls the "nursery," and an old heap to which long-lived objects are promoted after
a garbage collection. The JRockit nursery size can be set by using the —Xxns256m command-
line parameter.
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See also

» The Setting Xmx and Xms to the same value recipe in Chapter 4, JVM Memory
» The Setting the survivor ratio recipe
» The Tuning to reduce the number of full garbage collections recipe

Setting the survivor ratio

Survivor ratio determines the size of the survivor spaces, as a ratio of the total new space,
and can be tuned to ensure that the survivor spaces are large enough to hold all the objects
that survive "young" garbage collections.

Getting ready

This recipe assumes you are using the HotSpot JVM. JRockit manages memory differently
and does not have an equivalent parameter.

For more details, refer to the Getting ready section of the Setting the new size recipe.

How to do it...

To set the heap survivor ratio for the HotSpot JVM, perform the following steps:

1. Navigate to the domain's bin directory:
cd $MIDDLEWARE HOME%/user projects/domains/soa domain/bin

2. Open the setSOADomainEnv.cmd or set SOADomainEnv. sh script in a text editor.

3. Locate the following lines:

SET DEFAULT MEM ARGS=%DEFAULT MEM ARGS% -XX:PermSize=128m -
XX:MaxPermSize=512m

SET PORT MEM ARGS=%PORT MEM ARGS% -XX:PermSize=128m -
XX :MaxPermSize=512m
Or the equivalent on a Linux or a Unix system.

4. Edit the previous lines to add the parameter -XX : SurvivorRatio=8:

SET DEFAULT MEM ARGS=%DEFAULT MEM ARGS% -XX:PermSize=128m -
XX:MaxPermSize=512m -Xmx1024m -XX:SurvivorRatio=8

SET PORT MEM ARGS=$PORT MEM ARGS$ -XX:PermSize=128m -
XX:MaxPermSize=512m -XX:SurvivorRatio=8

136




Chapter 5

5. Save the file.
6. Start WebLogic using the startWebLogic and startManagedWebLogic scripts.

The survivor spaces are a part of the new generation area of the JVM heap. Objects are
allocated in Eden, and when a minor garbage collection occurs, live objects (if any) are copied
from Eden and the active survivor space, and pasted into the passive survivor space. The
passive survivor space is then marked as active, and the now-empty survivor space, which

was previously active, becomes passive. The entirety of the Eden space can now be considered
empty (because all the live objects were moved) and available to have new objects allocated
into it (refer to the figure in the How it works... section of the Setting the new size recipe).

The survivor ratio determines the size of each of the survivor spaces, as a ratio of the total
new size. A survivor ratio of 1:8 means that each survivor space is one-tenth of the new total
size, because there are two survivor spaces. We have found that 8 is a good starting point
for tuning, but you should benchmark your application to determine the best value for you.
The following screenshot shows how only one survivor space is in use at a time:

Survivor 0 {34.125M, 17.062M}): O

B2 ol I

survivor 1 {(34.125M, 17.062M): O

» The Setting the new size recipe

» The Setting Xmx and Xms to the same value and Viewing the memory used using
VisualVM for HotSpot recipes in Chapter 4, JVM Memory
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Choosing a garbage collection algorithm

in HotSpot

Choice of garbage collection algorithm can have a huge impact on the performance of an
application, which is why HotSpot provides a number of choices. This recipe explains how to
set the garbage collection algorithm for HotSpot, and then discusses the trade-offs between
the algorithm choices at a high level.

Getting ready

This recipe assumes you are using the HotSpot JVM. There is a separate recipe
covering JRockit.

For more details, refer to the Getting ready section of the Setting the new size recipe.

How to do it...

To set the HotSpot garbage collector for a WebLogic Server, perform the following steps:

1. Navigate to the domain's bin directory:

cd $MIDDLEWARE HOME%/user projects/domains/soa_domain/bin
2. Open the setSOADomainEnv.cmd or set SOADomainEnv. sh script in a text editor.
3. Locate the following lines:

SET DEFAULT MEM ARGS=%DEFAULT MEM ARGS% -XX:PermSize=128m -
XX:MaxPermSize=512m

SET PORT MEM ARGS=%PORT MEM ARGS% -XX:PermSize=128m -
XX :MaxPermSize=512m
Or the equivalent on a Linux or a Unix system.

4. Edit the previous lines to add the parameter —-xXX : +UseParallelGC:

SET DEFAULT MEM ARGS=%DEFAULT MEM ARGS% -XX:PermSize=128m -
XX:MaxPermSize=512m -XX:+UseParallelGC

SET PORT_MEM ARGS=%PORT_ MEM ARGS% -XX:PermSize=128m -
XX:MaxPermSize=512m -XX:UseParallelGC

5. Save the file.

Start WebLogic using the startWebLogic.cmd or startWebLogic. sh scripts.
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The setSoaDomainEnv script sets up a number of parameters, including memory-related
parameters that are passed to the JVM when starting WebLogic. It is also possible to set
the memory arguments and the JVM startup parameters—by specifying remote startup
parameters in the WebLogic console. These parameters will only take effect when the
WebLogic node manager is used to start and stop servers, and so we don't discuss it in
detail here, although it is the recommended way of configuring memory parameters for
your server in a production environment.

_ Youcan find the instructions for configuring the node manager in the
% WebLogic Server documentation at http://docs.oracle.com/cd/
s E21764 0l1/apirefs.1111/e13952/taskhelp/machines/
BindToProtectedPortsOnServersStartedByNodeManager.html.

HotSpot provides a number of garbage collection algorithms, and you can choose one among
them by setting the relevant flags on the command line at start-up. We recommend starting
out with the parallel garbage collector, using the -XX:UseParallelGcC flag.

As we have mentioned, there are multiple choices for garbage collection algorithm, depending
on your application, you may find that one of the algorithms works better for you. The following
algorithms are available:

» Concurrent mark sweep: It is set by using the -XX : +UseConcMarkSweepGC flag.
This is a low pause garbage collector, best used for real-time or fat-client applications,
where subsecond response times are important. While low pause times are
important, this algorithm can perform badly under heavy load, so we do not normally
recommend it for the SOA Suite.

» Parallel garbage collection: It is set by using the -XX:UseParallelGc flag.
This algorithm uses multiple cores to perform garbage collection, and is the default
algorithm for server-class machines. We have found it to be the best performing
algorithm for the majority of SOA Suite installations, so we recommend it as a
starting point.

» Garbage first: It is set by using the -XX: +UseG1GC flag. This is a new garbage
collector intended as a replacement for concurrent mark sweep, for use in
applications that need large heaps and low pause times. As it is still new, we have not
had much chance to investigate how well it works in real life SOA Suite deployments.

» The Choosing a garbage collection algorithm in JRockit recipe
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Choosing a garbage collection algorithm

in JRockit

Choice of garbage collection algorithm can have a large impact on the performance of an
application, JRockit provides you with two options to specify whether performance or pause
times are more important to your application.

Getting ready

This recipe assumes you are using the JRockit JVM. There is a separate recipe for using the
HotSpot JVM.

For more details, refer to the Getting ready section of the Setting the new size recipe.

How to do it...

To set the JRockit garbage collector for a WebLogic Server, perform the following steps:

1. Navigate to the domain's bin directory:
cd $MIDDLEWARE HOME%/user projects/domains/soa domain/bin

2. Openthe setSOADomainEnv.cmd or set SOADomainEnv. sh script in a text editor.
3. Locate the following lines:

SET DEFAULT MEM ARGS=%DEFAULT MEM ARGS% -XX:PermSize=128m -
XX:MaxPermSize=512m

SET PORT MEM ARGS=%PORT MEM ARGS% -XX:PermSize=128m -
XX :MaxPermSize=512m
Or the equivalent on a Linux or a Unix system.

4. Edit the previous lines to add the parameter -Xgcprio: throughput:

SET DEFAULT MEM ARGS=%DEFAULT MEM ARGS% -XX:PermSize=128m -
XX :MaxPermSize=512m -Xgcprio:throughput

SET PORT MEM ARGS=%PORT MEM ARGS$ -XX:PermSize=128m -
XX :MaxPermSize=512m -Xgcprio:throughput

5. Save the file.
6. Start WebLogic using the startWebLogic.cmd or startWebLogic. sh scripts.
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The setSoaDomainEnv script sets up a number of parameters, including the memory-related
parameters that are passed to the JVM when starting WebLogic.

JRockit allows you to choose either throughput or pause time as the priority for runtime
execution. Throughput priority will cause JRockit to self-optimise its settings to try and get

the most out of your application—that is to spend as little time as possible collecting garbage.
Pause time priority focuses on reducing the impact of each individual garbage collection

by keeping pause times down. This will usually result in more frequent but faster garbage
collections, with a higher total amount of time spent in garbage collection. Pause time
priority is normally most appropriate for "fat-client" style applications and real-time systems,
because its performance degrades rapidly if it is unable to keep up with the rate that garbage
is created.

To set pause time priority, you would use the parameter -Xgcprio:pausetime rather than
-Xgcprio:throughput.

JRockit and HotSpot have very different ways of selecting the garbage collection algorithm,
because JRockit makes a dynamic decision to select the garbage collection algorithm it
uses based on your priorities, whereas HotSpot allows you to directly specify the garbage
collection algorithms.

We have found that the JRockit approach works well for organizations that want to specify
the general behaviors of the garbage collector without having to understand the details of
garbage collection algorithms, and their uses. If you wish to specify an algorithm directly,
there are a number of legacy garbage collectors available, and you can specify them with
the following flags:

» -Xgc:parallel for parallel garbage collection

» -Xgc:gencon for generational concurrent garbage collection

» -Xgc:singlecon fora concurrent and non-generational garbage collector

» The Choosing a garbage collection algorithm in HotSpot recipe
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Turning on verbose garbage collection

Verbose garbage collection is a feature that writes log files detailing when garbage collection
occurred, how long it took, and what was collected. While we would not recommend having
it permanently turned on in a live system, it can be useful when trying to debug garbage
collection related problems.

Getting ready

This recipe assumes you are using the HotSpot JVM, if you are using JRockit, see the
There's more... section of this recipe for the parameter you need.

For more details, refer to the Getting ready section of the Setting the new size recipe.

How to do it...

To enable verbose garbage collection logging, perform the following steps:

1. Navigate to the domain's bin directory:

cd $MIDDLEWARE HOME%/user projects/domains/soa domain/bin

2. Open the setSOADomainEnv.cmd or set SOADomainEnv. sh script in a text editor.
3. Locate the following lines:

SET DEFAULT_MEM_ARGS:QDEFAULT_MEM_ARGS% -XX:PermSize=128m -

XX :MaxPermSize=512m

SET PORT_MEM_ARGS:9PORT_MEM_ARGS% -XX:PermSize=128m -

XX :MaxPermSize=512m

Or the equivalent on a Linux or a Unix system.

4. Edit the previous lines to add the parameter -verbose:gc -Xloggc:gc.log:

SET DEFAULT MEM ARGS=%DEFAULT MEM ARGS% -XX:PermSize=128m -
XX :MaxPermSize=512m -Xmx1024m -verbose:gc -Xloggc:gc.log

SET PORT MEM ARGS=%PORT_MEM ARGS% -XX:PermSize=128m -
XX :MaxPermSize=512m -verbose:gc -Xloggc:gc.log

If you already have additional parameters on these lines, then leave them in place.

5. Save the file.

Start WebLogic using the startWebLogic.sh and startManagedWebLogic.sh
scripts.
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We set two parameters in this recipe: -verbose : gc enables verbose garbage collector
output, and -Xloggc:gc. log sends the output to a file called gc . 1og in the root of the
domain directory. You can specify a different file name, or even a path to a location, by
specifying a different location after -X1oggc:. In a system that is performing well, the
overhead of outputting garbage collection timings is not high (because there should not be
many garbage collections occurring), and the information that is contained can be useful. The
garbage collection log file indicates the type of garbage collection that occurred (minor or full),
the starting and ending sizes, and the time that the garbage collection took.

r!” gc. log - Notepad E@Ef

File Edit Format Yiew Help

1.500: [GC 750LlK->5331KC7936K), 0.0004249 secs] P
1.556: [GC 750LlK->5513KC7O36KY, 0.0013125 secs]

1.620: [GC 768%9Kk->5643K(7036KY, 0.0024573 secs]

1.623: [Full GC 5643K->4872K(7026K), 0.0628007 secs]
1.788: [GC 8200Kk->5058K(11826K), 0.0025612 secs]

1.863: [GC 8350K->6136K(1LLB36KI, 0.0069252 secs]

1.956: [GC 9452K->6025KC11836K), 0.0033116 secs]

2.045: [GC 8922K-»6711k(11836K), 0.0037231 secs] v
< b

The format of the output is as follows:

{time}: [{GC Type} {Starting size}->{Final size} ({Amount freed}), {time
taken} secs]

» Time: It is the time in seconds since the JVM started

» GC Type: It is either GC (minor) or Full GcC (full)

» Starting size: It is the size of the heap before garbage collection

» Final size: It is the size of the heap after garbage collection

» Amount freed: It is the difference between the final and starting sizes

» Time taken: It tells how long, in seconds, the garbage collection took

This information is useful when tuning garbage collection, because we can see how much
memory gets freed up by minor and full collections, and how long they take.

On a Linux or a Unix environment, the time taken is further split into system, user, and real
time, so you can understand where any potential bottleneck is.
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There's more...

JRockit also supports verbose garbage collection output, using the parameter
-Xverbose:gc.

See also

» The Viewing the memory used using VisualVM for HotSpot recipe in Chapter 4,
JVM Memory

» The Tuning to reduce the number of full garbage collections recipe

Tuning to reduce the number of full

garbage collections

The objective of garbage collection tuning in an SOA Suite application is to reduce the
overhead of garbage collection. This chapter looks at how we do that at a high level.

Getting ready

This recipe discusses the process of tuning garbage collection for an application in the SOA
Suite; as such it uses a number of techniques described elsewhere in the book. This recipe
assumes that you are using the HotSpot JVM, and if you are using the JRockit JVM, the same
principals apply. The starting parameters suggested are based on using a 64 bit JVM. If you
are using a 32-bit JVM, you will need to reduce these. This recipe also assumes that you are
starting servers using the startWebLogic and startManagedWebLogic scripts. If you are
using a different mechanism to start servers, such as the node manager, you should make
the changes elsewhere.

You will need the file system permissions to edit the WebLogic startup scripts for this recipe.

How to do it...

We now perform the following steps to set JVM parameters, and use command-line tools to
evaluate the number of JVM garbage collections:
1. Navigate to the domain's bin directory, as shown in the following command line:
cd $MIDDLEWARE HOME%/user projects/domains/soa domain/bin

2. Open the script setSOADomainEnv.cmd or set SOADomainEnv. sh in a text editor.
3. Locate the following lines:
SET DEFAULT MEM ARGS=-Xms=512m -Xmx=1024m




Chapter 5

10.

11.

SET PORT MEM ARGS=-Xms=512m -Xmx=1024m
Or the equivalent on a Linux or a Unix system.

Set Xms and Xmx to the same value:
SET DEFAULT MEM ARGS=-Xms=1536m -Xmx=1536m
SET PORT MEM ARGS=-Xms=1536m -Xmx=1536m

Locate the following lines:

SET DEFAULT MEM ARGS=%DEFAULT MEM ARGS% -XX:PermSize=128m -
XX:MaxPermSize=512m

SET PORT_MEM ARGS=%PORT_ MEM ARGS% -XX:PermSize=128m -
XX:MaxPermSize=512m

Set the following parameters to reduce the occurrence of events that cause
a major garbage collection:

o -XX:+UseParallelGC
O -XX:+DisableExplicitGC
O -XX:NewSize=384m -XX:MaxNewSize=384m
O -XX:PermSize=384m
SET DEFAULT MEM ARGS=%DEFAULT MEM ARGS% -XX:PermSize=384m -

XX :MaxPermSize=512m -XX:+UseParallelGC -XX:+DisableExplicitGC -
XX :NewSize=284m -XX:MaxNewSize=384m

SET PORT MEM ARGS=%PORT_MEM ARGS% -XX:PermSize=384m -
XX :MaxPermSize=512m -XX:+UseParallelGC -XX:+DisableExplicitGC -
XX :NewSize=284m -XX:MaxNewSize=384m

Save the file.
Start WebLogic using the start scripts.

Start jstat and monitor garbage collections (see the Identifying new size problems
with jstat recipe in Chapter 1, Identifying Problems, for instructions on using this tool).

Use your performance-testing framework to load the application with a normal load
(see the Designing advanced load test recipe in Chapter 3, Performance Testing, for
an example on using JMeter).

Use jstat to monitor the garbage collection performance; in particular, you want
to check the frequency of full garbage collections (FGCC) and their duration (FGCT
divided by FGCC), and the cause of those garbage collections (GCC and LGCC).

You are aiming for full garbage collections to occur every few hours under normal
load, and take a few seconds. If they occur more frequently, try increasing your
heap size or your new generation size.
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12. Use your performance testing framework to place an extreme load on the application.

13. Use jstat again to monitor the garbage collection performance, looking for the
same things as in step 11.

When the JVM runs the garbage collector, it is what is called a "stop the world event", that
is, everything stops while the garbage collector runs, and this includes all of your application
code. No requests will be received or responded to; no processing occurs. It is therefore
obvious that we want to reduce the number of times that this occurs, but more importantly
for a SOA Suite application to reduce the amount of time spent collecting garbage as a
percentage of total application time, which is called throughput.

This trade-off between tuning for reduced pauses and tuning for throughput is often a source
of confusion for people who are not familiar with garbage collection tuning; it means there
are no "best" garbage collection settings that work for everything, because all applications
have different requirements. In general, SOA Suite applications are best tuned to improve
throughput. A 2-second pause every few hours while a full garbage collection is performed

is usually preferable to a pause of a few hundred milliseconds every few seconds, because
more "work" gets done overall.

Heap | PermGen x

Size: 901,590,046 B Used: 608,428, 104 B
Max: 1,073,741,524 B

FE0ME 4

500 ME 4

250 ME 4

0 Me

16:10 16:20
[0 Heap size @ Used heap

Regardless of whether we decide to tune for throughput or for low pause times, reducing the
number of full garbage collections is always a key goal, because the full garbage collections
take significantly longer than minor garbage collections. In order to reduce the number of
collections, we need to understand what can cause a full garbage collection to occur. The
following list provides the main causes:
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Allocation failure: The JVM wanted to allocate some space for an object, but not
enough space was available. This can occur in the Eden generation when creating a
new object, or in another generation when moving an object as part of generational
garbage collection.

System.gc: Application code invoked the garbage collector directly, which is usually
not a good thing.

A change to the JVM heap size: If you have not set Xmx and Xms to the same
value, then when the JVM grows its heap towards Xmx, a full garbage collection
will be triggered.

So, to reduce the number of full garbage collections, we need to work to reduce how
frequently these triggers occur. The first two causes can be prevented altogether by disabling
explicit GC, and setting Xmx and Xms to the same value. Once we have set both of these
parameters, we focus our efforts on reducing the occurrence of allocation failures.

Allocation failures happen when an attempt is made to allocate space for an object, but there
is insufficient space in the relevant memory space. This can happen in a number of different
spaces, listed as follows:

>

>

Failure to allocate a new object in Eden

Failure to move an object from Eden to a survivor space or from one survivor space
to another, during a minor GC

Failure to move an object from a survivor space to the old generation

Failure to find space in the permanent generation to store the definition of a class
file (HotSpot only)

The fourth point can be dealt with by correctly sizing the permanent generation based on
your application size, whereas the other three points come down to correctly tuning the
size of your total heap, and the Eden and survivor spaces within that.

>

>

>

The Setting the new size recipe

The Setting the survivor ratio recipe

The Choosing a garbage collection algorithm in HotSpot recipe
The Turning on verbose garbage collection recipe

The Choosing a garbage collection algorithm in JRockit recipe

The Viewing the memory used using VisualVM for HotSpot recipe in Chapter 4,
JVM Memory

The Viewing the memory used using JRMC for JRockit recipe in Chapter 4,
JVM Memory
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Disabling the RMI garbage collector

The RMI garbage collector is a task that periodically runs an explicit garbage collection in order
to free up objects involved in remote method calls. By default, this runs once per minute, which
is very frequent for a system where most RMI objects are going to be quite long-lived.

Getting ready

For more details, refer to the Getting ready section of the Setting the new size recipe.

How to do it...

To disable the RMI garbage collector, consider the following steps:

1. Navigate to the domain's bin directory:
cd $MIDDLEWARE HOME%/user projects/domains/soa_domain/bin

2. Open the script setSOADomainEnv.cmd or set SOADomainEnv. sh in a text editor.
3. Locate the following line:
SET EXTRA JAVA PROPERTIES=%EXTRA JAVA PROPERTIES% -Dums.oracle.
home=%UMS_ORACLE_HOME$

Or the equivalent on a Linux or a Unix system.

4. Edit the previous line to add the following properties:
0 -Dsun.rmi.dgc.client.gcInterval=3600000

0 -Dsun.rmi.dgc.server.gcInterval=3600000

SET EXTRA JAVA PROPERTIES=%EXTRA JAVA PROPERTIES% -Dums.oracle.
home=%UMS_ ORACLE_ HOME% -Dsun.rmi.dgc.client.gcInterval=3600000
-Dsun.rmi.dgc.server.gcInterval=3600000

If you already have additional parameters on these lines, then leave them in place.

5. Save the file.

6. Start WebLogic using the startWebLogic.sh and startManagedWebLogic.sh
scripts.

Remote Method Invocation (RMI) is the low-level framework that Java uses to allow

code running in one JVM to call code running in another JVM. Because developers are not
responsible for tracking unused memory in Java, it then falls to the JVM to track which objects
might be still being used by a remote JVM, and this is the task of the RMI garbage collector.
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In a SOA Suite application, most of the code that is accessed by a remote JVM will be the code
that provides services, and therefore will be relatively long-lived, and will not become available
for garbage collection very often. By reducing the frequency of the RMI garbage collector,

we can reduce the number of RMI garbage collections, and keep the CPU overhead of this
relatively intensive task down. The interval is specified in milliseconds, and the default interval
is 60 seconds, but we would suggest trying a value like 1 hour (the value of 3,600,000
seconds and above).

» The Disabling explicit GC recipe

Disabling explicit GC

Garbage collection is a very CPU-intensive activity; while it is occurring, no application logic
can be executed. While the Java API provides a method of invoking the garbage collector
from application code, it is best practice to let only the JVM decide when to perform

garbage collection. If an application contains explicit calls to System.gc (), then these can
significantly impact performance. Luckily, Java includes a flag that allows us to disable calling
the garbage collector programmatically.

Getting ready

This recipe assumes you are using the HotSpot JVM, if you are using JRockit, see the There's
more... section of this recipe for the parameter you need.

For more details, refer to the Getting ready section of Setting the new size recipe.

How to do it...

To disable explicit programmatic garbage collection, perform the following steps:

1. Navigate to the domain's bin directory:
cd $MIDDLEWARE HOME%/user projects/domains/soa domain/bin

2. Open the setSOADomainEnv.cmd or set SOADomainEnv. sh script in a text editor.

3. Locate the following lines:

SET DEFAULT_MEM_ARGS:%DEFAULT_MEM_ARGS% -XX:PermSize=128m -
XX :MaxPermSize=512m

SET PORT_MEM_ARGS:%PORT_MEM_ARGS% -XX:PermSize=128m -
XX :MaxPermSize=512m

Or the equivalent on a Linux or a Unix system.
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4. Edit the previous lines to add the parameter -XX : +DisableExplicitGC:

SET DEFAULT_ MEM ARGS=%DEFAULT MEM ARGS% -XX:PermSize=128m -
XX :MaxPermSize=512m -Xmx1024m -XX:+DisableExplicitGC

SET PORT_MEM ARGS=%PORT_MEM_ ARGS% -XX:PermSize=128m -
XX :MaxPermSize=512m -XX:+DisableExplicitGC

If you already have additional parameters on these lines, then leave them in place.

5. Save the file.

Start WebLogic using the startWebLogic.sh and startManagedWebLogic.sh
script.

In a Java application, it is possible to programmatically invoke the garbage collector using a
call to system.gc (). This call will cause the JVM to make its best effort to run the garbage
collector before control returns to the application. In practice, this means that a full garbage
collection will be run, which is a time-consuming and CPU-intensive operation. While it might
make sense to programmers to attempt to clean up objects when they're no longer needed

in application code, in reality, the JVM has a much clearer view on how much memory is
used, and how much it should be able to reclaim, and can do a much better job at deciding
when to perform garbage collections. Because of the "stop the world" nature of a full garbage
collection, and the fact that calls to System.gc () can cause more full garbage collections
to run, this often causes worse performance rather than an improvement.

By disabling calls to System.gc (), the calls are ignored and the JVM performs its

garbage collection when memory thresholds are reached. If the developers of the SOA Suite
application you are using have tried to be helpful by calling the garbage collector for you,
you can often improve performance by disabling explicit garbage collection calls.

In JRockit, the flag to be used is -XXnoSystemGC, which has the same effect.

See also

» The Tune to reduce the number of full garbage collections recipe
» The Disable the RMI garbage collector recipe
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In this chapter, we will look at the following recipes:

» Tuning global transaction timeouts

» Increasing the HTTP accept backlog

» Reducing the server logging level

» Finding out which JVM you are using

» Using large pages in Linux

» Increasing the number of file descriptors in Linux
» Tuning the SOA Suite EJB timeouts

» Upgrading to a newer JVM

» Setting the Linux kernel swappiness to low

» Using the Oracle JRockit JVM

» Running your domain in the production mode

» Creating a boot.properties file
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Introduction

This chapter looks at some of the things you can do to tune the underlying platform on which
the SOA Suite runs. SOA Suite is an enterprise Java application, and therefore runs on top of

a stack consisting of hardware, operating system, JVM, and application server. Each of these
layers builds upon resources provided by the layers below them, and can be tuned to improve
the performance of Oracle SOA Suite.

SOA Suite
(BPEL, BPMN, Mediator, Rules)
\

p

Application Server
(Connection pooling, Thread pooling, Transactions,
Messaging, Logging, Persistence, Security)

JVM
(JVM Threads, 10, Memory, Garbage Collection)

0S
(Task scheduling, 10, Memory, OS threads)

Hardware
(CPU, Memory, Thread model, Storage, Networking)

The previous diagram shows the layers in the SOA Suite stack, and examples of the services
that they provide to the layer above it. This chapter gives some of the key techniques for
tuning the operating system, the application server, and selecting a JVM. JVM memory

and garbage collection tuning are such key concepts that they get their own chapters.

Performance gains obtained by tuning the underlying platform components can be significant
because they impact all of the layers above it; so platform tuning is one of the most important
aspects when tuning an Oracle SOA Suite 11g installation.
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Tuning global transaction timeouts

The global transaction timeout, set at the application server level, defines how long a
transaction has to complete before it is terminated by the application server. If this value
is set too low, then performance can suffer.

Getting ready

For this recipe, you will need to know the URL and login credentials for the WebLogic
administration console that runs on the admin server in your SOA Suite domain. The default
URL for the console is http://<servername>:7001/console. The username and
password will have been specified when you created the domain.

If your domain is in the production mode, or does not have Automatically Acquire Lock and
Activate Changes, then you will need to acquire the domain configuration lock before making
these changes, and apply the changes after saving.

How to do it...

To tune global transaction timeouts, perform the following steps:

1. Connect to the WebLogic administration console at http://localhost:7001/
console. Replace localhost and 7001 with the hostname and port of the server,
if it is not running locally on 7001. If this is the first time you have accessed the
WebLogic console since starting the server, WebLogic will first deploy the console
application, which may take a few minutes.

2. Login to the console using your administration credentials.

3. Click on the name of your domain at the root of the navigation tree in the
left-hand pane; for example, soa_domain is at the root of the tree, as shown
in the following screenshot:

Domain S5tructure

“Ervironrment

;“"Deplcuyments
'Services
;“"Security Realms

'Intercuperal:uility
'Diagnustics
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4. Select the JTA tab under the Configuration tab in the main pane.

Settings for soa_domain

Configuration | Monitoring | Control | Security | Web Service Security | Mokes

Gzeneral JP& | EJBs | Web Applications | Logging | Log Filkers

5. Increase the value of TimeoutSeconds to a value that ensures that the slowest
external systems you talk to will complete in time. We would recommend a setting
of at least 120.

IJse this page to define the Java Transaction API (JTA)Y configuration of this
WWeblogic Server domain.

Timeout Seconds: 120 Specifies the maximum amount of
time, in seconds, an ackive

transaction is allowed ko be in the

first phase of a bwo-phase commit

6. Scroll down to the Max Transactions field, and increase thisto 100000:

Max Transactions: The maximurm number of
100000 simultaneous in-progress
transactions allowed on a server
in this WeblLogic Server
domain,  Maore Info...

7. Scroll to the top of the page and click on Save.

The global Java Transaction API (JTA) timeout sets the time that WebLogic will wait for
transactions to complete. In the SOA Suite, this affects how long we wait for external systems
to return data, which in a large SOA environment can sometimes take longer than 30 seconds.
By increasing this timeout slightly, we reduce the chances that these calls will fail due to

a slow external system. Failed transactions are usually retried by the originating system,
meaning that we create additional load on an already heavily loaded system.

The Max Transactions setting determines the maximum number of concurrent transactions
that can be in progress at a time. In a busy SOA Suite system, it is not difficult to reach

the default, out-of-the-box limit of 10000 transactions, which can cause calls to fail, often
requiring that they are replayed, and generating additional load on an already busy system.
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See also

>

>

The Setting datasource connection timeouts recipe in Chapter 7, Data Sources
and JMS

The Tuning connections in native eis db adapter recipe in Chapter 7, Data Sources
and JMS

The Tuning SOA Suite EJB timeouts recipe

Increasing the HTTP accept backlog

The HTTP accept backlog determines how many HTTP requests can be queued by the
WebLogic server if there are not enough threads available to service them.

Getting ready

For details on this, refer to the Getting ready section of the Tuning global transaction
timeouts recipe.

How to do it...

To increase the HTTP accept backlog, consider the following steps:

1.

Connect to the WebLogic administration console at http://localhost:7001/
console. Replace localhost and 7001 with the hostname and port of the server
if it is not running locally on 7001. If this is the first time you have accessed the
WebLogic console since starting the server, WebLogic will first deploy the console
application, which may take a few minutes.

Log in to the console using your administration credentials.
Navigate to Environment, and then Servers on the left-hand navigation pane.

Select the server with the SOA infrastructure deployed (if there are multiple servers
with the SOA infrastructure deployed, you need to follow steps 4-x for each of them).
Out-of-the-box, this will be a server called soa_serverl.
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5. Navigate to the Tuning tab under the Configuration tab:

Configuration | Protocols | Logging | Debug | Monitoring | Conbral | Deployments

Services | Security | Mokes

General | Cluster | Services | Keystores | S5L | Federation Services | Deployment

Migration | Tuning | Overload | Health Monitoring | Server Skart | Web Services

Save

6. Scroll down, and set the parameter Accept Backlogto 1000, or a value
determined by your performance testing:

Accept Backlog: 1|:||:||:||

7. Scroll to the top of the page and click on Save.

8. Repeat the steps from 3 through 8 for each server that has the SOA Suite
infrastructure deployed.

The accept backlog setting determines how many TCP requests will be queued up when
there are no idle threads available to service the requests, and applies to requests on both
the servers' normal and SSL ports. The default value is 300, so once 300 requests are
queued up, any additional requests are refused, and the calling system or user receives a
Connection Refuse response. This can cause performance problems because it often

results in the calling system retrying the request from the start, placing more load on an
already heavily loaded server.

While you are on this page, you may also want to take a look at some of the other settings
here. In particular, you may want to increase the Stuck Thread Time if your system has
blocking calls to external systems that take a long time to respond.
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Reducing the server logging level

While logging information to the files is useful, it generates a lot of disk /0, which has a huge
performance impact on the application. Reducing the amount of logging done by the servers
can improve performance noticeably.

Getting ready

For details on this, refer to the Getting ready section of the Tuning global transaction
timeouts recipe.

How to do it...

To reduce the server logging level, perform the following steps:

1. Connect to the WebLogic administration console at http://localhost:7001/
console.Replace localhost and 7001 with the hostname and port of the server
if it is not running locally on 7001. If this is the first time you have accessed the
WebLogic console since starting the server, WebLogic will first deploy the console
application, which may take a few minutes.

2. Login to the console with your administration credentials.
3. Navigate to Environment, and then Servers on the left-hand navigation pane.

4. Select the server with the SOA infrastructure. Out-of-the-box, this will be a server
called soa_serverl.

5. Navigate to the General tab under the Logging tab.

Settings for soa_serverl

Configuration | Protocols | Logging | Debug | Monitoring | Control | Deplovments | Services

Security | Motes

General | HTTP | Data Source

6. Scroll down to the bottom of the page, and expand the Advanced options.
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7. Use the Minimum severity to log dropdown to set the severity as Warning.

“ Advanced

£ Date Format dd-MbAr- vy HH:mmss ‘o'clock’ z

Pattern:

Mininmum
severity to log: Warning ¥

8. Scroll to the top of the page and click on Save.

9. Repeat steps from 3 through 9 for each server with the SOA Suite
infrastructure deployed.

Writing log messages to disk requires a considerable amount of file I/0, which is often a
synchronous operation, and as most disks are slow compared to the speed of the CPUs
and the memory, this slows down the entire application. By increasing the logging severity
to Warning, only messages at Warning and Error will be written to the server logs,
which can provide a significant performance improvement, especially under heavy load.

After setting the minimum severity to log to Warning, | would recommend setting the
Severity level of the Domain log broadcaster to Error. This can be done further down
on the same page, and will ensure that only error logs get sent to the domain log file.

» The Reducing SOA Infra log levels recipe in Chapter 8, BPEL and BPMN Engine Tuning
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Finding out which JVM you are using

Knowing which JVM you are using is a prerequisite to be able to pick one that might
perform better.

Getting ready

You need to have installed WebLogic and the SOA Suite for this, and have access to
the startWebLogic script.

How to do it...

To find out which JVM you are using, perform the following steps:

1. Navigate to the domain home directory.

2. Execute the startWebLogic script for the operating system you are using. This will
be startWebLogic.sh on Linux/Unix environments, and startWebLogic.cmd
on Microsoft Windows environments.

3. Look at the first few lines of the output from the script to see the JVM vendor
and version:

J0E 30 ~oE-JnE o -JnE-Jmf 30 ~3nE-J0E 3o ~aE—JnE 30 -JeE-Jnf—3ef e -Jf-3oE—eEJnE 3o -JeE-JafJef e Jnf-3eE~eE-JnE e —eE-JnfJef e -Jnf-3uf e -JaE-Jof—TeEJaE-Jef e -Jef-Jef-Ief-eE-eE-BE-
* To start WebLogic Server,. usze a username and *
* password assigned to an admin—-level wser. For =
* server administration. use the WebLogic Server =
=* conzole at http:shostname:portsconszole *
3 -3of—eF-JE e -nE-Jof 3o —3aF o -Jof —aFaf—Jof-eF-Jaf e —3uf-Jf-Jof—eFf—Jof-SeF-Juf—Jef -3uf-Juf-Jof—eF-Jf—Jof —eF-Jaf e —ef-Juf-Juf e -JaF-Jof eFaf-Tef e -Tef-Juf-ef- oo

starting webhlogic with Java version:

java verzion "1.6.8_29"
Java(IM> SE Runtime Environment (build 1.6.8_29-bhli>
Java HotSpot{TH> Client UM <huild 28.4-hB2, mixed mode?

The startWebLogic script executes the command java -version before starting the
server, which prints out the JVM version and vendor. There are two JVMs that ship with
Oracle SOA Suite 11g. HotSpot is the JVM originally developed by Sun Microsystems, and
the descendent of the original Sun JVM. Oracle acquired this JVM with the purchase of Sun
Microsystems. The second JVM is JRockit which was acquired by Oracle with its purchase

of BEA Systems. JRockit was originally designed as a server-side JVM for application servers,
and historically the two JVMs have sought to outperform each other in terms of benchmarks
with each release.
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There's more...

There are plans to merge the two JVM implementations into a single JVM called
HotRocket, but work on this is ongoing. For now, you need to decide which JVM best suits
your application, and our testing has shown that JRockit is usually faster, but we suggest
running your own performance tests against the application to decide for yourself.

See also

» The Upgrading to a newer JVM recipe
» The Using the Oracle JRockit JVM recipe

Using large pages in Linux

Using large pages allows the JVM and the operating system to manage memory more
efficiently, having to page memory in and out less frequently.

Getting ready

You need to have Oracle SOA Suite 11¢ installed on a Linux server for this recipe, and to
have enabled HugePages in the operating system. This recipe assumes that you are starting
WebLogic using the startWebLogic or startManagedWebLogic scripts, and if you are
using the node manager or some other mechanism, simply apply the startup parameter to
the relevant place. You will need the file system permissions to edit the WebLogic start script
for this recipe.

This recipe assumes you are using the Sun (HotSpot) JVM, and if you are using JRockit, the
parameter is different (for more information on this, see the There's more... section at the
end of this recipe).

How to do it...

To use large pages in Linux, perform the following steps:

1. Check if HugePages support is enabled in the kernel:

cat /proc/meminfo | grep Huge

You are looking for the following lines:

HugePages Total: <number of pages>
HugePages Free: <number of pages>
Hugepagesize: <page size, in kB>
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2. Navigate to the domain's home directory:

cd $MIDDLEWARE HOME%/user projects/domains/soa_ domain/
Replace soa_domain with the relevant domain as required.

3. Navigate to the bin directory.
cd bin

4. Editthe startWebLogic.sh if you are on a Linux/Unix environment
or the startWebLogic.cmd if you are on Microsoft Windows.

5. Go to the bottom of the file, and locate the section that starts the JVM:

if "WwWLS_REDIRECT_LOG%"=="" (
echo Starting wLs with Tine:
acho %JAvA_HOMEXWhinhjava %J1AVA_WwM%E ¥MEM_aRGS¥ —Dweblogic. Mame=%SERVER_|
Y el C%JAW\_HOME%\b"m\java EIAVA_WME EMEM_ARGSX -Dweblogic. Nama=¥SERVER_NAMEX
alse
echo Redirecting output from wLsS window To %wWLS_REDIRECT_LOGH
¥1ava_HOMEX hinyJava %IAVA_WM% ¥MEM_ARGSY -Dweblogic. Name=%SERVER_NAMEX

6. Insert the startup arguments -XX: +UseLargePages after the $MEM_ARGS%
or SMEM_ARGS parameter, as shown in the following screenshot:

if "BWLS_REDIRECT_LOGHE"=="" ( .
echo starting wLs with T1ine:

echo %JAVA_HOMEZ \binJava EIAVA_VME HMEM_ARGSE [0Ci+Uselargerages| —-Dweblogi
%1ava_HOMEEWbinsjava E1ava_wmMi MEM_ARGSY [0 +0selargerages |-Dweblogic. Nam
echo rRedirecting output from wis window to %wLS _REDIRECT LOGH

%1ava_HOMERWRinSjava %IAVA WME XMEM_ARGSH | 0 +UseLargePages| -Dweblogic, nam

7 oelse

7. Save the file.

8. Start WebLogic using the startup scripts already mentioned in the Getting
ready section.

Large or huge pages are a feature of the operating system that allow for more efficient
management of memory by the operating system, but to get the best out of the feature,
the application allocating the memory, needs to allocate memory to large pages. By setting
this flag, you are telling the JVM that you are running on an operating system that supports
large pages, and that it should use large pages for its memory management.

If you set this setting on an operating system that does not support large pages, an error
is printed and the JVM starts without large page support.
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There's more...

You can also set the parameter -XX: LargePageSizeInBytes=<size> t0 set the large
page size to the same as the HugePage size in Linux. Remember to convert between the
value reported by Linux (in KB), and the value used by the JVM in bytes.

If you are using the JRockit JVM, the parameter is -X1largePages rather than
-XX:UseLargePages.

Increasing the number of file descriptors in

Linux

As a multiuser operating system, Linux limits the number of file descriptors available to each
user, with a default of 1024. As all access to files, sockets, threads, and others requires file
descriptors, this limit is too low for a production SOA Suite application. Increasing the limit
improves performance and stability.

Getting ready

You will need root access to the Linux server on which SOA Suite is installed for this recipe.

How to do it...

To increase the number of file descriptors in Linux, perform the following steps:

1. Connect to the Linux server as the user that runs the SOA Suite.
2. \Verify that the current limit is 1024 by using the following command:

$ ulimit -n

1024

3. Now, log out.

4. Connect to the Linux server as root.

5. Editthefile /etc/security/limits.conf.

6. Scroll down the file and find the section that looks like this:
#<domain> <type> <items> <values>
#
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7. Add limits for the user that runs your SOA Suite applications like this:

#<domain> <type> <item> <value>
#

weblogic soft nofile 65535
weblogic hard nofile 65535

Substitute weblogic with the username of the user that runs your SOA Suite server.

Save the file.
9. Again, log out.
10. Connect to the Linux server as the user that runs the SOA Suite.
11. Verify that the current limit is now 65535:

$ ulimit -n

65535

Linux uses the 1imits. conf file to set soft (default value) and hard (maximum value) limits for
a number of resources that need to be managed in a multiuser environment. The default value
of 1024 is very low, and is based on a system where resources need to be carefully managed.
Modern servers have many more file descriptors available, and most servers running SOA Suite
are not likely to have large number of users logged in and trying to do other things.

The value of 65535 we chose is an example of a large number that should be big enough for
our purposes, but any other large value could be used.

Tuning the SOA Suite EJB timeouts

Increasing the timeouts above the default values for a number of key SOA Suite EJBs will
reduce the number of timeouts that may occur under heavy load. These timeouts can result in
poor performance, as they cause requests to be retried on an already heavily loaded system.

Getting ready

For details on this, refer to the Getting ready section of the Tuning global transaction
timeouts recipe.
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How to do it...

To tune the SOA Suite EJB timeouts, perform the following steps:

1. Connect to the WebLogic administration console at http://localhost:7001/
console. Replace 1localhost and 7001 with the hostname and port of the server
if it is not running locally on 7001. If this is the first time you have accessed the
WebLogic console since starting the server, WebLogic will first deploy the console
application, which may take a few minutes.

2. Login to the console with your administration credentials.
3. Select Deployments in the left-hand navigation pane.

Domain Structure

s0a_domain
'Envirunment

i
L
I

'Services
F--Security Realms
'Intercuperal:uilit';.f
BH-Diagnostics

4. Inthe main pane, locate the soa-infra deployment, and click on the + icon before
it to expand it.

OracleBamadapter Resource
Ol & Few Pl 329
= Enterprise
||:| El [Fsoa-infra Hew application | 220
= Modules
f@/bzb Web
- application
(o/bpmfservices Web
= Application
(o finkegration/services Web
- Application
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5. Scroll down the EJBs, and select the EJB called BPELActivityManagerBean.

=1 EJBs

(T AckionPersistenceserviceBean

,"j.ﬁ.ctiDnQueryServiceEean

[T AGMetadataService

()AGQUeryService

(T ASMSInter action

(T BZBInstanceMessagebean

[T BZBStarterBeantLs

() B2BLitilityEean

7 BAMACtonMDE

(| BPELActivityManagerBean

(| BRELAUitTrailBean

6. Click on the bean, and then select the Configuration tab.

Settings for BPELActivityManagerBean

Cwerview | |Configuration | Security | Control | Testing | Monitoring

Save

7. Scroll down to the bottom of the properties, and increase the Transaction
Timeout from 300 to 600 seconds.

Transaction
Tineouk: GLL

Save
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8. Click on Save.

9. Ifthis is the first bean you have changed the timeout for, you will be prompted to
create a deployment plan. We suggest creating it in the domain's home directory.

Save Deployment Plan
‘¥ou have made configuration changes that need ko be stored in a new deployment plan,

Select or enter the path of a deployment plan File, The path must end with ' xml’, Ik is highly recommended that th
naned ‘Plan.xml',

Each plan should be located in its awn directory, oktherwise applications can inadvertently share deployment plan
file will be overwritten if it already exists, Other files in the plan direckory may be overwritten as well,

Path: EOracletMiddlewaretuser_projectsidomainsisoa_domainiPlan. xml
Recently Used (none)
Paths:

Current Location:  localhost 3 E: 4 Cracle !, Middleware 4 user_projects | domains § soa_domain

(] autodeploy

[ bin

[ BprmamsFileStare
(] config

L eonsole-ext

= init-info

10. Once you have selected the location for the deployment plan, click on OK.
11. Repeat the steps 3 through 8 for the following EJBs:

0 BPELServerManagerBean

0 BPELDeliveryBean

0 BPELInstanceManagerBean
0 BPELEngineBean

0 BPELProcessManagerBean
0 BPELDispatcherBean

0 BPELSensorValuesBean

0 BPELFinderBean
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Under heavy load, some of these EJBs can take a while to respond, and may eventually time
out. If the request times out, it is likely that the originator of the request will retry, increasing
load on an already heavily loaded system. By increasing the transaction timeout for these
beans, you increase the amount of time that they will wait before a timeout occurs, giving
them longer time to complete their task.

There's more...

Our value of 600 is just a starting point, if you see timeouts occurring on these beans,
you might want to increase the value further above 600.

Upgrading to a newer JVM

Each new JVM release usually includes a large number of performance improvements, as the
vendors constantly vie for the top spot on the performance benchmarks. By upgrading to the
latest available JVM, you can take advantage of the latest performance improvements.

Getting ready

For this recipe you need to have installed SOA Suite, and have edit access to the start scripts
for your domain. You also need to have downloaded and installed a newer JVM (the JDK
version, not the JRE).

This recipe assumes that you are starting WebLogic using the scripts in the domain bin
directory. If you are using another method such as the node manager, you should make the
changes to JAVA HOME via the relevant method (for the node manager, this is the WebLogic
administration console).

How to do it...

To upgrade to a newer JVM, perform the following steps:

1. Navigate to the domain's bin directory, as shown in the following command line:
cd $MIDDLEWARE HOME%/user projects/soa_domain/bin

2. Edit the file setDomainEnv.cmd or setDomainEnv. sh. If you are using a
newer version of HotSpot, add the line set JAVA VENDOR=Sun Of set JAVA
VENDOR=Sun, depending on whether you are on Microsoft Windows or Linux,
respectively. If you are using a newer release of JRockit, you should set the Java
vendor to Oracle.
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3. Comment out the line set SUN_JAVA HOME-=... (Or the line set ORACLE JAVA
HOME-=... if you are using JRockit). If you are using Linux, the line is just SUN_JAVA
HOME-=....

4. Addaline set SUN JAVA HOME=<JDK paths> where <JDK paths> is the fully
qualified pathname of your JDK. If the path contains spaces, then this must be
in quotes as shown.

B setDomainEny.cmd - Notepad @

File Edit Format Wiew Help
@REM (http:/ download.oracle.com/docs,/cd/E23943_01 we A

e R R R e e S T A T T R T R

set JAVA_VENDOR=SUN |

set COMMON_COMPOMENT S_HOME=E :“oracle'middlewareioras”
for %%i in ("ECOMMON_COMPONENTS_HOMER") do set ComMMOor

set wL_HoME=E:“Zoraclewmidd]ewarewlserver_10.3
for %7 9n (“%SwWL_HOMEX") do set wlL_HOME=%%~T=s1

set BEA_JAVA_HOME=g:ZoracleMiddlewaretjrockit_160_2¢

Eset SUN_Java_HOME=e:“woracleyMmiddlewareyjdkl60_29
Eet SUN_JAavA_HOME=E:%jawa

st UMS_ORACLE_HOME=E:“oraclewidd]ewarehoracle_soal

set SOA_ORACLE_HOME=E:“oraclewMidd]ewaresoracle_soal
-

< >

5. Save the file.
6. Start WebLogic by running startWebLogic.sh or startWebLogic.cmd.

7. Check that the output lists the new Java version.

\WINDOWS\system32\cmd.exe - startWebLogi

e\uin\32;E:\OPac13\"1DDLE”1\HLSERU”1.3\seruer\hin;e:\Oracle\HIDDLE”i\mndules\ORGl’
APA™L .1nbin;E:Njavasjreshin; E:Njavasbin; C:S\UWINDOWS s ystem32 ; Gz \WINDOWS ; C:“\WINDOY
SnSystend2-Wbem;E:“0racle MIDDLE™1\WLSERU™ . 3 \serversnative wins32%0ci?28_8;E:-~0
racle MiddlewaresOracle_SO0Al1ssoasthirdpartyhedifecss\XEngineshin

e et atatatatalstataiatatatataiidatatidatatataisiataiatatatatatatatatatatatiiatstaisiaisstiakatatal
* To start WebLogic Server, use a username and *
* password assigned to an admin—-level user. For =
* server administration, use the WebLogic Server =

* console at http:““hostname Zportsconsole *
- Jof- - Jof 0o o -JuE o Jof—Jof-JuEJof - Jof - JoE o - ToE--Jof- oo Jof oo e -JuEJof - Jof—Juf-Juf oo oo oo oo oo

starting weblogic with Java version:
a_@gam

java version " _|

Java(TH> 8E Runtime Environment ¢bhuild 1.7.8_87-hil’

Java Hot3pot<THM> Client UM <(build 23.3-bB1. mixed mode. sharing)

Starting WLY with line:

E:sjavasbinsjava —client —ansh1Z2m —Emx1824m —HX:PermSize=128m —BH:MaxPermfSize=
512m —Duweblogic.Mame=AdminServer —-Djava.security.policy=E:“0racle~MIDDLE™1~WLSER|
U™~1 . 3sserverslibsweblogic.policy —Hverify:none -—da —Dplatform.home=E:“0racle-M
IDDLE™1~MLSERU™ .3 —Duwls . home=E:~0racle~MIDDLE“1~WLSERU™1 .3“server —Dueblogic.ho
me =E:“0racle~MIDDLE“1-ULSERU™1 .3server —Dcommon.components.home=E:~0racle~MIDD
LE“1“~0RACLE™1 -Djrf.verzion=11.1.1 -Dorg.apache.commons.logging.Log=org.apache.c
ommons . logging.impl.Jdki4Logyer —Ddomain.homne=e:“0racles~MIDDLE™1~USER_P™1~domain

=~S0A_D0™1 —Djrockit.optfile=E:“0racle~MIDDLE™1“0RACLE™1“modules~oracle. jrf_11.1
15 junclat antfile tvt —Topacla capnan confin dinzasiluacTasMIINLE™~ S HEER P s A0
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The setDomainEnv script sets up a number of parameters that are used when starting the
WebLogic servers, including the JDK that is used. By default this script selects between one of
the two JDKs installed with the SOA Suite. By changing the value of SUN_JAVA HOME you can
point to a different HotSpot JDK, and the server will use this to start up. It is important to set
the value of JAVA VENDOR correctly because HotSpot and JRockit have a number of different
parameters that are passed in by the script.

You could also use a newer version of JRockit, if you set the JAVA VENDOR and ORACLE
JAVA HOME variables appropriately.

There's more...

This file is created by the domain creation wizard, so if you make any changes to the domain
with the wizard after you have edited the file, changes to the file will be lost.

While Oracle will only provide support if you are running on one of their supported JVMs,
there is nothing that stops you from using a newer JVM in production, you will just have
to replicate issues using an older JVM before raising support cases with Oracle.

See also

» The Using the Oracle JRockit JVM recipe
» The Finding out which JVM you are using recipe

Setting the Linux kernel swappiness to low

The swappiness level of the Linux kernel determines how likely it is to swap memory pages
out. Setting a low value can improve the performance of Oracle SOA Suite.

Getting ready

You will need to be running Oracle SOA Suite 11¢g on a Linux box, and have root or sudo
access in order to change the kernel settings.
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How to do it...

To set the Linux kernel swappiness to low, perform the following steps:

1. Logintothe box as root.
2. Check the current swappiness setting as follows:
$ cat /proc/sys/vm/swappiness
60
3. Editthefile /etc/sysctl.conf, and set the property vin. swappiness to

a lower value. We suggest starting with 0 if you have plenty of physical memory
on the machine.

Save the file.
5. Restart your Linux server for the change to take effect.

Check if the swappiness setting has been applied, like this:

$ cat /proc/sys/vm/swappiness

0

The vm. swappiness property of the Linux kernel determines how likely the kernel is to swap
a page out of memory. Swappiness is set as a value between 0 and 100, with O being a strong
preference to avoid swapping pages out, and 100 being a strong preference to swap a page
out whenever possible. The memory that is freed up by swapping pages out can be used by the
kernel for a number of things. If there are multiple applications running on the system, and the
memory is oversubscribed, it can be allocated to another process; otherwise it can be used to
cache files in order to improve the file system performance. When a memory page is swapped
out by the kernel, it must be swapped back in before it can be accessed by an application, and
so the application must wait while the operating system performs this task. Java Application
Servers generally run on dedicated servers, which have sufficient physical (or virtual) memory
to allow the operating system and the JVM to exist in the memory at the same time without
any pages being swapped out. The best performance is usually achieved by configuring a low
swappiness value, preferring that existing pages are kept in the memory wherever possible.
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See also

» The Increasing the number of file descriptors in Linux recipe
» The Using large pages in Linux recipe

Using the Oracle JRockit JVM

JRockit is a JVM specifically designed for high performance application servers, and can often
deliver better performance than HotSpot. This recipe explains how to switch to the JRockit
JVM if you are not already using it.

Getting ready

This recipe assumes that you are starting WebLogic using the startWebLogic or
startManagedWebLogic scripts, and if you are using the node manager or some other
mechanism, you will need to specify the new JVM home location through the console or
another mechanism.

How to do it...

To use the Oracle JRockit JVM, perform the following steps:

1. Navigate to the domain bin directory, as shown in the following command line:
cd $MIDDLEWARE_HOMES$/user projects/soa_domain/bin

2. Editthe file setDomainEnv.cmd or setDomainEnv. sh, add the line set JAVA
VENDOR=Oracle or set JAVA VENDOR=Oracle, depending on whether you are
on Microsoft Windows or Linux.

B setDomainEny.cmd - Notepad [:J@ng1

File Edit Format Yiew Help

EREM will be tagged on to the end «
BREM MEM_ARGS )
BREM

®REM For additional information, refer to "Managin
@REM (http:/ download.oracle.com/docs/cd/E23043_01 w

@REM TR R RO TR T R R R T R R R R R R R R R

set JAVA_VEMDOR=Oracle

set COMMON_COMPONENTS_HOME=E :»0raclesmidd] ewaresorac
for %7 in C"¥COMMON_COMPOMENTS_HOMEX") do set COoMMO

set WL_HOME=E:“oraclewmiddlewarewwlserver_10.3
< >
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3. Save the file.
4. Start WebLogic by running startWebLogic.sh or startWebLogic.cmd.

5. Check that the output lists JRockit as the JVM implementation (highlighted in
the following screenshot):

Mark C:AWINDOWS\system32\cmd.exe - startWebl ogic.cmd

\patch_pcp371\prnfiles\default\natiue;E:\Oracle\HIDDLE"i\HLSERU"i.3\seruer\natiull
eswins32;E:~0racle~MIDDLE™1~ULSERU™1 . 3~server-bin;e :~Oracle~MIDDLE™1“module s~ 0RG
APA™L .1xbin;e :\Orac les\MIDDLE“1~JROCKI™1.B8-1\jre>bin ;e :\Orac lesMIDDLE~1~JROCKI™1 .
A—1“hin;C:sHWINDOWS“system32 ; CosUINDOYS ; C - S WINDOWS S y=tem32~Whem; E: “0Orac le~MI DDLE
“1NULEERU™ . 3nzerversnat iveswin®32%oci?28_8;;E:“0OraclesHiddlewaresOracle_8S0A1\soa
“thirdpartysedifecs“XEngine~bin

-0 JoE-JoE—E 0o -Jof o0 Jof 3o 30 Jof-Jof-JuE- - Jof - JoE-JoEJuf o JoF-Jof o —Juf-Jof-Jof o0 Jof-Jof-IuE- - Jef-Jof-JoE-Iuf- o -JoF-Jof—uf e JeE-Jof-eE-ef-Jof-Jef- -
* To start WebLogic Server,. use a username and *
= password assigned to an admin—level user. For =
®* zepver administration. use the WebLogic Server

* console at http:“:\“\hostname:portsconsole

k.3
L3

A TR i ettt it st ot atad it it it et et atatatalatataditatatatitatatatatatatatatatstiatslaksiatatokakatatotad

stavting wehlngic with Java vewzinn:

java version "i.6.8_29"

Java(TH> SE Runtime Environment ¢huild 1.6.8_29-hil)

Oracle JRockit(R> ¢(huild R28.2.8-79-146777-1.6.0_27-28111005-1888—vwindows—ia32.
compiled mode?

starting WLS with line:

e :“0rac les\MIDDLE™1~JROCKI™ .@—1%hin%java —-jrockit —Ams512m —Emx1@24m —Dueblogi
c.Name=AdninServer —-Djava.security.policy=E:“\0racle~MIDDLE“1\WLSERU™1 . 3I\serversl
ibswehlogic.policy —Everify:none -—da —Dplatform.home=E:“0Oracle~HMIDDLE™~1:\WLSERU
™ .3 —Duls. home=E:“0racle~MIDDLE™1~ULSERU™ .3*zerver —Dueblogic.hone=E:“0racle-H
IRQLE”i\HLSERUT}.§\§erger —Dcupmun.cumpungnts:hum§=E:\Oracle\plDDLE”1\0R@CLE71

The setDomainEnv script sets up a number of parameters that are used to start WebLogic,
including selecting between the two JVMs that ship with SOA Suite 11g. The script checks for
the presence of a variable called JAVA VENDOR. If it is set to the value Oracle, then JRockit
is used. If the value is not Oracle, or the variable is not set, then the variable is set to Sun,
and HotSpot is used.

There's more...

This file is created by the domain creation wizard, so if you make any changes to the domain
with the wizard after you have edited the file, changes to the file will be lost.

There are a number of other ways that you could achieve the same thing. You could set the
JAVA_ VENDOR variable in your shell before calling the startWebLogic script, or you could
directly set the JAVA HOME variable either in the setDomainEnv script or in your shell.

» The Upgrading to a newer JVM recipe
» The Finding out which JVM you are using recipe
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Running your domain in the production mode

WebLogic domains can run in either the production or the development mode. The
development mode is optimized for environments where application development is taking
place and resources are scarcer. The production mode is optimized for running in an
operational environment with more resources and higher performance requirements.

Getting ready

For details on this, refer to the Getting ready section of the Tuning global transaction
timeouts recipe.

How to do it...

To run your domain in the production mode, perform the following steps:

1. Connect to the WebLogic administration console at http://localhost:7001/
console. Replace localhost and 7001 with the hostname and port of the server,
if it is not running locally on 7001. If this is the first time you have accessed the
WebLogic console since starting the server, WebLogic will first deploy the console
application, which may take a few minutes.

2. Login to the console with your administration credentials.
3. Click on the name of your domain in the left-hand navigation pane.

Domain Structure

s0a_domain
“Ervvironment

i
I

r-Deployments

1
'Services

i
Lem

- Security Realms

'Internperal:uilit';.f
'Diagnastics
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4. Ensure that the General tab under the Configuration tab is selected.

Settings for soa_domain

Configuration | Monitoring | Contral | Security | Web Service Security | Motes
ITA | JPA | EJBs | Web Applications | Logging | Log Filkers

5. Scroll down to the property Production Mode, and ensure that it is checked.

{5] Production Mode

[] &% Enable Exalogic Optimizations

6. Scroll to the top of the page and click on Save.
7. Restart your WebLogic servers.

Changing the production mode settings affects all the servers in the domain, and needs the
admin server to be restarted to pick up the change. You may find that once you apply the
production mode, you need to enter the WebLogic administration username and password
to start the server. You can prevent this by creating a boot . properties file (described in
the Creating a boot.prperties file recipe).

In the production mode there are a number of things that change their default values,
including the following;:

» The default JDBC connection pool size is increased from 15 to 25
» The default JVM is JRockit

» Hot deployment is disabled
» Server log file rotation is enabled

» Using demo SSL certificates logs a warning

¢ For more details on the production mode, see the Oracle WebLogic
documentation athttp://docs.oracle.com/cd/E23943 01/
web.1111/e13814/wls_tuning.htm#PERFM177.
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There's more...

Production mode changes the default values for a number of settings, but we talk about
overriding many of them individually in other recipes in this book. There are some settings,
such as hot deployment, that cannot be individually turned off, and therefore can only be
changed by switching to the production mode.

While production mode selects JRockit as the default JVM, you can override this if you wish
to use Hotspot or a different JVM. As usual, we recommend benchmarking with a number
of different JVM versions and implementations to find out which one works best for you.

Once the production mode is enabled on a domain, it cannot be disabled from the console,
and you will need to directly edit the config.xml file if you want to change a domain in
the production mode back to the development mode.

See also

» The Creating a boot.properties file recipe

» The Setting the data source pool sizes recipe in Chapter 6, Data Sources and JMS
» The Upgrading to a newer JVM recipe

» The Using the Oracle JRockit JVM recipe

Creating a boot.properties file

In the production mode, the server will prompt for your administration username and
password when you start the server. While this does not directly impact performance, it
means that server restarts cannot be performed automatically, possibly reducing the number
of running servers and impacting performance that way. This recipe looks at how you can
create a boot . properties file which will allow servers to be restarted without prompts.

Getting ready

You will need to be able to log on to the host running your WebLogic servers as the user
that owns the domain files.
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How to do it...

To create a boot . properties file, perform the following steps:

1. Navigate to the directory $DOMAIN HOMES%/servers/AdminServer/security
as shown in the the following command line:

cd %DOMAIN HOMES%/servers/AdminServer/security

2. Create a new file called boot . properties, with two properties defined, username
and password.

I boot.properties - Notepad

File Edit Format YWiew Help

username=weblogic
password=passwordl]

3. Save thefile.
4. Start WebLogic using the following command:
cd $DOMAIN HOMES$/

./startWebLogic.sh

5. Check that the boot .properties file has been updated with the encrypted values.

& boot.properties - Notepad |Z||E|g|
File Edit Format Wiew Help

#sun oct OF 15:35:23 BST 2012
password={ AES Pvlyx Y FKUOVE 1 ZOP+HS 2N I3REST 5 w7 1 xF gBY Dwlh =

username={AES tdKGy9Ge620adIhseraljvliE+ISNGoDCimMShHw swehUh=

In the production mode, WebLogic will check for a file called boot .properties in the
$DOMAIN HOME%/servers/AdminServer/security directory. If this file exists, it will read
two properties from the file, username and password. This username and password is used to
start the admin server. If the file content is plain text, then once the server has been started,
the values are encrypted using the domain encryption credentials, and saved back to the file.
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There's more...

While the file is updated with the encrypted values, this should not be considered as secure,
as it is likely that if a user can read the boot . properties file, they can also read the files
that contain the decryption keys. It therefore provides little in the way of actual security. This,
unfortunately, is the "chicken and egg" scenario of the automated server restarts—if the server
is to be started automatically, then all the material that it needs to start, including encryption
key material, has to be available to the process starting the server.

See also

» The Running your domain in the production mode recipe







Data Sources and JMS

This chapter looks at some of the things you can do to tune the SOA Suite data sources,
backing a database, and JMS resources. We will look at the following topics:

» Setting the data source pool sizes

» Configuring data source testing

» Configuring data source growing and shrinking

» Setting data source connection timeouts

» Tuning database XA timeouts

» Tuning connections in the native EIS database adapter

» Configuring the WebLogic thread pool

» Using JMS file persistence

» Tuning JMS connection factories

Introduction

In this chapter, we'll look at the aspects of SOA Suite that can be tuned when interacting with
the backing database. Recipes for tuning the database itself can be found in Chapter 8, BPEL
and BPMN Engine Tuning.
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As we scale SOA Suite to cope with application load, it is likely that the underlying database
will become a performance bottleneck. SOA Suite makes heavy use of the database, storing
both the metadata for process instances as well as their payloads. Much of the tuning for the
BPEL, BPMN, Mediator, and other components, which we discuss in later recipes, is based
around reducing the amount of database I/0 that happens. The primary use of the database
by SOA Suite is for its "Dehydration Store," which is a phrase used to describe how process
instances can be persisted to the database in order to be loaded at a later time. This can be
done for a number of reasons: it allows process instances to persist across restarts of the
server, and can allow long-running processes that are waiting for responses to be removed
from memory, and re-loaded when the response comes back. This concept applies across

all the components in SOA Suite (BPM, BPEL, Rules, Workflow, and Mediator) and so can

be a source of contention for busy applications. In this chapter, we are focusing on making
sure that when SOA Suite does need to connect to the database, it can do so quickly and
efficiently. Large amounts of BPEL process execution for an instance can generate a large
/0 demand on the database tables that back SOA Suite.

We'll also look in this chapter at the use of WebLogic JMS by SOA Suite, but we'll only be
scratching the surface here. WebLogic JMS is a wide-ranging subject with lots of options;
we'll focus on some important ones for using SOA Suite.

Setting the data source pool sizes

Datasource pooling is a critical feature in Java containers, allowing resource sharing among
deployed components and applications. This recipe will show you how to control the pool sizes
in WebLogic.

Getting ready

You will need to have Oracle SOA Suite 11g installed on a server for this recipe,
as we'll be accessing the default data source used by SOA Suite.

How to do it...

Follow these steps to set your datasource pool sizes:

1. Open the SOA Suite WebLogic administration console and log in as administrator.
If you have issues locating the console, see steps 1 and 2 in the Tuning global
transactions recipe in Chapter 6, Platform Tuning. A default administration screen
is shown here:
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« o] @ web | localhost: 7001 feonsolejconsals portal y AP R4
ORACLE WebLogic Server® Administration Console n
Change Center {8} Home Log Out Preferences Recard Help Q
Yiew changes and restarts Welcome, weblogic ‘ Connected to; soa_domain
Configuration editing is enabled. Future Hame
changes will automatically be activated as you

Home Page

modify, add or delete items in this domain.

N Information and Resources
Domain Structure
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[F-Services Source

= Ask & question on My Oracle Support

M
T. essaging = Recent Task Status

i r--Data Sources = Oracle Guardian Overview
E L--PErsistent Stares = Set your consale preferences

i t--Fareign JNDT Providers

! Lwark Contexts Domain Configurations

L--¥ML Reqistries
--¥IML Entity Caches

oM =+ Domain + Messaging = WTC Servers
+-Mail Sessions = IMS Servers = Jolt Connection Pools
L Fil= T2 (V3 = Store-and-Forward
Agents
How do I... ] = Servers
= JM5 Modules
» Cluskers « Log Files
« Search the configuration = Path Services i
= Wirtual Hosts = Diagnostic Modules
» Use the Change Center = Eridges
= Migratable Targets « Diagnostic Images

« Record WLST Scripts

« Zhange Console preferences

« Data Sources
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2. Navigate to the Data Sources section by performing either of the following actions:

o Click on the Data Sources link under the Services drop-down list in the
Domain Structure box located on the left of the screen

a Inthe Home Page box in the center of the screen, under Services in
Domain Configurations, select Data Sources

3. Inthe Data Sources screen, select SOADataSource. Within the Connection Pool tab,
locate the pool capacity section.

Initial ]
Capacity:
Maximum 50
Capacity:

Minimum 0
Capacity:

AF]| statement || o) j
Cache Type:

Statement 10
Cache Size:
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4. Reduce the waiting time for new connection requests, by setting the Initial Capacity:
and Minimum Capacity: fields to a value that is suitable for our database. A good
example starting value is 20.

5. The Maximum Capacity: field controls the maximum number of connections this
pool can grow to. In other words, the maximum number of concurrent connections
that can be sustained by SOA Suite to the database. As this will be used by multiple
threads, a good starting value is 50, if our database can support it.

6. Click on the Save button located at the bottom of the page.

Pooling, sharing, and reuse of database connections is a powerful feature of Java Application
Servers. However, the default settings for WebLogic are to values that are quite low. Under
heavy load, we can expect the datasource pools to reach their maximum capacity fairly
quickly. We set the Maximum Capacity: to a higher value to accommodate this.

To prevent cold startup delays on new initial-connection requests, we set the Minimum
Capacity: value. Be careful with the value in the Initial Capacity: field as WebLogic will allocate
these many connections to the database as soon as it boots; this can overload busy production
databases with connection requests if many servers start up in a short space of time.

Note that the datasource pool sizes will apply to each running instance of WebLogic,
so ensure that your database can stand up to a number of connections equal to:

(Pool Maximum Capacity) x (Number of Targets that the
data source is applied to)

There's more...

There are many data sources in use by SOA Suite; the use of these vary, depending on the
components you are utilizing in your application.

The tuning options available to you by default will yield maximum effect on the
SOADataSource, SOATxDataSource, and mds - soa data sources. It is best to monitor

the data sources to determine the options that are right for your usage footprint. For detailed
information on data-source monitoring, see the Monitoring the data source usage recipe in
Chapter 2, Monitoring Oracle SOA Suite. It is also possible to get a basic monitoring of the
datasource pool size by clicking on the Monitoring tab in the WebLogic console, when on the
page for a data source. By customizing the table, you can add a number of columns that give
detailed monitoring information about the data source.

Also, controlling the size of the prepared statement cache can increase throughput on the
database connections—a big win if you're performing lots of hydration and dehydration via
the use of BPEL, for instance.
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See also

>

>

The Tuning global transactions recipe in Chapter 6, Platform Tuning
The Configuring data source testing recipe

The Configuring data source growing and shrinking recipe

The Setting data source connection timeouts recipe

The Monitoring the data source usage recipe in Chapter 2, Monitoring Oracle
SOA Suite

Configuring data source testing

Database connections that are pooled can be configured to be tested by WebLogic as part
of the managed-connection lifecycle. This recipe will show you how to configure testing
of connections.

Getting ready

For this recipe, you will need to have Oracle SOA Suite 11g installed on a server as we'll
be accessing the default data source used by SOA Suite.

How to do it...

By following the steps given here, we can configure data-source testing:

1.

Open the SOA Suite WebLogic administration console and log in as administrator.
If you have issues locating the console, see steps 1 and 2 in the Tuning global
transactions recipe in Chapter 6, Platform Tuning.

Navigate to the Data Sources section by performing either of the following actions:

o Click on the Data Sources link under the Services drop-down list in the
Domain Structure box located on the left of the screen

o Inthe Home Page box in the center of the screen, under Services in
Domain Configurations, select Data Sources

In the Data Sources screen, select SOADataSource. Within the Connection Pool tab,
click on the Advanced link at the bottom of the page.
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4. Click on the Advanced option to display the advanced options:

% Advanced

Test Connections On Reserve

Test 300

Frequency:

Test Table Name:
S30L SELECT 1 FROM DULL

Seconds to
Trust an Idle
Pool
Connection:

5. We need to set the Test Table Name: field to an appropriate test table in our
database. SQL. SELECT 1 FROM DUAL is valid for Oracle.

6. With Test Table Name set, we can now enable connection testing by ticking the
Test Connections on Reserve checkbox.

7. Set Test Frequency: to a suitable value, such as 300 seconds.

Click on the Save button at located the bottom of the page.

Connection testing allows the application server to validate that connections (that are created
to the database) are valid and that they remain valid after a period of time.

Before adding database connections to the data-source connection pool, they are tested by
executing the SQL we entered into the Test Table Name box. It should go without saying that
this will add extra overhead on the creation of connections, both when the pool is first created
and when growing its number of connections.

Setting the Test Frequency period adds an interval after which idle pool connections are
tested. This helps to ensure that we do not have stale connections in the pool, which we could
potentially allocate to a requested SOA Suite application thread. You can disable this with the
value of O seconds.
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Note that connections that fail the test will either not be added to the pool or will be removed
from the pool, depending on whether this is a creation or frequency test. If connections
continually fail then the pool will enter a suspended state, requiring administrative intervention.

Testing our connections adds to the overhead on the database; it must satisfy test queries
in conjunction with concurrent production load.

There's more...

The Test Connections On Reserve value can also be set to ensure that connections are
tested prior to handing them over to application threads, but adds even more query-based
overhead on the database!

Another setting is available to further optimize testing of connections: setting Seconds to
Trust an Idle Pool Connection to a nonzero value creates a window for the duration for which
the connection will be trusted after a connection test passes. This enables periodic checks,
and checks on reserve to be skipped prior to handing a connection to a requesting thread.

Configuring data source growing and

shrinking

Data sources can dynamically alter their size to cope with changes in application load.
This recipe will show you how to alter these settings.

Getting ready

You will need to have Oracle SOA Suite 11g installed on a server as we'll be accessing
the default data source used by SOA Suite.

How to do it...

We can configure how data sources grow and shrink, by performing the following steps:

1. Open the SOA Suite WebLogic administration console and log in as administrator.
If you have issues locating the console, see steps 1 and 2 in the Tuning Global
Transactions recipe in Chapter 6, Platform Tuning.
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2. Navigate to the Data Sources section by performing either of the following actions:

o Click on the Data Sources link under the Services drop-down list in the
Domain Structure box located on the left of the screen

o Inthe Home Page box in the center of the screen, under Services in
Domain Configurations, select Data Sources
3. Inthe Data Sources screen, select SOADataSource. Within the Connection Pool
tab, locate the pool capacity section.
Click on the Advanced option to display the advanced options.

5. This section contains two settings that are of interest for this recipe, Maximum
Capacity and Shrink Frequency:

Maximum a0
Capacity:

Shrink a0n
Frequency:

6. Setting Maximum Capacity controls the maximum number of connections
that WebLogic will allow to exist for this connection pool.

7. Set Shrink Frequency to a non-zero value such as 300 to shrink a pool that
has expanded.

8. Click on the Save button located at the bottom of the page.

The data source's connection pool will grow in size incrementally from the values in Initial
Capacity / Minimum Capacity, in response to incoming demand. We set the ceiling for this
growth, using the Maximum Capacity field. Note that there is no way to control the rate

at which connections are created, or to specify a step value to create a fixed number of
connections at a time.

When the load being applied to your application falls, the number of connections will stay
at the maximum number created until Shrink Frequency expires. This time interval begins
from the time the pool first incrementally increases beyond the number specified in Initial
Capacity / Minimum Capacity. It will repeat periodically until the pool reaches the value
in Minimum Capacity.
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Setting data source connection timeouts

WebLogic data sources' pools can be configured to prevent "leakage"—the process whereby
connections are perceived as being in use when in reality the thread has stopped using it. Over
time, this will cause the pool to be exhausted. In this case, it is said to have leaked connections!

This recipe will show how to configure WebLogic to mitigate against this scenario and reclaim
these leaked connections.

Getting ready

You will need to have Oracle SOA Suite 11g installed on a server as we'll be accessing
the default data source used by SOA Suite.

How to do it...

The following steps will allow us to set the data-source connection timeouts:

1. Open the SOA Suite WebLogic administration console and log in as administrator.
If you have issues locating the console, see steps 1 and 2 in the Tuning Global
Transactions recipe in Chapter 6, Platform Tuning.

2. Navigate to the Data Sources section by performing either of the following actions:

o Click on the Data Sources link under the Services drop-down list in the
Domain Structure box located on the left of the screen

o Inthe Home Page box in the center of the screen, under Services in
Domain Configurations, select Data Sources

3. Inthe Data Sources screen, select SOADataSource. Within the Connection Pool
tab, locate the Properties: box:

Eﬁ Properties:

user=DEV J0ATNFRA
oracle.net.CONNECT TIMEOUTT=10000

4. Thevalue oracle.net.CONNECT TIMEOUT is configurable to set the timeout on the
JDBC driver in milliseconds. A value of 10 seconds has been set here, which is quite
low. A value of 30 seconds allows a little more grace on busy production systems.
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5. Still within the Connection Pool tab, click on the Advanced link located at the bottom
of the page. Locate the Inactive Connection Timeout: box:

Inactive
Connection
Timeouk:

6. Set the Inactive Connection Timeout: value to 600. WebLogic will return inactive
connections to the pool if idle for 600 seconds.

Setting the Inactive Connection Timeout: value acts as a protection against applications that
might leak connections. Should an application not call the close method on their database
connection, perhaps because they have thrown an exception, this timeout will cause the
connection to be closed by WebLogic and returned to the connection pool.

Note that setting Inactive Connection Timeout: to a low value will potentially cause WebLogic
to reclaim connections that are in use by an application thread, which will have a destructive
impact on the thread (which expects an open connection). A good starting point is a value of
10 minutes; this provides some insulation for long-running in-memory processes, while still
enabling resource clean-up.

Tuning database XA timeouts

Database connections that are pooled can be configured to enable distributed transactions,
with an associated timeout if other resources in the transaction do not complete in time.
This recipe will show you how to set and configure this.

Getting ready

You will need to have Oracle SOA Suite 11g installed on a server as we'll be accessing the
default data source used by SOA Suite.

We'll set XA timeouts on the default SOA datasource.

How to do it...

Follow the steps given here to tune XA timeouts:

1. Open the SOA Suite WebLogic administration console and log in as an administrator.
If you have issues locating the console, see steps 1 and 2 in the Tuning global
transactions recipe in Chapter 6, Platform Tuning.
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2. Navigate to the Data Sources section by performing either of the following actions:

o Click on the Data Sources link under the Services drop-down list in the
Domain Structure box located on the left of the screen

o Inthe Home Page box in the center of the screen, under Services in
Domain Configurations, select Data Sources

3. Inthe Data Sources screen, select SOADataSource. Within the Transaction tab,
check the Set XA Transaction Timeout checkbox and enter a value of 3600
(or a value determined by your testing) in the timeout value box:

Settings for SOADataSource

Configuration | Targets = Monitoring | Control | Security

General | Connection Pool | Oracle | QNS | Transaction

Save

The transaction protocol For a JDBC data source determines bow o
handled during transaction processing. Transackions within a JDBC
global {local),

This page enables vou ko define transaction options For this IDEC

{_@ Use XA Data Source Interface

‘r_ﬂ Set XA Transaction Timmeoukt

{_gg XA Transaction ARO0

Timeouk:

4. Click on Save and restart the server for the changes to take effect.
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An XA transaction is a transaction that involves a number of different transactional resources,
where those resources need to work together to complete the work. For example, it might
involve multiple databases, or a database and a JMS queue. The XA transaction timeout
determines how long WebLogic will wait for all of those resources to complete their work
before timing out and rolling back the transaction. In this recipe, we have increased the
timeout to a higher value, allowing resources more time to complete their work before the
timeout occurs and the transaction rolls back. It might also be the case that you would want to
reduce the timeout to cause the transaction to rollback faster. This scenario is not particularly
common though, because rolling back the transaction usually returns an error to the calling
system, which will often immediately retry in case it's a transient error. We suggest that you
experiment with various values to find the one that suits your system best. Remember that
you need to set the Oracle database settings to matching values, for this to work correctly.

There's more...

In order for this mechanism to not fail in your environment, you will need to ensure that the
database's distributed timeout value (known as distributed lock timeout)is greater than
the timeout set in WebLogic's XA timeout value, otherwise the database will timeout and rollback
our transactions while WebLogic is in the middle of utilizing them. To view the value on our
Oracle database, we can run (or ask the database administrator to run) the following command:

SQL>SHOW PARAMETER DISTRIBUTE_ LOCK TIMEOUT;

distributed lock timeout integer 60
We can update this value using the following command:
SQL>ALTER SYSTEM SET DISTRIBUTE LOCK TIMEOUT=3600 SCOPE=SPFILE;
And then restart the database for the changes to take effect:

SQL>SHUTDOWN TRANSACTIONAL
SQL>STARTUP

SQL>SHOW PARAMETER DISTRIBUTE_ LOCK TIMEOUT;

distributed lock timeout integer 3600
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Ensure that this is performed on each node that houses your SOA Suite database instances
(such as RAC cluster nodes).

We can set this for the other SOA Suite data sources as we need them to participate in XA
transactions, such as EDNDataSource and mds-soa, but this really should be done based
on the system usage. We recommend monitoring the database usage of these items for XA
resource issues.

Tuning connections in the native EIS

database adapter

SOA Suite enables interaction with database tables in BPEL processes, using database
adapters. In this recipe, we will show you how to tune the stock DbAdapter.

Getting ready

You will need to have Oracle SOA Suite 11g installed on a server as we'll be tuning the
default DbAdapter deployed to WebLogic when installing SOA Suite.

How to do it...

These steps show us how to tune the connections in the EIS adapter:

1. Open the SOA Suite WebLogic administration console and log in as administrator.
If you have issues locating the console, see steps 1 and 2 in the Tuning global
transactions recipe in Chapter 6, Platform Tuning.

2. Navigate to the Deployments section by performing either of the following actions:

o Click on the Deployments link in the Domain Structure box located on the
left of the screen

o Inthe Home Page box in the center of the screen, under Your Deployed
Resources in Domain Configurations, select Deployments

3. Select the DbAdapter deployment.
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4. Within the Configuration tab, select the Outbound Connection Pools sub-tab.
Select the eis/DB/SOADemo instance.

Settings for DhAdapter
Owverview | Deployment Plan | Configuration | Security | Targs

General | Properties | Outhound Connection Pools | Admin O

This page displays a kable of Outhound Connection Pool groups and i
connection Factory interface and the instances are lisked by their JMO
group, Click the name of a group or instance bo configure ik, Aukomat

Outbound Connection Pool Configuration Table

Mewy  Delete

|:| Groups and Instances

= javawx, resource, coi, ConneckionF ackary

0| eis/oB/S0ADEMD
Fi eis/DB/30a0emoLocalTs:
Mewy | Delete

5. Select the Connection Pool tab and set the Initial Capacity: field to 10 and
Max Capacity: to 500.

Settings for javax.resource.cci.ConnectionFactory

General | Properties | Transaction | Authentication | Connection Pool | Logging

Save

This page allows wou ko view and modify the pool parameters of this outbound connection.

Initial Capacity: 1

Max Capacity: 1000
Capacity Increment: 1
Shrinking Enabled: true ﬂ
Shrink Frequency Seconds: =i}
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6. Click on Save for your configuration changes and we'll be prompted to create
a deployment plan to apply our changes permanently to the adapter via a
deployment configuration for this domain.

Save Deployment Plan Assistant

oK | || cancel

Save Deployment Plan
You have made configuration changes that need to be stored in a new deployment plan.

Select or enter the path of a deployment plan file. The path must end with ".xml’. It is highly recommended that this File be
named Plan, il

Each plan should b= located in its owan directory, otherwise applications can inadvertently share deployment plan files. The
plan File will b= overwritten if & aready exists, Other files in the plan drectory may be overwritten as well,

Path: E:\Oracle'\MWiddleware\Oracle_SOAT\sos\connectors'\Plan. xmil
Recently Used (none)
Paths:

Current Location: localhost | E: | Oracle | Middleware | Oracle_S041 | s0a | connectors

was

ok | || cancel

SOA Suite enables native access to resources such as file systems and databases, using
JCA-compliant resource adapters.

SOA Suite packages a number of predefined resource adapters for interaction with database
tables and the consumption of Oracle AQ message. For ease of configuration, we can tune
these deployed artifacts using the WebLogic Administration console.

We can control the minimum and maximum sizes, which will help prevent delays when
processing load and prevent the adapter from saturating the container's finite resources.
We can also configure them to automatically "shrink" down in size when lesser load is
being placed on the system.

When we make changes to these deployments, WebLogic allows us to apply these alterations
on server restarts, using a deployment plan that is saved automatically for us, on the file
system local to the WebLogic instance.




Data Sources and JMS

There's more...

As an alternative to using the WebLogic Administration console to configure resource adapters,
we can manipulate the adapter archive files (. rar) manually on disk by modifying the
weblogic-ra.xml configuration file. Note that this requires us to extract the archive, make the
file change, and re-archive the . rar file; WebLogic must be restarted for changes to take effect.

We can also manually create new resource adapters using the JDeveloper tool.

Configuring the WebLogic thread pool

Application threads in SOA Suite are pooled in the underlying WebLogic container. In this
recipe, we'll configure the main thread pool for a SOA Suite server instance.

Getting ready

You will need to have Oracle SOA Suite 11g installed on a server as we'll be accessing
the default thread pools used by WebLogic for SOA Suite.

How to do it...

Follow these steps to configure our WebLogic thread pool:

1. Open the SOA Suite WebLogic administration console and log in as administrator.
If you have issues locating the console, see steps 1 and 2 in the Tuning global
transactions recipe in Chapter 6, Platform Tuning.

2. Navigate to the Servers section by performing either of the following actions:

o Click on the Servers link under the Environment drop-down list in the
Domain Structure box located on the left of the screen

o Inthe Home Page box in the center of the screen, under Environment
in Domain Configurations, select Servers

3. Select the Administration server. Click on the Monitoring tab and then the
Threads sub-tab.
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Settings for AdminServer

Configuration || Protocols | Logging | Debug | Monitoring | Control | Deplovments

General | Health | Channels | Performance | Threads | Timers | workload | Secy
Dump Thread Stacks
This page provides information on the thread activity For the corrent server,

The First table provides general information about the status of the thread pool. The secon

Mote: The user ID displaved for individual threads is the user ID executing the thread durin

¢ Customize this table

Self-Tuning Thread Pool (Filtered - More Columns Exist)

" Execute Execute Pending
Active Thread Thread T User Completed
Execute Total 1dl Lenath | Request | Reduest
Threads W] e eng eques o
Count Counkt Count
* . 3 o 0 761

Here we can see that the total threads currently set to the Self-Tuning Thread Pool
for this server is represented by the Execute Thread Total Count column. Our pool
size is 5, with 4 active threads.

To reconfigure the default pool sizes, we need to add some Java -D properties to
the command line. Navigate to the domain's home directory:

$MIDDLEWARE HOMES%/user_ projects/domains/soa_domain/
Replace soa_domain with the relevant domain, as required.

Within the bin directory, open the set SOADomainEnv. cmd file on Windows
(setSOADomainEnv. sh on Linux) and locate the following section:

set JAVA_OPTIOMNS=%]1Ava_OPTIONSX
=et DEFAULT_MEM_ARGS=-xms1024m -=mx1224m
=2t PORT_MEM_ARSS=-xm=z1024m ->mxl224m

At the end of both the DEFAULT MEM ARGS and PORT MEM ARGS parameters,
add both of the following —D parameters:
-Dweblogic.threadpool.MinPoolSize=15
-Dweblogic.threadpool.MaxPoolSize=25
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8. Restart the instance of WebLogic and browse to the Server's Thread Monitoring
sub-tab again. You'll see that our Execute Thread Total Count value has changed
to reflect the configured minimum size:

Settings for AdminServer
Configuration | Protocols | Logaing | Debug | Monib

General | Health | Channels | Performance | Threa

Dump Thread Stacks

This page provides infarmation on the thread activiky Far
The first kable provides general information about the sk3

Mote: The user [0 displaved for individual threads is the

[ Customize this table

Self-Tuning Thread Pool (Filtered - More Columns

q Execute Execute
Sehive Thread Thread Queue
Execute Total 1dl Length
Threads ota e eng
Count Counk
16 16 15 u]

In order to process incoming application requests, SOA Suite leverages WebLogic's thread
pool to acquire a thread resource. WebLogic utilizes a self-tuning thread pool that dynamically
determines exactly how many threads are required to service the present load. This pool is
shared among all hosted applications and services.

The server throughput is sampled at intervals of two minutes, based on internal algorithms.
If the same throughput can be achieved with fewer threads, WebLogic will shrink the pool.
Conversely, if throughput can be improved, it will increase the pool size.

By default, the pool size is unlimited. We can control the maximum thread pool size to prevent
over-allocation of resources from the hosting machine to a WebLogic instance. We can also
insulate against "cold starts" by preventing the thread pool from shrinking below a certain
minimum size. This will ensure that the server will always have a buffer of resources to handle
incoming requests.
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There's more...

WebLogic has a powerful mechanism for managing its shared thread pool, called Work
Managers. These can be configured to check on the number of threads to run an application
or service with, or to add service-level agreements on things such as component response time.

Using JMS file persistence

JMS is a candidate SOA Suite endpoint destination, either for consumption or production
of messages. WebLogic also provides JMS resources for SOA Suite Event Delivery Network,
reliable Web Service Messaging, or for bridging to SOA Suite service hosting tiers such

as Oracle Service Bus.

In this recipe, we'll configure WebLogic's JMS resources to use file-based persistence
over database persistence.

Getting ready

You will need to have Oracle SOA Suite 11g installed on a server as we'll be working in
the area configured for the default JMS Persistence Stores used by SOA Suite.

How to do it...

The following steps will allow us to configure JMS persistence to use a file store:

1. Open the SOA Suite WebLogic administration console and log in as administrator.
If you have issues locating the console, see steps 1 and 2 in the Tuning global
transactions recipe in Chapter 6, Platform Tuning.

2. Navigate to the Persistent Stores section by performing either of the following
actions:

o Click on the Persistent Stores link under the Services drop-down list
in the Domain Structure box located on the left of the screen

o Inthe Home Page box in the center of the screen, under Services in
Domain Configurations, select Persistent Stores

3. Click on New and select Create FileStore.

Persistent Stores

Mesy | Delete

” Create FileStore
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Now, select a location on disk for the JMS persistent store.

5. Inthe Name box, it is a good idea to give the store a descriptive name, with the
targeted JMS Server as a part of it.

6. Inthe Target box, select the primary WebLogic Managed Server instance on which
to host the JMS persistent store.

7. Inthe Directory box, enter a directory that exists on the target Managed Server host.
You can omit an entry, and a folder named after the persistent store will be created
dynamically under the domain folder in your $MIDDLEWARE HOMES% location, but
we think it's best to explicitly state a location manually.

8. Finally, within the Messaging section, select a JMS Server to utilize our new
file-based persistent store and use its configuration tab to select the store.
This server must be targeted to the same Managed Server as the store.

Settings for S0AIMSServer
Configuration | Logging | Targets | Monitoring | Control | Rlotes

General | Thresholds and Quotas | Session Pools

Save

M3 servers ack as management containers for the queues and topics in JMS modules that are targeted to ther
persistent store is used For any persistent messages that arrive on the destinations, and ko maintain the states

IJse this page to define the general configuration parameters For this M3 server,

Name: SO0AIMISErEr

Persistent Store: ESOMMSFiIeStan -
(nane)
LUMSIMSFileStore

] Paging Directory: BPMIMSFileStore
S0AIMSFIleStore
FileStore-0

%] Paging File Locking Enabled IDECStareToRermove

JMS messages that are marked as being durable are stored before being delivered by
WebLogic. Database message stores are slower than local disk-based stores for two reasons:

» A network hop is involved in streaming the message contents through
a JDBC connection
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» The RDBMS schema validation and record index updates in the database messaging
table add overhead to the message-consumption process

By writing messages to file locally, we are omitting both of these overheads. WebLogic applies
intelligent file-offset policies to enable it to track message locations, and also maintains a
local index within the persistent store that allows rapid lookup and manipulation of messages
within the store.

The File Store-write policy can have a big impact on messaging performance in high-throughput
systems; Direct-Write-With-Cache leverages a local cache to help speed up the store's
performance and will scale better than Direct-Write.

There's more...

JMS File Persistence stores can use WebLogic's native libraries to automatically apply values,
which help speed up disk access on a host operating system. Where these libraries are not
available, you can configure these values and other settings under the Persistent Store
Configuration tab by clicking on the Advanced tab.

10 Buffer Size: 1
Maximum File Size: 1342177280
Block Size: 1
Initial Size: 0

Here, we can control a number of things:

» 10 Buffer Size: This value changes depending on the store write policy. Typically,
it should be greater than the largest store write value.

» Maximum File Size: This is not the size of the store, but the maximum size of
individual files that comprise the store. A small number of large files is best;
1 GB is a good starting value.

» Block Size: There's lots of information on tuning this. Generally, it is best to have
this larger than your message type so as to prevent splitting. Detailed information
is available at http://docs.oracle.com/cd/E12839 01/web.1111/e13814/
storetune.htm#CACDDHIB.

» Initial Size: The value in this field can help prevent file-expansion pauses at runtime,
which can occasionally add small delays.




Data Sources and JMS

JMS resources in WebLogic can be configured to be migratable. This means that should a
SOA cluster of WebLogic Server instances determine that a WebLogic-managed server is
unreachable, then its JMS resources will be recreated in another existing instance of WebLogic.

A JMS persistent store must be designated as being migratable in order for this to succeed. This
is achieved by targeting at a migratable WebLogic Managed Server. However, local persistent
store messages cannot be streamed to the new hosting server as there may be a large archive
of undelivered messages. In order for this to work effectively, the persistent store must be
located on a slice of networked, shared storage. If this is correctly configured then the JMS
Server will be migrated to a new host and message delivery will resume using the same JMS
message store.

There is a potential performance trade-off in placing messaging stores on a network drive,
however, as the native WebLogic file drivers need to be compatible with the drive location in
order to leverage the faster access policies such as Direct-Write-With-Cache.

Tuning JMS connection factories

JMS is a candidate SOA Suite endpoint destination, used for either consumption or production
of messages. WebLogic also provides JMS resources for SOA Suite Event Delivery Network,
reliable Web Service Messaging, or for bridging to SOA Suite service hosting tiers such as
Oracle Service Bus.

In this recipe, we'll change settings to tune the WebLogic JMS connection factories that
dispense connections for our JMS destinations.

Getting ready

You will need to have Oracle SOA Suite 11g installed on a server as we'll be working in the
area configured for the default JMS persistence stores used by SOA Suite.

How to do it...

Follow the steps given here to tune our JMS connection factory:

1. Open the SOA Suite WebLogic administration console and log in as administrator.
If you have issues locating the console, see steps 1 and 2 in the Tuning global
transactions recipe in Chapter 6, Platform Tuning.

2. Navigate to the JMS Modules section by performing either of the following actions:

a Click on the JMS Modaules link under the Messaging drop-down list under
Services in the Domain Structure box located on the left of the screen

o Inthe Home Page box in the center of the screen, under Services in
Domain Configurations, select JMS Modules
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3. Choose the SOAJMSModule JMS module. In the list of resources, choose a
JMS connection factory to tune. In the following screenshot, we've chosen
B2BEventQueueConnectionFactory:

Settings for S0AIMSModule

Configuration | Subdeployments | Targets | Security | Motes

This page displays general information about a M5 system module and its resources, It also allows vou to config]

Name: SOoaIMSModule

Descriptor File Name: jms/soajmsmodule-jms., xml

This page summarizes the M5 resources that have been created For this M3 system module, including gueue ar]
store-and-forward parameters,

[ Customize this table

Summary of Resources

Mewe | Delete
[ | Name Type &
|:| BZBEventQueusConnectionFackory Connection Fackory

4. Navigate to the Default Delivery tab. Set the Default Redelivery Delay: field
to 10,000 milliseconds. Set the Send Timeout: field to 5,000 milliseconds.

Settings for B2BEventQueueConnectionFactory
Configuration | Subdeployment | Motes

General | Default Delivery | Client | Transactions | Flow Control | Load Balance | Security

Save

Use this page to define the defaulk delivery configuration parameters For this JMS connection Factory, such as the default delivery mode, default time ko live,

Default Priority: 4
Default Time-to-Live: i}
Default Time-to-Deliver: i}

Default Delivery Mode: Persistent ﬂ

Default Redelivery Delay: i}
Default Compression Threshold: 2147 483647
Send Timeout: 1
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5. Click on Save.

6. Navigate to the Flow Control tab and set the Flow Maximum: messages setting
to 250.

Settings for B2BEventQueueConnectionFactory
Configuration | Subdeployment | Motes

General | Default Delivery | Client | Transactions | Flow Control | Load Balance | Security

Save

Flow contral allows wou to enable a M5 server or destination to slow down message producers when it determines
producers ko limit their message flow (messages per second),

Ise this page allows to define the Flow control configuration For this JM3 connection Fackory.,

Flow Maximun: 250
Flow Minimum: £
Flow Interval: =0
Flow Steps: 11

7. Set the Flow Minimum: field's value to 5.
8. Click on Save.

The default connection factories provided by WebLogic JMS are not tunable. However,
working with custom factories in our JMS modules opens up a host of tuning options.

We can set default delivery parameters (such as flow control) and message properties,
which clients can override. Transaction, load balancing, and security can also be configured
for connections used by inbound clients.
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In this recipe, we have configured some of the default delivery options. Setting the Send
Timeout: field to a higher value allows us to give a JMS Destination that is over a specific size)
or a resource quota of 5,000 milliseconds to free up space to accommodate our message
before an error is thrown. This allows for less message redelivery at the cost of some slight
blocking on connections. Setting a redelivery delay can further help this process by waiting

a certain period of time before resuming the delivery process for this message.

Furthermore, we set the flow control options that the connections from SOA Suite JMS clients
are bound to obey; this instructs them to rate-limit their messages on demand from the SOA
Suite WebLogjic Managed Servers. JMS Destinations (Queues, Topics, and Distributed Queues)
can be configured to expose Quotas and high/low watermarks, which when breached engage
flow control to limit messaging throughput (which we have not explored here). Understanding
these with our application requirements can help to control and optimize the system throughput.
Our changes now require that when flow control conditions are triggered, no more than 250
messages can be sent per producer per second. If a producer is sending less than 5 messages
a second, it will not be controlled.

There's more...

If you have lots of large messages that are not bytes or serialized objects, you may gain
performance by setting a low KB value for the message compression value. This will reduce
the amount of upstream and downstream network transmission on message delivery.

If you have a cluster of SOA Suite instances you can gain significant performance
improvements by using distributed JMS destinations to spread the processing load.

JMS Destinations (Queues, Topics, Distributed Queues) also, by default, contain a notion
of batching messages into groups, which can reduce the overall server throughput as
separate per-message sends are not required. The trade-off with doing so is that pauses
are introduced while building up a collection of messages to send, and retries involve
larger number of messages.

203







BPEL and BPMN
Engine Tuning

In this chapter, we will look at the following recipes:

» Tuning the dispatcher invoke threads
» Tuning the dispatcher engine threads
» Tuning the dispatcher system threads
» Disabling BPEL monitors and sensors
» Reducing the audit level

» Changing a BPEL process to be transient
» Reducing the completion persist level
» Disabling persistence on invocation

» Setting the audit store policy

» Reducing audit trail size threshold

» Increasing large document threshold
» Reducing SOA infra log levels

» Purging data from the BPEL store

» Ensuring automatic database statistics
gathering is enabled

» Tuning Oracle database parameters

» Tuning the Oracle database
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Introduction

The BPEL and BPMN engines are the heart of most Oracle SOA Suite 11g applications, and so
the tuning suggestions here are relevant to most of the users of SOA Suite. While tuning lower
down, the stack is focused on identifying and removing bottlenecks; tuning the BPEL and BPMN
engines is much more of a trade-off between performance and reliability or the fault-tolerance
of the system. So, these tuning recommendations should not be applied without carefully
considering the consequences.

If you do some online research into the tuning options for SOA Suite, you may see references
to tuning the internal business process engine. These engines are the runtime components
that deal with executing the business processes in response to the user input. However, in our
experience, this advice tends towards cases of setting parameter X to value Y and hoping for
the best.

In this chapter, we want to expose the tuning options for SOA Suite's execution engines. In
addition to showing you how to configure them, we'll talk about the motivating scenarios for
doing so, and what outcomes you can expect.

We have found that the process engine tuning typically only comes into people's minds in
production scenarios, where heavy load processing is required and throughput is not high
enough; in other words, composites are not being as performant as they need to be. Gaining
benefit from tuning the process engines really is dependent on the types of services you want
to offer and the loads you expect to generate on them. Hopefully, by the end of this chapter,
you'll have a good grasp on the things that can be controlled and how this feeds back into
composite design.

The recipes in this chapter are directly used in Chapter 11, SOA Application Design, where
we think about composite design and bring a number of the recipes together to suggest
performant configurations.

Whilst this chapter's title references the BPEL and BPMN engines separately, SOA Suite 11g
actually has largely merged the runtimes of these engines. Most of the recipes in this chapter
affect the engine that executes both runtimes. Where a recipe only affects one runtime, we
will mention that this is the case.

When trying the recipes in this chapter, we heavily recommend having a test environment
where you can experiment with load in a controlled fashion and monitor the results.
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Tuning the dispatcher invoke threads

The runtime SOA engine deals with composite execution. In this recipe, we'll tune one of its
internal components—the BPEL Dispatcher Invoke thread pool size.

This recipe applies to the BPMN engine too; settings need to be applied to each engine
individually. See the There's more... section at the end of this recipe.

Getting ready

You will need to install SOA Suite with the Enterprise Manager Fusion Middleware Control
component to follow this recipe.

How to do it...

Follow these steps to set the Dispatcher Invoke Thread pool size:

1. Navigate to the Enterprise Manager Fusion Middleware Control homepage
by pointing your browser to the URL hosted on the IP of the SOA Suite domain
administration server, on the admin server's listen port below http://SOA SUITE
ADMIN SERVER IP:7001/em.

2. Login with the administration server credentials. These are the same as supplied
for the admin user on the SOA Suite administration server when installing the domain.
If you're unsure what these are, consult your domain administrator.

Login to Oracle Fusion Middleware Control
Farm  Farm_soa_perf_domain
* User Name | weblogic

*Password | sessssens|

Login
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3. Expand the SOA folder in the left-hand pane and right-clicking on the soa-infra
instance, then select SOA Administration and BPEL Properties. If you don't see a
SOA folder, try checking if you're managed SOA servers are enabled and visible by
the admin server.

Bl ~ 1} soa-infra@
% Farm_soa_perf _domain %E 304 Infrastruckure -
+ [ Application Deployments
= [ 508 S04 Infrastructure Home = BPEL Engine Home
= %E T L 2 ongp Engine (Service Engine}
Home
+ @ defa d  Statistics | Instances | Faulks
+ [ Weblaogic O
+ [ Metadata R Manitoring »
+ [ User Messa Logs *

t Instances
5 Only Running Instances

Cormmaon Properties

30, Deplovment

Manage Partitions

Service Engines ¥ BREL Froperties

Bindings N Mediator Properties

Services and Feferences
warkflow Config
Business Events
B2B Server Properties

Cross References

S0, Adrinistr akion »

Securit H
i Compo

4. In Dispatcher Invoke Threads box, enter a new value. The default is 20. If your
application sees high numbers of composites created, then increasing the number
of threads can provide improvement, a good starting value is in the region of 50 to
100 threads.

S04 Infrastructure Home = BPEL Properties
BPEL Service Engine Properties (3

Properties

Edit property values and click Apply,

* aodit Level Inherit 5

* audit Tral Threshold (Byke) % S0000
* L arge Document Threshold (Byte) = 100000

* Dispatcher Svstom Throad Enter a number greater than or equal to 1.

ispatcher System Threads  #
2 Dispatcher Invoke Threads Count
* Dispatcher Invoke Threads  # o0
* Dispatcher Enginge Threads = a0
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5. Click on Apply in the top-right corner to persist these changes to the SOA domain.

We started with this BPEL/BPMN Engine tuning option as it makes sense when you consider
the lifecycle of a composite's execution. The Dispatcher Invoke thread pool is the entry

point to SOA composite execution. In response to the requests from external systems to your
composite, internal in-memory messages will be generated and consumed by threads in this
pool. In turn, these threads will spawn instances of the required composites, to deal with the
inbound requests.

The default of 20 threads means that we are limited to creating at the most 20 new
composite instances at any one time. Typically, this is ample, but in scenarios where we have
a lot of composite instantiations (especially those that execute only in memory and return
synchronously to the client), we can increase the throughput on the server instance by setting
a higher number of threads in this pool.

You will need to be mindful of the memory allocated to the SOA-managed server instances in
your domain, and the thread stack size in the JVM settings, to ensure that you have enough
memory for the required number of threads. If the SOA Server is executing lots of threads
concurrently, then the CPU on the host may be forced to switch thread contexts a lot, which
will degrade performance.

Settings that tune the BPEL/BPMN engines are a trade-off between different types of
composite execution. We cannot always guarantee how external systems will send requests
into our domain, and thus that the runtime engine will be asked to run the same type of
composite in one style of execution (synchronous, asynchronous, and so on). Depending
upon the types of composites deployed, this may not be an issue.

It may be the case that the best way to tune your engine is to actually fragment the engines
and host them across multiple domains, with each one tuned for the style of throughput
required. This gets into the realm of architecture and design, however, which is beyond the
scope of this book, but is worth considering if single engine performance is not enough for
your needs.
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To change the settings for the BPMN engine, you must select the properties from by right-
clicking on the Administration dialog box on the soa-infra application. By default, this does
not appear without a BPMN application, but it can still be accessed by configuring SOA system
MBeans from the Enterprise Manager application:

1. From the BPEL Service Engine Properties page in step 2, select More BPEL
Configuration Properties.

S04 Infrastructure Home = BPEL Properties
BPEL Service Engine Properties 2)

Properties
Edit property values and dlick Apply,

* aodit Level Inherit 7
* fudit Trail Threshold (Bybe) =+ =000
* Large Document Threshald (Byte) Loo0an
* Lispatcher Systemn Threads = =
* Dispatcher Invoke Threads =+ =0
* Dispatcher Engine Threads a0

* Payload Yalidation

* Disable BPEL Monitors and Sensors

OO

More BPEL Configuration Properties. ..

2. Click on the green filter icon in the following screenshot:

System MBean Browser
&8 [Erade .as.50ainfr.. e Application Defined MBeans

[# show MBean Information
B 1 App ‘u’lew and configure the filters applied to MBean Browser Ih
= _|’-':::.:5.5:: nfra.config

ons | Motifica

Blame
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3. Change the MBean name to name=bpmn.

Filtering Settings [

You can view and configure the filkering options applied to MBean Browser,

MBean Pattern Filter | orade.as.soainfra. config:name=bpmn, *

4. You can now set the Dispatcher Invoke Threads value by using the Web form.

» The Tuning the dispatcher engine threads and Tuning the dispatcher system
threads recipes

» The Setting the thread stack size and Increasing the JVM Heap size recipes in
Chapter 4, JYM Memory

Tuning the dispatcher engine threads

The runtime SOA engine deals with composite execution. In this recipe, we'll tune one of its
internal components—the BPEL Dispatcher Engine thread pool size.

This recipe applies to the BPMN engine too; settings need to be applied to each engine
individually. See the There's more... section at the end of this recipe.

Getting ready

You will need to install SOA Suite with the Enterprise Manager Fusion Middleware Control
component to use this recipe.
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How to do it...

Follow these steps to set the Dispatcher Engine Thread pool size:

1. Follow steps 1 to 3 in the Tuning SOA engine dispatcher invoke threads recipe,
to get to the BPEL Service Engine properties page.

2. Set Dispatcher Engine Threads to a value for your system depending upon the
number of asynchronous callbacks you process. We recommend starting at a value
in the range of 80 to 150.

S04 Infrastructure Home = BPEL Properties
BPEL Service Engine Properties (2

Properties
Edit property walues and click apply.

* pudit Lewel Inherit v
* gudit Trail Threshold (Byte) = 50000
* | arge Document Threshold (Byte) 100000

* Dispakcher Swstem Threads  #

_ Enter a number greater than or equal to 1.
* Dispatcher Invoke Threads = s

Dispatcher Engine Threads Count

* Dispatcher Engine Threads = a0

3. Click on Apply in the top-right corner to persist these changes to the SOA Domain.

In this recipe, we changed the BPEL Engine configuration for the Dispatcher Engine thread
pool. This pool of threads is used to process a composite when it receives an asynchronous
callback. When a composite calls to an external system using an asynchronous call, it is
dehydrated to the SOA database to save its state for future use. When this composite needs
to be loaded into memory for processing, either because a response from the external system
has been received, an alarm is triggered (onAlarm) or a message is sent to it (onMessage),
then an internal in-memory message is created in the SOA engine targeted at this composite.
This thread pool processes these messages.

The default of 30 threads means we are limited to rehydrating at most 30 composites
instances for execution at any one time. This may not be high enough, especially in systems
that have a "bursty" style of execution, or for composites that have many dehydration points.
We can increase the throughput on the server instance by setting a higher number of threads
in this pool. If there is one engine parameter that usually gets the biggest increase, it is

this one.
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You will need to be mindful of the memory allocated to the SOA-managed server instances in
your domain, and the thread stack size in the JVM settings, to ensure that you have enough
memory for the requisite number of threads. If the SOA server is executing lots of threads
concurrently, then the CPU on the host may be forced to switch thread contexts a lot, which
will degrade the performance. These are the trade-offs that need to be considered when
increasing the threads for the engine parameters.

To change the settings for the BPMN engine, you must select the properties by right-clicking
on the Administration dialog box on the soa-infra application. By default, this does not
appear without a BPMN application, but it can still be accessed by configuring SOA system
MBeans from the Enterprise Manager application.

1. From the BPEL Service Engine Properties page in step 2, select More BPEL
Configuration Properties.

208 Infraskructure Home = BPEL Properties
BPEL Service Engine Properties 32

Properties

Edit property walues and click Apply,

* audit Level Inherit v
* audit Trail Threshold (Byke) = 0000
* Large Document Threshold (Byte) = 100000
* Dispatcher System Threads = =
* Dispatcher Invoke Threads  # 0
* Dispatcher Enging Threads  + 20

* Payload validation

OO

* Disable BPEL Monitors and Sensors

IMore BPEL Configuration Properties. ..
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2. Click on the green filter icon in the following screenshot:

System MBean Browser
2] [Erade .38.50aiNfT. . % Application Defined MBeans
# Show MBean Information
= —:: View and configure the filters applied to MBean Browser |1Jc:ns Notifical
= :-'e:e as.soainfra.config
hl=rrie

3. Change the MBean name to name=bpmn.

Filtering Settings (2]

‘You can view and configure the filtering options applied to MBean Browser.

MBean Pattern Filter | grade,as, soainfra.config:name =bpmn, *

4. You can now set the Dispatcher Engine Threads value by using the Web form.

» The Tuning the dispatcher invoke threads and Tuning the dispatcher system
threads recipes

The Setting the thread stack size and Increasing the JVM Heap size recipes
in Chapter 4, JYM Memory

Tuning the dispatcher system threads

The runtime SOA engine deals with composite execution. In this recipe. we'll tune one
of its internal components—the BPEL Dispatcher System thread pool size.

This recipe applies to the BPMN engine too; settings need to be applied to each engine
individually. See the There's more... section at the end of this recipe.
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Getting ready

You will need to install SOA Suite with the Enterprise Manager Fusion Middleware Control
component to use this recipe.

How to do it...

Follow these steps to set the Dispatcher System thread pool size:
1. Follow steps 1 to 3 in the Tuning SOA engine dispatcher invoke threads recipe, to get
to the BPEL Service Engine properties page.

2. Set Dispatcher System Threads to a higher value for your system. We recommend
starting at a value of 5.

BPEL Service Engine Properties (2
Properties
Edit property values and dick Apply.
* Audit Level Inherit El
* pudit Trail Threshold (Byte) = 50000
. X Enter a number greater than or equal to 1.
Large Document Threshold (Byte)  + 100000 | oot system Threads Count |

* Dispatcher System Threads = 2
* Dispatcher Invoke Threads =+ 50
* Dispatcher Engine Threads  + a0

3. Click on Apply in the top-right corner to persist these changes to the SOA Domain.

In this recipe, we changed the BPEL Engine configuration for the Dispatcher System thread
pool. This pool of threads is of lower importance in improving the process throughput as
compared to the other two Dispatcher pools mentioned in the previous recipes. It is used to
process in-memory messages that instruct when to perform internal housekeeping tasks on
the stateful components, such as EJBs, that provide the SOA Suite functionality. Increasing the
size of the Invoke and Engine thread pools means there will potentially be more load on the
system, so we increase the maintenance pool to help clean up resources as they are freed.
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To change the settings for the BPMN engine, you must select the properties from by
right-clicking on the Administration dialog box on the soa-infra application. By default,
this does not appear without a BPMN application, but it can still be accessed by configuring
the SOA system MBeans from the Enterprise Manager application.

1. From the BPEL Service Engine Properties page in step 2, select More BPEL
Configuration Properties.

S04 Infrastructure Home = BPEL Propetties
BPEL Service Engine Properties 3

Properties
Edit property walues and click apply.
* Audit Level Inherit 7
* Audit Trail Threshold (Byte) = 50000
* Large Document Threshold (Byte) = 100000
* Dispatcher System Threads 2
* Dispatcher Invoke Threads  # 50
* Dispatcher Engine Threads  + a0
* Payload Yalidation

* Disable BPEL Monitors and Sensors

OO

Mare BPEL Confiquration Properties...

2. Click on the green filter icon in the following screenshot:

System MBean Browser
g | 7 [Erade.as.soainﬁ... 5 Application Defined MBeans

Show MBean Information

ons || Motificg

& [] orade.as.soainfra.config

Mlarme
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3. Change the MBean name to name=bpmn.

Filtering Settings (2]

¥ou can view and configure the filtering options applied to MBean Browser,

MBean Pattern Filter | grade,as, soainfra.configiname =bpmn, *

4. You can now set the Dispatcher System Threads value by using the Web form.

See also

» The Tuning the dispatcher engine threads and Tuning the dispatcher invoke
threads recipes

» The Setting the thread stack size and Increasing the JVM Heap size recipes
in Chapter 4, JVJM Memory

Disabling BPEL monitors and sensors

In this recipe, we will change a global control to control monitoring components that can
affect the throughput.

Getting ready

You will need to install SOA Suite with the Enterprise Manager Fusion Middleware Control
component to use this recipe.
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How to do it...

Follow these steps to control the BPEL sensors and monitors:
1. Follow steps from 1 through 3 in the Tuning SOA engine dispatcher invoke threads
recipe to get to the BPEL Service Engine properties page.

2. Select the Disable BPEL Monitors and Sensors checkbox as shown in the
following screenshot:

S04 Infrastructure Home = BPEL Properties
BPEL Service Engine Properties (2
Properties
Edit property values and dick Apply.
* Audit Level Inherit El
* pudit Traill Threshold (Byte) =+

50000

* Large Document Threshold (Byte) =+ 100000
* Dispatcher System Threads = 2

* Dispatcher Invoke Threads =+ 50

- )
Dispatcher Engine Threads Select to force disable all monitors and sensors in the BPEL

service engine, Monitors and sensors cannot be enabled at the
composite level when this is selected,

* Payload Validation [l

* Disable BPEL Monitors and Sensors

3. Click on Apply in the top-right corner to persist these changes to the SOA domain.

BPEL sensors are a part of the deployed composites that are evaluated at runtime by

the BPEL engine. They are targeted at sections of the composite and can be fired around

or within the composite in a number of ways, depending upon how the composite is behaving.
When fired, they can trigger the further publishing of events and actions that add extra
processing burden and database load to our production deployment. It is not uncommon

for BPEL sensors, designed for development functional diagnosis, to be deployed unmodified
to production.

In this recipe, we altered a global setting that disables processing of BPEL sensors completely.
This can be useful for helping improve the throughput in environments, where there are

high numbers of composites deployed, but is a big change that may impact monitoring and
integration with external monitoring systems.
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There's more...

It is possible to disable sensors on a per-composite basis if you know which composite you
wish to make this change to. Use the Enterprise Manager console to view a composite, and
click on the Settings button to make the change.

It is also possible to disable the BPMN sensors via the properties page or engine MBeans;
see the There's more... section in the Tuning Dispatcher Invoke Threads recipe, to see how
to get to the MBean tree for the BPMN engine.

Reducing the audit level

In this recipe, we'll look at controlling the level of auditing performed by the BPEL engine
when executing our processes.

Getting ready

You will need to install SOA Suite with the Enterprise Manager Fusion Middleware Control
component to use this recipe.

How to do it...

Follow these steps to control the audit level:

1. Follow steps 1 to 3 in the Tuning SOA engine dispatcher invoke threads recipe,
to get to the BPEL Service Engine properties page.

2. Set Audit Level to a lower value, such as Minimal:

BPEL Service Engine Properties @)

Properties
Edit property values and dick Apply.
* Audit Level Minimal El
* pudit Trail Threshold (Byte) =+ ICIJ-IPFEFit
* Large Document Threshold (Byte) =+
Production

* Dispatcher System Threads  +| Development

3. Click on Apply in the top-right corner to persist these changes to the SOA domain.
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BPEL processes that execute in the runtime engine generate logging events that allow
inspection in the Enterprise Manager console; these writes to the database are synchronous
and blocking. Typically, it is rare that the operations teams will want to comb through every
execution of a composite in production, if it is running successfully. This information is only
made available in the Enterprise Manager console, so it is a candidate for removal if you are
not using this facility.

The audit level controls the level of details collected, as the composite works though it's flows.
This directly affects the number of items in the AUDIT TRAIL database table backing SOA
Suite. The levels of note are as follows:

» Off: No information is collected. This is likely to be the setting, which will really improve
the concurrent BPEL performance, as no database audit logging is performed.

» Minimal: Logging of the composite flow still occurs, but no request/response
(payload) information is sent to the database. This can help improve performance if
the payloads involved are large, or many stages are involved in the composite flow.

» Production: All audit information is collected including payloads at all stages of the
composite flows, with the exception of BPEL process "assign" activities. This is the
default value.

» Development: We don't recommend running this in production. It captures the state
of the composite at every flow stage.

Unless you are experiencing issues in production we recommend tuning the engine to the
minimal setting. This will help reduce the overhead involved in communication with the
database at the cost of detailed flow execution data.

There's more...

The Payload Validation setting on the BPEL engine properties page will add extra
processing to the composite execution. The Capture Composite Instance State value
will also require more database storage operations for the composite execution. These
are both off by default, as shown in the following screenshot, but may be enabled when
composites are under development:
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S04 Infrastructure Home = Common Properties
SOA Infrastructure Common Properties ()

The properties set at this level will impact all deployed composites
Audit Level Production El
Capture Composite Instance State |:|

Payload Validation [l

Combining reducing audit logging with changing the completion persist policy and
inMemoryOptimization settings can reduce the simultaneous number of database round
trips required by executing composites. This can have a big impact on the performance at the
cost of composite execution insight.

» The Disabling persistence on invocation and Changing a BPEL process to be
transient recipes

Changing a BPEL process to be transient

In this recipe, we'll disable some of the persistence that occurs by default on processes
executed in the BPEL engine.

Getting ready

You'll also need a composite loaded into JDeveloper for this recipe. We have provided one
with this chapter's source code available from the book's website.

How to do it...

Follow these steps to make a BPEL process transient:

1. Load the composite into JDeveloper and open the composite.xml file.
2. Locate the <component > section and add a property element, as follows:

<property name="bpel.config.inMemoryOptimization">true</property>
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3. The file should look similar to the following output:

<component name="EPELProcessl" wersion="1.1">
<implementation.bpel src="BPELProcessl.bpel™/>
<property name="hpel.config. transaction” type="®s:string” many="false">required: ‘property:
<property name="hpel.config.inMemorylptinization™>true: property-

BPEL processes are, by default, persisted to the underlying SOA database at a number of
stages during the flow execution; this process is known as dehydration. We call these processes
durable, as they are resilient against outages in the server runtime. However, certain types

of processes can be configured in such a way that the BPEL engine will execute them entirely
in-memory, making them transient. This has the potential to speed up the execution of our
processes. We have to satisfy some conditions to execute entirely in memory, however:

» A process must not contain a receive point (beyond the initial invocation)

» The process must be of a synchronous type

» onMessage items but not be present

» There must be no wait items
Any of the preceding conditions enforces dehydration as a part of the BPEL engine's internal
logic - there's no way to optimize it presently. For this reason short-lived, synchronous

processes are good candidates for setting this memory optimization flag. This is a good option
that we recommend setting if your requirements are compatible.

If set, the completion persist level is used to determine at which points process dehydration
occurs. See the next recipe for options on setting this flag.

There's more...

BPEL processes will still be saved on initial invocation; see the Disabling persistence on
invocation recipe, to prevent this and improve the throughput even more.

See also

» The Disabling persistence on invocation and Reducing the audit level for messages
written to disk recipes
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Reducing the completion persist level

In this recipe, we'll change conditions that can govern when dehydration is performed by the
BPEL engine upon process completion.

Getting ready

You'll also need a composite loaded into JDeveloper for this recipe. We have provided one with
this chapter's source code, available from the book's website.

You'll also need to have set the in inMemoryOptimization flag; see the Changing a BPEL
process to be transient recipe for instructions on doing this.

How to do it...

Follow these steps to reduce the BPEL completion persist level:

1. Load the composite into JDeveloper and open the composite.xml file.
2. Locate the <component > section, and add a property element, as follows:

<property name="bpel.config.completionPersistPolicy">faulted</
property>

3. The file should look similar to the following output:

<component nawme="EPELProcessl" wersion="1.1">
<implementation.bpel src="BEPELProcessl.bpel™ />
“property name="bpel.config.transaction” type="Xs:string” mahy="false">required< /property>-
“property name="bpel.config.inMenoryiptinization”»>trues /propertys-
<property name="bpel.config.conpletionPersistPolicy™=faulteds /‘property:-

When we mark a process as being transient (executed totally in-memory), we can control

when the completed process data is persisted to the database, if ever. Our options for this
setting are:

» On: This is the default value. The completed instance is saved as a part of the process
lifecycle. This is a synchronous operation, so it adds to the total processing time.

» Deferred: The process state is saved asynchronously by a separate thread to the
one which ran the process. This offers a small performance increase, as the process
thread can return quicker in exchange for a small risk.
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» Faulted: This is a recommended setting. The instance state is only saved when the
process errors. If most instances are expected to succeed, this will have a lot of
impact on overall database utilization.

» Off: No instance data is saved. Whilst the fastest, we also lose any state information.

If your non-functional requirements allow it, for faster execution of BPEL processes, we
recommend a faulted completion persist policy alongside a lower audit message level.

» The Changing a BPEL process to be transient, Disabling persistence on invocation,
and Reducing the audit level for messages written to disk recipes

Disabling persistence on invocation

In this recipe, we'll look at how we can speed up the BPEL execution by using memory queuing.

Getting ready

You'll also need a composite loaded into JDeveloper for this recipe. We have provided one with
this chapter's source code available from the book's website.

How to do it...

Follow these steps to disable the BPEL process persistence when invoked:

1. Load the composite into JDeveloper, and open the composite.xml file.

2. Locate the <component > section and add a property element with the name bpel.
config.oneWayDeliveryPolicy and value async.cache as follows:

<property name="bpel.config.oneWayDeliveryPolicy">async.cache</
propertys>

3. The file should look similar to the following output:

<component name="EPELProcessl" wersion="1.1">
<implementation.bpel src="BPELProcessl.bpel™ />
<property name="bpel.config. transaction” type="®s:string” nany="false">reqired< ‘property:
<property name="bpel.config.oneWaylbeliveryPolicy rasync.caches /property>-
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The BPEL engine, by default, saves inbound requests to a database table named d1v_
message (delivered messages). From this table, the threads in the BPEL engine populate
the in-memory queue used to instantiate processes. This default setting is represented by
a value of sync on the property bpel.config.oneWayDeliveryPolicy.

By setting the value to async. cache, we remove the intermediary call to the database,
placing invocations only in a memory queue ready to be run as BPEL processes. This will
prevent us from being able to restart the process at a later date, but removes a database
roundtrip. Furthermore, if we have too many inbound requests, the queue can fill up causing
server memory errors; so exercise caution, if enabling this setting. A monitoring solution is
recommended for keeping a track of request counts, if you change this setting.

Another possible value for this property is sync, which will remove the invoke queue
completely from the processing chain; threads that accept calls will synchronously invoke
the process to completion. This removes the asynchronous decoupling, and can improve
the throughput in some use cases, where we have fast-executing, synchronous processes.
Coupling this with inMemoryOptimization can give big improvements. However, if high
loads are possible within a short space of time, this increases the risk that the system will
not have sufficient resources to service inbound requests and that calling components will
be made to wait.

The optimum tuned setting depends upon the types of things in your composite, but usually
a setting of async . cache will help the throughput in environments that make heavy use of
the database.

There's more...

If database I/0 is causing contention, see the Changing a BPEL process to be transient and
Reducing the audit level recipes, which can optimize a lot of the dehydration persistence out
of the composite execution.

See also

» The Changing a BPEL process to be transient and Reducing the completion persist
level recipes
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Setting the audit store policy

Audit records are normally written to the database synchronously, which imposes a
significant performance overhead on the application. By switching to writing audit information
asynchronously, we can get a large performance improvement.

Getting ready

You will need to install SOA Suite with the Enterprise Manager Fusion Middleware Control
component to use this recipe.

How to do it...

Follow these steps to set the Audit storage policy:

1. Follow steps from 1 through 3 in the Tuning SOA engine dispatcher invoke threads
recipe to get to the BPEL Service Engine properties page.

OIRACLE Enterprise Manager 11g Fusion Middleware Control

HiFarmy | & Topalagy

B~ r soa-infra®

@% Farm_soa_perf_domain E% S04 Infrastructure «
+ [ Application Deplayments

System MBean Browser

»
1 [ Metadata R ation Defined MBeans
[ User Messz Monitoring ? Bl as.soainfra,config
Logs » | Server: soa_serverl
("] BPELConfig
S04 Deplowment ¥ ® Bzl

Manage Partitions
Service Engines H
EBindings ¥

Services and References

Business Events

S04 Administration ¥ Cammaon Properties
Security »
Administration ¥ BFEL Properties

Mediator Properties
General Information

whorkflow Config

BZE Server Properties
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2. This will open the BPEL properties page; click on the More BPEL Configuration
Properties link to see the advanced properties:

S04 Infrastructure Home = BPEL Properties
BPEL Service Engine Properties (@)
Properties
Edit property walues and click apply.

* audit Lewvel Inherit =z
* podit Traill Threshold (Byte) = 50000
* |arge Document Threshold (Byte) = 100000
* Dispatcher Swstem Threads = 2
* Dispatcher Invoke Threads = 20
* Dispatcher Engine Threads = a0

* Payload Validation

* Disable BPEL Monitors and Sensors

. W

[ More BPEL Configuration Properties... |

3. Locate the Audit Store Policy property, and set its value to async, as shown.

& AuditStorePolicy Flag to choose the audit store strategy R async

4. Save the changes.

The audit store policy determines how audit messages are persisted to the database. The
default is for audit messages to be persisted to the database in the same transaction as the s
instance data. By persisting messages asynchronously on a different thread, we can improve
the performance, with a slight risk that the audit record might not get written if the system
fails at exactly the wrong time.

In addition to the default value of syncSingleWrite and async, there is another option,
which is syncMultipleWrite. This option will use the same thread, but write the audit
message in a different transaction. This has the advantage that if the process instance
transaction is rolled back for any reason, the audit record is still written.
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There's more...

When using the async audit store policy, there are two additional parameters that we can
tune, which affect how frequently the asynchronous audit events are written to the database.
These are AuditFlushByteThreshold, which is the number of bytes after which the audit
messages are flushed, and AuditFlushEventThreshold, which is the number of audit
events. By tuning these, it is possible to further reduce the number of times that SOA Suite
talks to the database, but with the additional risk of possible data loss of audit events.

See also

» The Reducing audit trail size threshold recipe

Reducing audit trail size threshold

The bodies of messages are normally saved to the AUDIT TRAIL table in the database, with
larger messages being stored in AUDIT DETAILS. By decreasing the threshold for messages
to be saved in AUDIT DETAILS, we can prevent a large amount of payload data from being
loaded in the AUDIT TRAIL table, which can improve performance.

Getting ready

You will need to install SOA Suite with the Enterprise Manager Fusion Middleware Control
component to use this recipe.

How to do it...

Follow these steps to set the Audit trail size threshold:

1. Follow steps from 1 through 2 of the Setting the audit store policy recipe to navigate
to the Advanced BPEL Configuration page.

2. Locate the AuditDetailThreshold property, and decrease its value.

The maximum size {in bytes) an audit trail details string can be before it R 1000

SR DetaiTh==told is stored separately from the audit trail

3. Save your changes.
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The audit trail size threshold determines how large audit messages have to be before their
content is stored in the AUDIT DETAILS table rather than in the AUDIT TRAIL table. By
decreasing this value, we can make processing of the data in AUDIT TRAIL faster when
audit details are viewed in the Enterprise Manager console, because it does not need to load
as many large audit message bodies. The larger details are still available in AUDIT DETAILS,
if required.

See also

» The Setting the audit store policy and Increasing large document threshold recipes

Increasing large document threshold

By default, documents larger than 100 k are saved to the database, and the key for the
document is passed around the server. If we have sufficient memory in our application, then
increasing this threshold above 100 k will prevent frequent trips to the database.

Getting ready

You will need to install the SOA Suite with the Enterprise Manager Fusion Middleware Control
component to use this recipe..

How to do it...

1. Follow steps from 1 through 2 of the Setting the audit store policy recipe to navigate
to the Advanced BPEL Configuration page.

2. Locate the LargeDocumentThreshold property, and increase its value.

The maximurn size (in bytes) a BPEL variable can be before it is stored in

g LargeDociment Threshold a separate location from the rest of the instance scope data

R 100000

3. Save your changes.
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The large document threshold is the size above which the document body is saved in the
database, and a key to the body is passed between process instance components. If you have
sufficient memory, you can increase this value to allow larger document bodies to be passed
around in-memory, saving trips to the database, and increasing performance.

You should note, however, that if your BPEL process has any dehydration points (as discussed
in the Changing a BPEL process to be transient recipe), then the message will be stored
regardless of this setting when the process is dehydrated. It is possible to make the process
transient (in-memory only), which speeds up the processing at the cost of recovery from
system failure.

See also

» The Reducing the audit trail size threshold and Changing a BPEL process to be
transient recipes

Reducing SOA infra log levels

Oracle SOA Suite 11g writes log information to log files, and by reducing the amount of
file I/0 that logging performs, we can improve the performance of the entire SOA Suite
11g infrastructure.

Getting ready

You will need to install the SOA Suite with the Enterprise Manager Fusion Middleware Control
component to use this recipe.

How to do it...

Follow these steps to configure the SOA Suite Soalnfra application's log levels:

1. Follow steps from 1 through 2 in the Tuning SOA Engine dispatcher invoke threads
recipe to get to the BPEL Service Engine properties page.

2. Navigate to Logs and Log Configuration, as shown in the following screenshot:
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By reducing the amount of file 1/0 that occurs from logging, it is possible to improve

the performance of the application, but with the trade-off that the log information is

not available if you have a problem. In a stable system, where you do not expect frequent
outages, it is worth setting the log levels so that only critical errors are reported in the
log files.

There's more...

In this recipe, we set all the log levels to SEVERE. If you don't want to turn off logging
for all the components, you can selectively set the log levels for different components
and subsystems. The + icons next to each category can be expanded to allow the levels
to be set at a finer level, or to allow specific components to continue to log less severe
messages if required.

See also

» The Reducing the audit threshold recipe
» The Reducing server logging level recipe in Chapter 6, Platform Tuning

Purging data from the BPEL store

In this recipe we will remove old BPEL dehydration data and state from the SOA
infrastructure database.

Getting ready

You will need to have access to the database on which the SOA INFRA schema is hosted.
In this recipe, we'll be using a command line local to the host on which we installed
the database.

You'll also need access to the SQL scripts bundled with SOA Suite. If you have SOA Suite
installed on the host running the database, you can find them under MW_HOME/SOA
ORACLE_HOME/rcu/integration/soainfra/sql/soa purge.

If the database is running on a separate host, you can simply copy the soa_purge directory
from the WebLogic administration server to a directory on the database host; we'll be using
e:\soa_purge for this purpose.
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How to do it...

Follow these steps to run the soa_purge scripts:

1. First, log in to sglplus as a user with sysdba privileges, and grant the following
permissions to the dev_soainfra user, then exit the shell:

sglplus / as sysdba

SQL> GRANT EXECUTE ON DBMS LOCK TO DEV_SOAINFRA;
SQL> GRANT CREATE ANY JOB TO DEV_SOAINFRA;

SQL> exit

2. Inthe command line, it's easiest to change the directory to the location of the SOA
Suite purge sql folder. So, do that now and then log in as the dev_soainfra user:

cd e:\soa_purge
SQL> sglplus DEV_SOAINFRA/your soainfra password

Now execute the SQL script, this will load generate lots of
output. If successful this will end with 'procedure completed
successfully'.

SQL> @soa_purge scripts.sqgl

Procedure created.

Type created.

Type body created.

PL/SQL procedure successfully completed.

3. Enter the following, substituting the creation dates as appropriate:

SQL> DECLARE

3 max creation date timestamp;
4 min creation date timestamp;
5 retention period timestamp;
6 BEGIN
7
8 min creation date := to_timestamp('2012-10-01', 'YYYY-MM-
DD') ;
9 max creation date := to timestamp('2013-01-30', 'YYYY-MM-
DD') ;
10 retention period := to timestamp('2010-02-01','YYYY-MM-
DD') ;
11
12 soa.delete instances_ in parallel(
13 min creation date => min creation date,
14 max creation date => max creation date,
15 batch size => 10000,
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16 max_runtime => 60,

17 retention period => retention period,
18 DOP => 3,

19 max_count => 1000000,

20 purge partitioned component => false);
21

22 END;

23/

PL/SQL procedure successfully completed.

SOA Suite comes bundled with maintenance scripts that allow us to perform housekeeping on
the underlying database tables. As these tables are used for each invocation, dehydration and
audit tasks over time can fill up to large sizes, which hamper the database performance.

In this recipe, we copied the SOA Suite SQL procedures within the WebLogic Admin server
referenced by MW _HOME/SOA ORACLE_ HOME (on our host, this was E: \Oracle\Oracle
SOA1) to the database host containing the SOA schema. We granted suitable privileges to
the dev_soainfra user to allow the user to run the task, and then set some parameters for
the scripts. We set a start and end date for composite creation of min creation date and
max_creation date, and seta cutoff date for the last modification time of a composite
(retention period). Any composite that was created in the min/max date bounds, and
was last modified before retention period, will be deleted by this script invocation.

We instantiated the delete instances procedure (soa.delete instances in parallel)
that runs in parallel. This will speed up the deletion of composite data. The DOPS parameter
determines how many parallel invocations will be started. A looping script is also available.

A number of parameters exist; we recommend setting max_runtime to prevent the script
from hanging when running, or from users thinking that a long running process has hung.

The full list of parameters is available at http://docs.oracle.com/cd/E29505 01/

admin.1111/e10226/soaadmin partition.htm.

There's more...

Out-of-the-box, there are limitations on the purge scripts, such as not purging the LOB
segments in the SOA DEV_SOAINFRA schema. As such, these scripts can be used as a
starting point to build out purge scripts targeting your environment.

The purge script can be changed to target only certain composites, or alternatively other
SOA Suite repositories, such as BAM and Mediator.
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Separately, the SOA Suite database tables support partitioning to allow for the DEV_
SOAINFRA schemas to be hosted across multiple databases, splitting the storage costs and
reducing the processing times. Partitioning databases is beyond the scope of this book and
the expected skills of the reader; a database administrator can consult the Oracle Fusion
Middleware documentation for more information.

» The Tuning Oracle database parameters and Tuning the Oracle database recipes

Ensuring automatic database statistics

gathering is enabled

As with many SOA Suite components, the BPEL and BPMN engines make a lot of use of
the database. Ensuring that the database statistics are updated regularly, will ensure
that the optimizer picks the correct plan for accessing the underlying database tables.

Getting ready

You will need database administration access to the database being used for your
Oracle SOA Suite 11¢ applications.

How to do it...

Follow these steps to ensure the database statistics generation task is enabled:

1. Login to the database, and open an SQL prompt.
2. Execute the following SQL query:

exec dbms_auto task admin.enable;

The database optimizer uses the most recent database statistics to determine its plan (index
lookup, table scan, and so on) for each SQL statement that is executed. Having up-to-date
statistics is therefore vital to ensure that the correct plan is selected, and that the database
operates as fast as possible. Oracle recommends that automatic statistics gathering is used
for databases that run SOA Suite 11¢g applications. By default, automatic statistics gathering
is enabled, but the preceding steps will enable it if it has been disabled for any reason.
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The automatic statistics generation looks for tables or schemas where the content has
changed by more than 10 percent, and reruns the statistics generation procedures over
these. You can see the database statistics in the USER_ TAB_ MODIFICATIONS table.

It is possible to manually update the database statistics, and to disable automatic statistics
updates. This might be appropriate if the usage of the database changes drastically over the
course of a day. To manually gather statistics, you should first disable automatic statistics
gathering, by executing the following query:

exec dbms_atuo task admin.disable;

Then, schedule tasks to execute the GATHER SCHEMA STATS and GATHER TABLE STATS
procedures on a periodic basis.

See also

» The Purging data from the BPEL store recipe in this chapter
» The Tips on tuning data sources recipe in Chapter 7, Data Sources and JMS

Tuning Oracle database parameters

In this recipe, we'll tune the database schema that backs our SOA Suite processes. We'll also
make some changes to the global database parameters.

Getting ready

We'll need access to the backing SOA Suite Oracle database, which needs to be Version 11g
r2 or higher. To execute commands, we'll need to be able to log in with the SYSDBA role.

How to do it...

Follow these steps to set global database parameters. Before proceeding, ensure that the
database is not processing production load:

1. Navigate to the database install location (known as SORACLE_HOME), and log in
to the database:

bin/sqlplus / as sysdba
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You will see an output similar to the following code snippet:
SQL*Plus: Release 11.2.0.1.0 Production on Sun Jan 6 12:38:37 2013

Copyright (c) 1982, 2009, Oracle. All rights reserved.
Connected to:

Oracle Database 1l1g Enterprise Edition Release 11.2.0.1.0 - 64bit
Production

With the Partitioning, OLAP, Data Mining and Real Application
Testing options

Run the following commands:

ALTER SYSTEM SET SGA TARGET=15G SCOPE=SPFILE;

ALTER SYSTEM SET SGA MAX SIZE=15G SCOPE=SPFILE;

ALTER SYSTEM SET PGA AGGREGATE TARGET=5G SCOPE=SPFILE;

ALTER SYSTEM SET PROCESSES=2500 SCOPE=SPFILE;
ALTER SYSTEM SET SESSIONS=3772 SCOPE=SPFILE;

ALTER SYSTEM SET TRANSACTIONS=4150 SCOPE=SPFILE;

ALTER SYSTEM SET OPEN CURSORS=1500 SCOPE=SPFILE;
ALTER SYSTEM SET CURSOR SHARING='SIMILAR' SCOPE=SPFILE;

ALTER SYSTEM SET SHARED POOL SIZE=300 SCOPE=SPFILE;
ALTER SYSTEM SET SESSION CACHED CURSORS=750 SCOPE=SPFILE;

ALTER SYSTEM SET AQ TM PROCESSES=1 SCOPE=SPFILE;

This recipe is focused on fundamental changes to the whole database, which is quite a
far-reaching change. Our aim is simply to ensure that there is enough memory and network
connections available to service all of the concurrent threads within WebLogic that represent
our SOA Suite processes executing database queries, as each one will require a session in
the database.

SGA_ TARGET represents all buffered memory available to the system for caching, streaming
of data, connections to Java middleware, and so on. It is recommended to set this to a high
value to support the concurrent nature of SOA Suite components. A good starting value is
around 45 percent of system memory. On the 32-GB test system used in this recipe, it is
around the 15-GB mark.
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The SGA MAX SIZE value should be set to the same value as SGA TARGET, so we set it to
match the 45 percent of available system memory to start with.

PGA AGGREGATE TARGET is a parameter that tells the database memory manager how
much memory across all running processes should be shared. This helps the database
to keep only so much memory private to each running process. A good starting value is a
third of the SGA_ TARGET (5 GB), but check with the database administrator before
changing this further!

The PROCESSES value is changed to a higher number, as this correlates to the number
of processes that can connect to the database. We change this value to 2500 as a
starting value, but note that there will need to be sufficient memory to create these on
demand. Changing the value of PROCESSES alters the default value of SESSIONS and
TRANSACTIONS also.

SESSIONS correlates directly to the number of users that can log in at one time. It is derived
from the number of PROCESSES. The default value is a good starting value—it is calculated
as the value of PROCESSES multiplied by 1.6 added to 22. So, we set it to 3772. Along with
PROCESSES, a higher value consumes more SGA memory.

TRANSACTIONS should be modified to reflect the expected number of in-flight concurrent
database transactions. By default, this is the number of SESSTONS multiplied by 1. 1—as this
allows some overhead for nested transactions. We leave this value to tally with the default,
which calculates to be 4150, but if you expect a large number of transactions, this is a
candidate to increase. Note that this will consume memory from the SGA area.

The OPEN_CURSORS parameter determines how many active SQL statements can be active
at any one time. If there are calls using the EIS DB adapter, AQ message processing, BPEL
processes, or component trace of logging, then each of these will require a cursor. We
changed the default from 300 to 1500, which is quite an increase. This will allow a significant
number of concurrent connections; tally this number with the connections allowed in the
adaptors and data source connection pools.

Setting CURSOR_SHARING to similar from the default of exact allows SQL statements

to re-use similar cursors rather than having to match exactly. This reduces cursor contention,
allowing more in-memory at one time. The trade-off for this more efficient memory usage is
that there will be greater CPU utilization on the database, as it spends more time marshaling
data in and out of the cursors that are being re-used. Observe whether the application is CPU
bound at the database before making this change.

SHARED POOL_SIZE controls the amount of memory used for storing the Oracle library
cache; it is important for caching stored procedures and in systems that make high use of
shared cursors. Increasing this can help SOA Suite if composites repeat the same SQL often
in different threads. A good starting value is to increase the default from 84 MB to 300 MB.
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Increasing SESSION CACHED CURSORS from 50 to 750 will also help composites that
repeatedly call the same SQL, as the database cursor that represents the parsed query
will more likely be held in-memory. Note that this will require sufficient SGA memory.

Finally, if you are using AQ messaging, it is important to force that the parameter AQ T™M
PROCESSES is enabled by setting it to 1. By default, this is set to 1 when using AQ streams,
but setting the initialization value from the default of 0 prevents confusion, as this value
will always be honored. This parameter allows the database to auto-tune the number of
processes that monitor and control the processing of AQ messages.

It is important to determine a suitable amount of resource that is required at the database
level to support the peak loads of each set of deployed SOA Suite components. A good
approach is to measure the database memory usage during load testing and revise your
settings by using the method in this recipe. Do not take the values in this tip as applicable
to all situations!

We do need to caveat this tip; Oracle database tuning is an intricate and broad subject.
These changes should be supplemented with knowledge and expertise from your DBA.
Do not simply apply them without measuring for improvement!

Tuning the Oracle database

This recipe looks at tuning advanced database options that affect its global behavior.
We'll cover changing two items, hamely undo space and redo logs.

Getting Ready

You will need access to the backing SOA Suite Oracle database, which needs to be Version
11¢ r2 or higher. To execute commands, you'll need to be able to log in with the SYSDBA role.

How to do it...

This recipe is split into two parts. First, follow these steps to alter the undo space.
Before proceeding, ensure that the database is not processing the production load:

1. Navigate to the database install location (known as SORACLE_HOME) and log
in to the database:

bin/sqlplus / as sysdba
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You will see an output similar to the following code snippet:
SQL*Plus: Release 11.2.0.1.0 Production on Sun Jan 6 12:38:37 2013

Copyright (c) 1982, 2009, Oracle. All rights reserved.
Connected to:

Oracle Database 1l1g Enterprise Edition Release 11.2.0.1.0 - 64bit
Production

With the Partitioning, OLAP, Data Mining and Real Application
Testing options

Determine the maximum time a transaction has taken to complete:

SQL> select max(maxquerylen) from vS$undostat;

MAX (MAXQUERYLEN)

Set this to be the UNDO_RETENTION period, adding on a buffer for headroom,
we'll use 1000 as a starting value. Restart the database for this to take effect:

SQL> alter system set UNDO RETENTION = 1000 scope = spfile;
SQL> shutdown immediate
SQL> startup

Before changing the undo space size for reference, check the current undo space
file size and utilization:

SQL> select data file.tablespace name, sum(data file.bytes)/
(1024%10240) "Allocation (MB)", sum(s.bytes)/(1024%10240) "Usage
(MB) " from dba_data files data_file, dba_ segments s where data
file.tablespace name like 'UNDO%' and data_file.tablespace name =
s.tablespace name group by data file.tablespace name;
TABLESPACE_NAME Allocation (MB) Usage (MB)

UNDOTBS1 470 5.64375

Change undo space to be an extending tablespace with an initial size of 2 GB,
which grows in increments of 256 MB and has a fixed ceiling value of 20 GB:
SQL>create undo tablespace UNDOTBS2 datafile '/opt/oracle/

database/oradata/orcl/undotbs2 01.dbf' size 2048m autoextend on
next 256m maxsize 20480m;

Tablespace created.

Swap undo space to the new file:

SQL> alter system set undo tablespace= UNDOTBS2 scope=both;
System altered.
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Remove the old undo tablespace file:

SQL> drop tablespace UNDOTBS1 including contents;
Tablespace dropped.

If this command fails, you will need to wait until transactions running in the old
undo tablespace are removed.

Observe the change:

SQL> select data file.tablespace name, sum(data file.bytes)/
(1024%10240) "Allocation (MB)", sum(s.bytes)/(1024%10240) "Usage
(MB) " from dba_data files data_file, dba_ segments s where data
file.tablespace name like 'UNDO%' and data_file.tablespace name =
s.tablespace name group by data file.tablespace name;

TABLESPACE NAME Allocation (MB) Usage (MB)
---------------------------------------- UNDOTBS?2

Secondly, perform the following steps to set the redo log size. Before proceeding, ensure that
the database is not processing the production load:

1.

Investigate the number of redo logs presently on the system. On the following system,
there are thee; others will likely have a different amount:

SQL> gelect GROUP#, member from v$logfile;

GROUP# MEMBER

4 /opt/oracle/database/oradata/orcl/redo04.log
5 /opt/oracle/database/oradata/orcl/redo05.1log
6 /opt/oracle/database/oradata/orcl/redo06.log

In this step, | have another disk on mount point /mnt /t1; we'll use this to host my
new redo logs. If your system does not have an external disk, you can use a local
folder location:

SQL>alter database add logfile group 1 '/mnt/tl/oradata/orcl/
redo0l.log' size 500M reuse;

Database altered.

SQL>alter database add logfile group 2 '/mnt/tl/oradata/orcl/
redo02.log' size 500M reuse;

Database altered.

SQL>alter database add logfile group 3 '/mnt/tl/oradata/orcl/
redo03.log' size 500M reuse;

Database altered.

SQL>alter database add logfile group 7 '/mnt/tl/oradata/orcl/
redo07.log' size 500M reuse;

Database altered.
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3.
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Check that they are added correctly:
SQL> gelect GROUP#, member from v$logfile;

GROUP# MEMBER

/mnt/tl/oradata/orcl/redo01.log

4 /opt/oracle/database/oradata/orcl/redo04.log
5 /opt/oracle/database/oradata/orcl/redo05.1log
6 /opt/oracle/database/oradata/orcl/redo06.log
/mnt/tl/oradata/orcl/redo02.1log

3 /mnt/tl/oradata/orcl/redo03.log

7 /mnt/tl/oradata/orcl/redo07.log

Check if they are accessible (the group numbers match the entries in v$logfile):
SQL>select GROUP#, BYTES, ARCHIVED, STATUS from v$log;

GROUP# BYTES ARC STATUS
524288000 YES UNUSED

524288000 YES UNUSED
524288000 YES UNUSED
367001600 NO INACTIVE
367001600 NO CURRENT
367001600 NO INACTIVE
524288000 YES UNUSED

<N o0 U WN

Rotate the logs four times to bring the unused ones online (by making them active):

SQL>alter system switch logfile;
System altered.
SQL>alter system switch logfile;
System altered.
SQL>alter system switch logfile;
System altered.
SQL>alter system switch logfile;
System altered.
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This is shown by repeating the select on the log view:

SQL>select GROUP#, BYTES, ARCHIVED, STATUS from v$log;

GROUP# BYTES
1 524288000
2 524288000
3 524288000
4 367001600

367001600 NO ACTIVE
6 367001600
7 524288000

ARC

STATUS

NO ACTIVE
NO ACTIVE
NO ACTIVE

NO
NO

INACTIVE

INACTIVE
CURRENT

Force a checkpoint to write all contents to data files:

SQL>alter system checkpoint;

Drop the old log files:

SQL>alter database drop logfile group 4;

SQL>alter database drop logfile group 5;

SQL>alter database drop logfile group 6;

Check the changes:

SQL> select GROUP#,

GROUP#

BYTES,
BYTES ARC
524288000 NO
524288000 NO
524288000 NO
524288000 NO

ARCHIVED, STATUS from v$log;

STATUS
INACTIVE
INACTIVE
INACTIVE
CURRENT
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An Oracle database will use a marked area of the database for ensuring data consistency.
This is important in SOA Suite, where we use multiple concurrent transactions with the
potential for timeouts and rollbacks in communications with disparate systems. The database
calls this area undo space (it is actually a tablespace for those who want to know more about
Oracle naming conventions). In this area is stored all of the information required for recovery
and rollback of database transactions (it is also for the Flashback feature of the Oracle
database, but this is beyond the scope of this book). Data is retained in the undo space for
long enough to "undo" inconsistencies, or until the undo data expires. In the first half of this
recipe, we altered this to be much bigger for SOA Suite.

Dependent on the load that we wish to apply in terms of concurrent processing, we might need
a larger undo space to store all of this concurrent information (synchronous BPEL with logging is
particularly heavy on database writes, therefore has more transactions). Since Oracle database
version 11g, undo space is, by default, automatically managed for us; if undo space is too small,
it will automatically extend but will never automatically shrink! The VSUNDOSTAT database view
contains the statistics on undo space that serve as a guide to automatic tuning, and we can
manually access this information. Typically, to ensure data consistency, the retention time for
undo data is set to be the longest transaction time. As this will be applied to all undo data, we
can imagine that if even only one of our transactions is long-running, we will unfortunately need
a large amount of space to cope with lots of concurrent transactions.

Sizing undo space manually prevents slowdown should we run out of undo space. By default,
undo space will automatically increase in size. We also apply a maximum size to prevent it
from growing larger than our system can handle (which could prevent logins to the database
host). Further to that, we increased the increment to use when growing, to prevent lots of
small increases in the undo space file size. A good starting point for undo space is to start
with a large value and shrink it down to a suitable value. This requires that we monitor the
undo space utilization to ensure that the sizes are relevant to your production SOA Suite load.
We can now monitor the utilization by using the query in this recipe.

In the second part of this recipe, we altered the redo log sizes. Redo logs are used by the
Oracle database to capture all the changes that occur in our data in-flight. This allows the
database to rebuild our data content in the event of a system crash.
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Typically, the database writes to a list of log files, completely filling a log file marked as
current, before moving on to the next file in the list of "active": files. When the active list

is exhausted, it returns to the first active element, always marking the current log as the

one currently in use (note that it is possible to have inactive logs in the list, but they will not

be used). When logs are rotated, a check pointing system is engaged to ensure data is not
lost; this can be costly in terms of time for applications, causing timeouts and retries of user
inputs. For these reasons, there are two items of importance when ensuring there is adequate
redo log capacity for our system—file size and number of redo log files.

In this recipe, we placed our redo logs on a separate disk; this can greatly help with
concurrent disk I/0 on busy systems, but may not be applicable in all environments. Do this
if possible, or just use a local disk. We also added a series of files that were both larger in
size and larger in number than the previous list of redo logs. Larger files will help with system
capacity, as more can now happen in between checkpoint operations.

Redo logs can be set to a checkpoint and rotated on a time-based frequency. Enlist a DBA to
check this as it can incur extra overhead when switching between logs.

If you're working with an Oracle RAC instance, then ensure you check with an Oracle DBA how
to configure the steps in the recipe across all the nodes. Bear in mind the following points:

» Each node has its own redo log (typically referred to as a redo thread). These work
in much the same way as in a RAC instance, even when you only have one database
being presented by all the nodes. This model allows for the removal of a single point
of contention that would exist if we only had one redo log.

» Each node will also have its own undo space.
There are a lot of other changes that can be made to improve the performance of SOA Suite,

such as indexing the content and compressing/purging old data. An Oracle DBA will be able
to aid us with these settings on standalone instances and RAC nodes.

» The Ensuring automatic database statistics gathering is enabled and Tuning Oracle
database parameters recipes

» The Tuning database XA timeouts recipe in Chapter 7, Data Sources and JMS
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Mediator and BAM

In this chapter, we will look at the following recipes:

» Setting Mediator Parallel Metrics Level

» Setting Mediator Parallel Worker Threads

» Setting Mediator Parallel Maximum Rows Retrieved
» Setting Parallel Locker Thread Sleep

» Using batched delivery in the BAM Adapter

Introduction

The Mediator engine and the Business Activity Monitoring (BAM) connector are used less
frequently than the BPMN and BPEL engines, but there are still performance considerations
when using these technologies. The Mediator engine is a relatively simple component, yet

it works in quite a complex way, giving us only a few options for tuning it. These options are
all focused on the execution of parallel routing rules, as sequential routing rules run on a
single thread, and keep that thread until the rule has completed executing. Parallel rules,
on the other hand, are executed by retrieving a list of requests from the database, and then
processing each request using a set of worker threads. These threads allow the requests

to be processed in parallel.

The BAM Adapter does not have many properties that can be tuned, but we do look at one
improvement here that can improve performance.
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Setting Mediator Parallel Metrics Level

If you make use of DMS (discussed in Chapter 2, Monitoring Oracle SOA Suite), then collecting
the DMS metrics from the Mediator engine adds an unnecessary overhead.

Getting ready

You will need to know the administration credentials for your SOA Suite 11g domain, and the
URL for the Enterprise Manager console.

How to do it...

To set the Parallel Metrics Level property, perform the following steps:

1. Log in to the Enterprise Manager.
2. Expand the SOA section in the left-hand pane, and right-click on soa-infra.
3. Now, select SOA Administration | Mediator Properties.

8-~ _1 S0A

= @ig, Farm_soa_perf_domain
# [ application Deplovments Target Twpe
=[] 504 soa-infra (soa_serverl) Orad

+] E% soa-infrafena sprverl’
£ D WeblLog Home

+ [7] Metadal

# [ User Me Moritaring 4
Logs *
SOA Deployment 4

Manage Partitions
Service Engines ¥
Bindings H

Services and References

Business Events

S04 Administration ¥ Common Properties
Security ¥
Administration ¥ EFEL Properties
EFMM Properties
General Information IMediatar Properties
‘orkflow Config
EZE Server Properties
Cross References
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4. You will now see the SOA properties page.

S04 Infrastructure Home = Mediator Properties
Mediator Service Engine Properties (2)
Properties
Edit property values and dlick Apply to save the changes.
Aodit Level Inhetit -
Metrics Level Enabled
Parallel Worker Threads 4
Parallel Maxirmurn Rows Retrieyved 200
Parallel Locker Thread Sleepisec) >
Error Locker Thread Sleepisec) 5
Parameters
Container ID Refresh Timelsec) 60
Container ID Lease Timeouk{sec) 300
Resequencer Locker Thread Sleepisec) 10
Resequencer Maximurm Groups Locked 4
Resequencer Worker Threads 4
More Mediabor Configuration Properties. ..

5. Set the Metrics Level property to Disabled.

By default, the Mediator engine will collect metrics from the execution of composite instances,
and make them available via the DMS. If you do not make use of these metrics, then there is
little point collecting them, and by removing them, performance can be improved.

» The Monitoring the system using the DMS servlet recipe in Chapter 2, Monitoring
Oracle SOA Suite
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Setting Mediator Parallel Worker Threads

By increasing the number of parallel worker threads, environments with large workloads
can process more requests at the same time.

Getting ready

For more details, refer to the Getting ready section of the Setting Mediator Parallel Routing
Rules recipe.

How to do it...

To set the Parallel Worker Threads property, perform the following steps:
1. Follow the steps from 1 through 3 from the Setting Mediator Parallel Metrics
Level recipe.
2. Setthe property Parallel Worker Threads to a larger value, such as 10.

The Pparallel Worker Threads property determines the number of threads available
for processing parallel routing rules. If you have many parallel routing rules defined in your
application, then the default value of 4 may not be sufficient; so you can increase the
number of threads to allow more parallel rule requests to be processed concurrently.

See also

» The Setting Parallel Locker Thread Sleep recipe

» The Setting Mediator Parallel Maximum Rows Retrieved recipe

Setting Mediator Parallel Maximum Rows

Retrieved

By increasing the number of rows retrieved from the Mediator store table, performance
can be improved in high demand systems.

Getting ready

For more details, refer to the Getting ready section of the Setting Mediator Parallel Metrics
Level recipe.
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How to do it...

The following steps will allow us to set the Parallel Maximum Rows Retrieved property:

1. Follow the steps from 1 through 3 from the Set Mediator Parallel Metrics Level recipe.

2. Setthe property Parallel Maximum Rows Retrieved to a larger value,
such as 500.

The Parallel Maximum Rows Retrieved property determines how many rows are read
from the Mediator store database when loading pending parallel rule execution requests. By
loading more rows at a time, the number of trips to the database can be reduced, improving
performance; however, this will only have an effect if there are usually multiple requests
waiting to be processed. The default is 200 rows, so you will need to have a busy system with
lots of parallel Mediator rules, in order to see any improvement from increasing this value.

See also

» The Setting Parallel Locker Thread Sleep recipe
» The Setting Mediator Parallel Worker Threads recipe

Setting Parallel Locker Thread Sleep

By reducing the amount of time that the engine sleeps between checking for parallel
composite instances that need executing, performance can be improved.

Getting ready

For more details, refer to the Getting ready section of the Setting Mediator Parallel Metrics
Level recipe.

How to do it...

To set the Parallel Locker Thread Sleep time, perform the following steps:

1. Follow the steps from 1 through 3 from the Set Mediator Parallel Metrics Level recipe.
2. Setthe Parallel Locker Thread Sleep propertyto 1.
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While parallel routing rules do allow for truly asynchronous processing in the Mediator, the
way that they are processed is not intuitive. A daemon thread is used to check the Mediator
store database for requests to be processed, and checks each parallel rule in turn. If there
are requests to be processed for a rule, then exactly one request will be processed for that
rule using a Mediator worker thread. After it has checked all the parallel rules (and executed
one request for each that has pending requests), the thread will sleep for a period of seconds
defined by the Parallel Locker Thread Sleep time. By default this value is 2 seconds,
but performance can be improved if you are using parallel routing rules by decreasing this

to 1 second (the lowest value allowed). Note that the daemon thread does not execute the
requests; it is just used to check which rules have pending requests, and assign them to
worker threads.

This seemingly strange approach is used to prevent a very busy parallel rule from hogging
all of the worker threads, thus starving other rules of the threads they need, and potentially
causing performance bottlenecks.

» The Setting Parallel Mediator Maximum Rows Retrieved recipe
» The Setting Mediator Parallel Worker Threads recipe

Using batched delivery in the BAM Adapter

By altering the batching settings for the BAM Adapter, you can make fewer calls out to
the Active Data Cache Server, which can save bandwidth and improve performance.

Getting ready

This recipe is only useful if your domain makes use of the BAM Adapter. You will need write
access to the files in your SOA Suite domain for this recipe.

The configuration files are not created until the server is first started, so you will need to
start the server before you are able to edit the files.
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How to do it...

The following steps will help us enable batched delivery for the BAM Adapter:

1. Edit the following file:

ORACLE_HOME/user_ projects/domains/$DOMAIN NAME/config/
fmwconfig/servers/bam serverl/applications/oracle-bam 11.1.1/
config/BAMCommonConfig.xml

2. Locate the BAM batching properties at the top of the file, and increase their values.

<?xml version="1.0" encoding="UTF-58" standalone="yez"72:>

<BANCOmmon:>
<ﬁdapter_SOﬁP_Batching_FlushOnDemand_Limit>1000<fAdapter_SOAP_Batching_FlushOnDemand_Limit>
<Adapter_SOAP_Batching_Limit_Lower>1DDD<£Adapter_SOAP_Batching_Limit_Lower>
<Adapter_SOAP_Batching_Limit_Upper>SDDD<KAdapter_SOAP_Batching_Limit_Upper>
<Adapter_sOAP_Batching_Timeout>SD<fAdapter_SOAP_Batching_Timeout>
<hpplicationURL>http://DEFAULT: 0000</ ApplicationURL>
<Channe 1Name>Orac leBAM</ Channe 1Name>
“Clusteredrfalse</Clustered:
<GroupName>-default</ Groupllame>

We suggest trying the following values:

Property Default Value Tuned Value
Batching Limit Lower 1000 2500
Batching Limit Upper 5000 10000
Batching Timeout 50 100

3. Save the file, and restart your BAM server.

The BAM Adapter sends data to the Active Data Cache server in batches. If you are making

heavy use of the BAM Adapter in your SOA Suite application, you can improve performance

by increasing the size of these batches. The three properties we tune here are the key ones
used to determine the batch size. They can be explained as follows:

» Batching Limit_ Lower: It determines the minimum number of messages in
the batch.

» Batching Limit_ Upper: It determines the maximum number of messages in
the batch.

» Batching Timeout: It determines how long we have to wait before sending the
batch if we have not reached either of the other two limits.
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There's more...

The BAM Adapter batching system has retry logic built into it that will attempt to resend
batches of messages if the Active Data Cache server is down, or some other failure occurs
when sending a batch of messages. These properties can also be tweaked in order to
configure this retry behavior, including changing the time between retries, and determining
the number of pending batches before calls to the BAM Adapter start blocking. These
properties are discussed in more detail in the Oracle BAM Adapter configuration guide at
http://docs.oracle.com/cd/E23943 01/admin.1111/e10226/bam _config.
htm#SOAAG9931. As the retry logic is focused primarily on resilience rather than
performance, we will not discuss it in detail here.
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Rules and Human
Workflow

In this chapter, we will cover the following recipes:

» Disabling automatic release timers globally
» Choosing the correct workflow service client
» Preventing looping and inefficient rule executions

» Tuning rule execution

Introduction

The rules and the human workflow components of the SOA Suite provide fewer options for
tuning than some of the other components such as BPEL and BPMN, but there are still

a number of things to be aware of to ensure that you get the best performance possible.
This chapter looks at some of the options available for these components.

Both the human workflow component and the rules component of the Oracle SOA Suite are
built on top of the WebLogic server application stack, and the Java virtual machine. This
means that for general performance problems, your first step should be to diagnose and
resolve any problems that are occurring at the JVM or WebLogic layers, before looking at the
recipes in this chapter that focus on tuning the human workflow and the rules components.

The workflow components in particular can make a lot of use of the underlying database
schema, and as such, the recipes in Chapter 8, BPEL and BPMN Engine Tuning, relating
to the schema tuning also apply here.
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As with the other recipes that deal with the higher level SOA Suite services, performance
improvements in the workflow and the rules engines often come with a trade-off, so care should
be taken when deciding how to use them. A number of the recipes in this section reference
specific features of the SOA Suite, or provide guidance on how to best use a specific feature, and
these recipes are obviously useful only if your application already makes use of these features.

atic release time

Automatic release timers release workflow items assigned to groups or roles. This can impose
an overhead for your application if they are used heavily. Globally disabling them can provide
a performance improvement.

Getting ready

You will need to know the administration credentials for your Oracle SOA Suite WebLogic
domain, and have access to the Oracle Enterprise Manager console.

How to do it...

To disable the automatic release timers, perform the following steps:

1. Log in to the Enterprise Manager.

2. Open the SOA tab, right-click on soa-infra, and select Administration | System
MBean Browser.

= @% Farm_soa_perf_damain
# [ application Deployments

-1 Deployments

p-infea fona cavvarl’
# [ weblo Home
# [ Metad
E [ User M Monitoring >
Logs »
S04 Deployment ¥

Manage Partitions \pplication Deployments
1) Internal Applications

Service Engines ") Resource Adapters

v

Bindings 5 composer
Services and References 5Defau\tToDoTaskFIow

5 ySimpletWebService 1 -PauseProject-
Business Events * pause-web-service

5 worklistapp
SO Administration >0
Security » E soa-infra
Administration ¥ MDS Canfiguration

ToplLink Sessions

General Information

System MBean Browser
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3. This will open the System MBean Browser window in the main panel. Expand the
tree to find WorkflowConfig.TaskAutoReleaseConfiguration in Application Defined
MBeans | oracle.as.soainfra.config | Server: soa_serverl | WorkflowConfig |
human-workflow.

= [ Application Defined MBeans
1 EMDomain
1 TopLink.
] carn.oracle
[ com.oracle HTTPClient. config
1 com.oracle.igh
] com.oracle, jdbc
] com.oracle. jps
[ com.oracle. sdp. messaging
[ ] com.sun.managemment
1 com.sun.xml.ws. transport. hkkp
[0 com.sun.xmlws,util
E [ oracle.as.soainfra.config
B[] Server: soa_serverl
1 AdapkerCanfig
1 BZEConfig
1 BPELConfig
1 BPMMConfig
1 BusinessRulesConfig
[ CEPConfig
] EDNConfig
1 HWFMailerConfig
[ Mediatar Config
1 SoalnfraConfig
E ] workFlowZonfig
= @ human-workflow
1 workflawCanFig. Dynam)
1 WorkflowConfig. Localel]
B _||workflowCanfig, Taskay
@ Priority[1]
@ Priority[2]
@ Priority[3]
@ Priority[4]
@ Priority[5]
[ WorkFowIdentityConfig

4. Inthe main panel, change the value of DefaultDuration to P0OD, which represents
0 days, or off.

Application Defined MBeans: WorkflowConfig TaskAutoReleaseConfiguration:Priority[1] Apply || Revert
Show MBean Information

Attributes | Motifications

Marne Description Access  Malue
1 ConfigMBean IF true, it indicakes that this ME=an is a Config MEean, R brie
2 DefaultDuration Diefaulk Duration Rty FiD
% eventProvider ngth_L;E?, it indicates that this MBean is an event. provider as defined by n ks
4 eventTypes All the event's bypes emitted by this MEean, R jre.attribute . change
5 objectManme The MBean's unique JMX name R oracle. as.soainfra. config:name=Priority[ 1], bvpe="Wwal
& PercentageOfExpiration Percentage of Expiration R 30
7 Priority Fririty R 1
8 ReadOnly If true, it indicates that this MBean is a read only MBean, R false
9 Restarthesded Indicates whether a restart is needed, R False
10 systemMBean If true, it indicates that this MBean is a System MBean, R false
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5. Click on Apply, and a message should indicate that the change was made
successfully, as shown in the following screenshot:

[ Confirmation
Attributes "DefaultDuration” have been updated successfully,

Application Defined MBeans: WorkflowConfig.TaskAutoReleaseConfiguration:Priority[1] Apply || Revert
#| Show MBean Information
Attributes | Motifications
Mame Description Access  Walus
1 ConfighBean If true, it indicates that this MBean is a Config MBean. R Erue
2 DefaultDuration Defaul: Duration R FOD

Each claimed task has a timer within which it must be completed before it is released back to
the group. If you have many of these tasks, the checking and firing of these timers can create
an overhead in both the database and the application server, so disabling them can improve
performance, but this means that the tasks are not automatically released.

Priority for each task can be set independently by entering a value of PxD, where x is the
number of days after which you wish the task to be released if it has not been completed.
Setting a value of P0OD, which represents zero days, will disable the timer.

Choosing the correct workflow service

client

There are a number of options available when choosing how your client code makes calls
to the human workflow service. This recipe discusses some of the trade-offs between them.

How to do it...

The following guidelines are used when selecting a strategy for creating a client that interacts
with the workflow service:

1. If an application is not implemented in Java, or connects over a WAN or a LAN,
then using the SOAP client will be your only option.

2. If you are connecting using Java, either from within the same or from a remote JVM,
then using the Remote EJB client will be the best option.
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The workflow service can be accessed using one of three clients: the SOAP client, the remote
EJB client, and the local EJB client. The SOAP client uses SOAP over HTTP as its access
protocol, so it is perfect for situations where you are talking to a non-Java client, or where you
need a protocol that will work through a firewall. The local EJB client can be used when you
are using the workflow service from within the same JVM, but cannot be used from an external
application. Because of the call optimizations in the remote EJB layer, there is no performance
improvement when using the local client above the performance available in the remote EJB
client, so we recommend using the remote client. This will mean that if you ever decide to split
the client code into a separate application, it will still work correctly.

Any application that queries the workflow for management purposes can have its
performance improved by purging obsolete runtime data from the underlying database
tables WF_ITEMS, WF_ITEM ATTRIBUTE VALUES, WF ITEM ACTIVITY STATUSES, and
WF_NOTIFICATION ATTRIBUTES. Oracle provides scripts and further guidance on doing
this in a note on workflow purging in a metalink. Furthermore, grouping workflows under roles
and users efficiently will allow for less work to be done when retrieving active workflow lists,
helping to reduce the impact when the number of active items increases.

Preventing looping and inefficient rule

execution

This recipe gives guidance on how to avoid rule executions that will loop, potentially
indefinitely! We'll use an inbound XML and a local RL (Rule Language) fact as an example.

Getting ready

You'll need access to an SOA composite containing an Oracle Business Rules component

in JDeveloper to apply this recipe. We'll assume that you have an XSD schema with an input
Requestinput containing two strings called input and bonus, and an output ResponseQutput
containing a string called output. These aren't efficient, but will serve as an example.

We'll step through adding a rule to a composite and creating an RL fact.
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How to do it...

To remove potential circular references, perform the following steps:

1. Open the SOA composite. Right-click on the project, and select Business Rules
(Service Components); use the search box if it is not immediately available.

-Deployment Descriptors
-Deployment Profiles

(@8 )
Cakegories: Items: [ ] showa All Descriptions
l?---G:aneral . 0 Business Rules (3ervice Components)
i -Applications Opens the Create Business Rules dialag, which allovs you to define a
~Conneckions dictionary of business rules based on the Oracle business rules engine,

To enable this option, wou must select a project or a file within a project in

the Application Mavigator,

2. Give the rule a name, and click on the green plus (+) icon to add Request Input
to the Input and ResponseOutput to the Output types.

General | Adwanced

() Create Dictionary () Import Dictionary

Specify the name and package For the dictionary that will be created.

Mame: |L00pingRu|es

Package: |uk.cn.soaperformance

Project: |C:'I,JDevelc-per'l,myw-:-rk'l,RuIesnppIicatic-nl'l,RuIesF‘rc-jectl'l,RuIesPrc-jectl.jpr

InputsfOutputs: e B A @
Direckion Mame Type
@ Cukput, .,

3. Inthe rules designer, select Facts, and then select the RL Facts tab. Click on
the green plus (+) icon, then right-click on RLFactl and select Edit.

260

&3 Facts
F« Functions
(x) Glabals

7 Bucketssts

RL Facts:

W +7R

Mame Super Class

Description

D Links 3% Delete
i) Yiew D iption...
Q Decision Funckions g Lon Do
A + X | WMLFacts | JavaFacts | RLFacts | ADF-BC Facts
e [=1[7]
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4. Name the RL fact Customer Account, and click on the green plus (+) icon to add a
property. Name the property Role, and set its type to String. Add another property
called Reward of type int.

@ Edit RL Fact - RLFact1

MName: |Custu:umer.ﬁ.ccount |
Super Class: |Object M|
Descripkion:
Properties: + X
Mame Tvpe Bucketset Initial ¥alue List Conkent TvE
i Role String

5. Select Rulesetl and click on the green plus (+) icon to create a rule.

Ruleset1 ¥ [ |FikerOn  Wiew: [ IF{THEN Rules PR BEHDZ

& Createn

reate Decision Table

The ruleset contains no IFfTHEM rules, You can create IFJTHEM rules or decis
correcnnnding bibbane helow o clicking Fhe mlie cion ahowe i bhe solecet edi

6. Inthe IF test, setthe condition to select RequestInput.input>="200".

7. Setthe THEN action to assert new CustomerAccount ( Role:"GOLD").

Rulesetl ¥ [ |Fiter On  View: | IF{THEN Rules

= ¥ Rulel
<enter description >

IF
w ReguestInput.input == "z00"
<insert kest> W

THEN

assert new Customerfocount § <edit properties > Role s "GOLD" )

insert ackion
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8. Click on the green plus (+) icon in the ruleset to add a second rule. In the IF
condition set CustomerAccount .Role=="GOLD".

9. Inthe IF action, setmodify CustomerAccount.Reward=150.
10. In the THEN action, set modify CustomerAccount.Role="SILVER".

11. To complete the ruleset so that it will compile, add a third rule to assign a high
value to the output of Customer.Account (if it is GOLD), and a fourth rule to
set it to low value otherwise.

In this example, we created a ruleset with rules that checked input XML facts and modified
RL facts appropriately before assigning a response to an output XML fact.

While the assignment in step 11 may seem odd, it illustrates an important facet of the rule
execution. When actions alter a value that is checked in another condition, in this case
CustomerAccount .Role, then a rule loop occurs. These loops can occur across a single
rule and a decision table, or multiple rules and decision tables in the same ruleset. It would
be easy for a business user to inadvertently create a logic pattern that caused this looping

by applying an inefficient pattern such as a reward scheme in our example. The loops created
by these patterns have the potential to continue indefinitely, ultimately preventing further
composites from being able to execute in the rule context.

To avoid this scenario, we should construct our rule logic to try and prevent these scenarios
from occurring. Runtime monitoring is helpful in identifying these items when testing.

Due to the way in which the rules engine builds its plan and executes rules at runtime, rules
may be executed more than once. As such we should avoid performing operations in actions
that we don't want to be executed more than once. This particularly holds true if using Java
Beans as facts in which it is easy to perform such operations, for instance, calls that perform
blocking operations (on database, or disk activity) should be avoided.

See also

» The Configuring Hyperic to monitor Oracle SOA Suite recipe in Chapter 2, Monitoring
Oracle SOA Suite

» The Designing Advanced Load Tests recipe in Chapter 3, Performance Testing
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Tuning rule execution

We can control rule ordering execution, which can help improve rule evaluation efficiency
or reduce memory.

Getting ready

You'll need access to an SOA composite containing an Oracle Business Rules component
in JDeveloper to apply this recipe. For simplicity, we'll presume that the component is empty
for this recipe.

How to do it...

To add some rules and tune their configuration, perform the following steps:

1. Open the rules component for editing.

2. Next to the Rulesets title on the left, click on the green plus icon (+) to add a
new ruleset. Name it Ruleset2. This will be the second ruleset in the stack.

Rulesets o= ¥
&P Ruleset1

P Ruleset2

3. InRuleset2, add two rules by clicking on the green plus (+) icon, as shown
in the following screenshot. You can leave the rule logic blank for this recipe.

# Rulesetz ¥ [ |Fiteron Wiew: | IF/TH... | 9p ~ 3¢ T B0 &6 & w

The ruleset contains no IFTHEM rules, You can create IR THE
the corresponding buttons below or clicking the plus sign abo

[E Create Decision Table J
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4. Click on the blue double down arrow icon to show the advanced settings for each
rule. In Rule?2, set the Priority in the selection box by typing in an integer value
of 1001, as shown in the following screenshot:

+ Rulesetz ¥ [ |Flteron  Yiew: (QIFTH., »| 9p - 38 o By 3 60

# A Rulet
<enker descripkion =

[]Advanced Mode [ | Tree Mode Rule Active [ |Logical  Priority: [Medium :|
Effective Date:  Always Yalid

A Rulez
<enker descripkion=

[ ] Advanced Mode [ | Tree Mode Rule Active [ | Logical  Priority: [1001 |:|

Effective Date:  Always Yalid

5. InRulel, set the Priority to Medium.

Rules belong to a unit of execution called a ruleset. Multiple rulesets are executed in the
order determined by the stacking of the rulesets, which is called the rule flow. Finally, within
a ruleset, rules fire according to the priority associated with each individual rule. Rules with
the same priority can fire in an indeterminate order.

In this recipe we created two rulesets: Ruleset1 and Ruleset2 (note that Ruleset1 will
fire first due to the stack ordering). For rules in Ruleset2, the priority setting of 1001 will
cause Ruleset?2 to fire before Ruleset1l. This is because Medium priority has a value of O,
and higher integer priorities will be evaluated sooner by the engine (the full range of numerical
priority equivalents is in the SOA Suite documentation, and at the time of writing, the highest
was 3000, and stepped down in increments of 1000, to the lowest at -3000).

When thinking about the ordering of your rules, there are two main things to consider,
as follows:

» If we order rules such that facts that do not change frequently are evaluated first,
then we can have the greatest potential for fast rule execution.

» If we order rules such that the most restrictive sets of facts are matched first, then
this can reduce the memory used during rule evaluation, and in some cases improve
throughput.
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There's more...

These guidelines also apply to the tests and fact evaluations within individual rules,
so careful consideration of what you're evaluating is the key to performance gains here.

In our experience, there is not a great deal of mileage gained by trying to write compact
decision tables over rulesets that contain multiple if/else clauses, as these are executed
in the memory. The main improvement with choosing a decision table is in its readability.
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SOA Application Design

This chapter looks at the ways in which you can design your application for high performance.
The topics that will be covered are:

» Using BPEL process parallelization

» Using non-blocking service invocations in BPEL flows

» Turning off payload validation and composite state monitoring
» Designing BPEL processes to reduce persistence

» Using parallel routing rules

» Setting HTTP timeouts for external HTTP services

» Tuning BPEL adapter properties

Introduction

In this chapter, we'll focus on recipes for designing high performance SOA Suite 11g

applications. These recipes look at how you can design your applications for high performance
and scalability, where high performance is defined as providing low response times even under
load, and scalability is defined as the ability to expand to cope with large numbers of requests.

While many of the recipes in other chapters can be applied after the application has been
designed and written, those in this chapter need to be applied while the application is being
written, and may require that your application is implemented in a certain way. Designing an
application with performance as a requirement from the start is much easier than trying to
add performance to an application that is already live. So, the recipes in this chapter provide
some of the best value for money in terms of getting the most performance out of your SOA
Suite infrastructure. However, while this book focuses on decisions that should be made
during the design stages of a development process, this chapter is not a list of general

SOA Suite design patterns.



SOA Application Design

As for many of the recipes in other chapters, a lot of the focus in this chapter is on reducing
the amount of time your application spends waiting on external services and the SOA Suite
database tables.

There are many aspects to the performance of a SOA Suite application, and the design
guidelines depend very much on the particular business problems that your application is
designed to solve. Factors such as payload size, number of external systems being orchestrated,
data transformation complexity, and persistence requirements, all have an impact on the
performance of your application. Performance is a relative term, with each application and
use-case having its own requirements, but there are a number of basic principles that can

help ensure that your application will have a good chance of meeting its goals.

>
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Design for peak loads, not average loads. Average loads can be very misleading;
there are many situations in which the average load of a system is not a good
indicator of the expected load. A good example of this would be a tax return system,
where the usage for most of the year is very low, building into a peak in 30 or so
days before people's tax returns are due.

Smaller payloads are faster. When designing your application, try and limit the
amount of payload data that goes through your composites and processes. It is often
better to store the data in a database and send the key and metadata through the
processes, only going to retrieve data when required.

Understand your transaction boundaries. Many applications suffer performance
problems because their transactions boundaries are in the wrong places, causing
work to be redone unnecessarily when failures happen, or leaving data in an
inconsistent state.

Understand what causes your application to access the database, and why. Much

of the performance overhead of Oracle SOA Suite applications is in repeated trips

to the database. These trips add value by persisting state between steps or within

processes, but the overuse of steps that cause database persistence is a common
cause of performance problems.

Follow standard web service design patterns, such as using asynchronous callbacks
and stateless invocations, where you are using web services.
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Using BPEL process parallelization

By having your BPEL process execute steps in parallel when there are no dependencies, you
can increase the performance by spending less time waiting for external systems to complete.

Getting ready

You will need JDeveloper installed, and have an open BPEL project.

How to do it...

Follow these steps to use BPEL process parallelization:

1. Expand the BPEL Constructs section in the component palette.
2. Drag Flow from the palette onto the process.

[_JEMpEY

Terminate
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3. Click on the + icon next to the flow to expand it.
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4. Populate the flow with the process steps.

v i L 4
i = i

Waitl Assign3

If you have a number of tasks that do not have dependencies on each other, you can improve
performance by executing the preceding tasks in parallel. This is most effective with partner
links, where you know you are waiting on an external system to produce a response. The
default behaviors of these flows is still to use a single thread to execute the branches

if external systems are invoked. See the Using non-blocking service invocations in BPEL
recipe to learn how to execute flows that contain partner links in parallel.

There's more...

It is possible to include a limited amount of synchronization between branches of a flow,
so that tasks on one branch will wait for tasks on another branch to complete before
proceeding. This is best used with caution, but it can provide benefits, and allow tasks
that would not otherwise easily lend themselves to parallelization to be run in parallel.

See also

» The Using non-blocking service invocations in BPEL flows recipe
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Using non-blocking service invocations in

BPEL flows

We can reduce the latency of forked external service invocations in a BPEL process to the
longest flow's execution time if we assign a thread to each flow, making it multi-threaded.

Getting ready

You'll need a composite loaded in JDeveloper to execute this recipe. This composite will
need a flow that makes calls to a partner link external service.

How to do it...

Follow these steps to use non-blocking service invocations:

1. Right-click on each partner link that is being executed in your BPEL process flow,
and select Edit.

C_j) hi'g
— Skru

¥ Flo

AE TS

2. Inthe Property tab, select the green + icon and add nonBlockinglnvoke as a
property name. In the Value box at the bottom, enter true.

@ Edit Partner Link

|/Genera| |/Imau;|e rPerertv

Property Names: '* R

nionBlockingInvoke

Propetty Yalue:

true
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This recipe causes flow branches to be executed in parallel, with a new thread to be used
for each branch flow.

For multiple service invocations that each have a high latency, this can greatly improve the
total BPEL execution time. For example, assume we have a BPEL process that calls two web
services, one that takes four seconds to execute, and one that takes six seconds to execute.
Applying this change will prevent the BPEL process making the calls serially, which would
take 10 seconds in total, and enforce parallel service calls in separate threads, reducing the
execution time to just over six seconds, or the latency of the longest call plus time to collate
the results in the main BPEL process execution thread.

While it may sound like a silver bullet performance improvement, this recipe is actually not
necessarily going to improve the execution time of our BPEL process! Consider that we may
now be at the mercy of greater thread context switching in the CPU; for every invocation of
our process, we now have a larger number of threads that will be spawned. If each service
invocation has a low latency, the overhead of creating threads and collating callbacks might
actually be greater than the cost of invoking the services in a single thread. Our example in
this explanation is contrived, so ensure to test the response time of your composite and the
profile of your application, when placed under operational load (which may result in lots

of threads spawning), as these may well be different with the configuration applied.

There's more...

This recipe used an alternative way of setting property values to that which we've used
elsewhere in the book. Previously, we've edited composite files directly; here, we used

the JDeveloper BPEL graphical editor to achieve the same end result. If you check the
composite.xml source, you'll see a property added with a name, such as partnerLink.
[your service name] .nonBlockingInvoke for each service added.

See also

» The Using BPEL process parallelization recipe

» The Changing a BPEL process to be transient recipe in Chapter 8, BPEL and BPMN
Engine Tuning
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Turning off payload validation and

composite state monitoring

Payload validation checks all inbound and outbound message data thus adding an overhead,
especially for large message types. Composite state monitoring allows for administrators to
view the results of all instance invocations. We can disable these to improve performance.

Getting ready

You will need to know the administration credentials for your Oracle SOA Suite WebLogic
domain, and have access to the Oracle Enterprise Manager console.

How to do it...

By following these steps, we can turn off payload validation:

1. Login to Enterprise Manager.

2. Open the SOA tab, and right-click on soa_infra, select SOA Administration
and Common Properties.

= C3 S0A
- E%;___ cpprrrrryy | |5b Confirmation
Changes have been applied.

7 By we Home d PP

# [ Me

# 3 Us Monitoring ¥ DA Infrastructure Home = Common
Logs * A Infrastructure Commy

e properties set at this level will imp|

S04 Deployment ¥ Audit | evel

Manage Partitions Common Properties L\S

BPEL Properties
Mediator Properties

Service Engines ¥
Bindings ¥
Services and References

Workflow Config

Business Events
B2B Server Properties

Cross References
allback Server LRL

SOA Administration ¥

Security
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3. Un-tick the checkbox for Payload Validation to disable this feature.
4. Un-tick the checkbox for Capture Composite Instance State.

Capture Composite Instance State |:|
Payload Validation [

In this recipe, we globally disabled payload validation. This instructs SOA Suite to not check the
inbound and outbound message payloads against the schemas associated with our services.
This can be particularly useful, not only if the payload is coming from a trusted source, but

even if the source is untrusted. A common alternative to payload validation is to add steps to
manually validate the payloads at the point that we first receive the request, while not validating
those that have come from internal or trusted sources.

There are a number of levels of granularity for payload validation; it can be applied at the SOA
Engine (BPEL) and composite levels to allow for fine-grained application of this property. You
can access these properties via the enterprise manager console right-click menu on the SOA
engines and deployed composites. For performance, | would recommend disabling this in all
environments above development.

Composite state management is responsible for tracking and representing the health of

our running composites. This is a powerful administration feature, but costs a lot in terms

of performance. Anecdotal testing shows that this can be responsible for up to 30 percent

of processing time. As such, for high throughput applications, the value of this feature should
be considered.

See the recipes on audit logging to further control composite recording activities at runtime.

Ensure that you check the payload validation at the Engine and Composite levels to ensure
that they meet your performance requirements.
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Designing BPEL processes to reduce

persistence

Every step in a BPEL process adds an overhead. In this recipe we'll suggest some design
options to consider when deciding how to construct your processes.

Getting ready

You will need an understanding of SOA Suite programming concepts.

How to do it...

The following steps cover some of the techniques for reducing process persistence:

1. If you have lots of variable assignment steps, consider a call out to a Business
Rules component to check and set multiple values in response to the user input.

2. If complex logic is required, consider embedding a call to a Java class in the
composite if this can reduce the number of steps.

By default, the BPEL composite design will consist of adding steps to a process until the
business logic can be satisfied. This can make it easy to end up with monolithic processes
that have too many steps. For example, processes which make decisions and then fork on
the results, require an increasing number of steps to deal with varying logic flows.

While it sounds easy to recommend simply reducing the number of steps, in practice this
requires careful analysis of the composite requirements and consideration of where process
dehydration will occur. SOA Suite offers two powerful options that can be leveraged to reduce
the persistence between BPEL process steps.

Using business rules will transfer the process execution to an in-memory evaluation of
the business logic. This can help with speeding up, forming and mutating the composite
output payload.

Embedding calls to Java programs can help deal with replacing forking processes, as we can
reduce multiple BPEL process steps to a number of if/else blocks in a program method. Note
that to keep the execution speed high, we should resist the urge to perform slow external logic
in the method, such as blocking calls to external databases.
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See also

» The Disabling BPEL monitors and sensors, Changing a BPEL process to be transient
and Reducing the completion persist level recipes in Chapter 8, BPEL and BPMIN
Engine Tuning

Using parallel routing rules in Mediator

components

Mediator routing rules can be set to parallel or sequential execution. Using parallel execution
can improve performance.

Getting ready

You will need to have JDeveloper, and have a good understanding of SOA Suite
programming concepts.

How to do it...

These steps show us how to configure parallel routing rules:

1. Using JDeveloper, open the Mediator file that contains the rules that you wish
to execute in parallel.

2. If the routing rules are not visible, click on + to expand them:

<= Mediator
Marne: Mediatorl
WSDL URL: BRELProcessi.wsdl ()
Port Type: BPELProcess1

Resequence Level: operations '|

ﬁﬁ Routing Rules

|Expand the Routing Rule, |
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3. From the drop-down list, select Parallel.

= @ Routing Rules

i3 Operations B
2 process Priotity |45 [ Yalidate Syntax (%50} o v g B
Callout To |<<Java Callout Class == | EJ
rSkatic Rouking
< <Filter Expression == v =1 BPELProcess1bpelprocess1_client::process o ||Parallel -
=] w ===
Walidate Semantic | - 4
Transform Using |payload 1 «<Transformation Map> = '| ﬂ-ﬂ
Assign Yalues | v| 0
Synchronous Reply =2 |*Initia| Caller*:: process:output i
Transform Using |payload 1 «<Transformation Maps = '| E-ﬂ

4. Save the file.

The Mediator can execute routing rules either in parallel or sequentially. Parallel rules are
executed at the same time in separate threads, using an algorithm that ensures that no
rule can use up all of the threads, and starve another rule from executing. Each parallel
rule is initiated in a new transaction, and that transaction is committed (or rolled back)
by the Mediator process, once the rule has executed.

You can set the priority of a parallel routing rule to a value between zero and nine. Higher
priority rules will take precedence when threads are checking whether any parallel routing
rules need executing.

The Oracle SOA Suite Mediator component is the old Oracle Enterprise Service Bus (OESB),
which is being gradually replaced by Oracle Service Bus (0SB). OSB provides many more
tuning options, and is often more efficient than the Mediator; so, for new SOA applications,
we would recommend using OSB to perform the process mediation role, rather than the
SOA Suite Mediator component.
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See also

» The Setting Mediator Parallel Metrics Level, Setting Mediator Parallel Worker
Threads, Setting Mediator Parallel Maximum Rows Retrieved, and Setting Parallel
Locker Thread Sleep recipes in Chapter 9, Mediator and BAM

Setting HTTP timeouts for external services

Composite services often call out to external HTTP web services. If these external services
are not available, or are slow to respond, then it can impact the application performance.
By tuning the timeout to a lower or higher value, performance can be improved.

Getting ready

You will need to be familiar with SOA application development principals for this recipe.

How to do it...

These steps will set the timeout for an external HTTP service:

1. Openthe composite.xml file in JDeveloper.
2. Select the source view at the bottom of the main pane.

TETICTFPE
<interface.wsdl interface="h

= <hinding.ws port="http: / czh

rapper.wsdl location="http:/

soapVersion="1.1

= <property hame="weblogic.wr
type="xs:string"”

<property name="oracle.weh

rapper1.wsdl

<property name="oracle.weh

< Binding. W=l
<sreference’-

—

Design | Source | Hiskory

3. Locate the <references> section for the external service that you want to set
the timeout for.
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4. Inside the <binding> tags, add the property oracle.webservices.
httpReadTimeout of type xs:string with a value high enough to allow the
service to respond, such as 60000 (60 seconds).

5. Add the property oracle.webservices.httpConnTimeout with a type
xs:string, and a low value, such as 5000 (5 seconds).

<reference name="FPauselervice"”
uiiwsdlLocation="http: //127.0.0,1: 7001 /panse-service /HandleInputPort sW3DL"-
<interface.wsdl interface="http://ccbZ. co.uk/soaperfornancefwsdl. interface (HandleInput) ™~
“hinding.ws port="http://czZbi.co.uk/soaperfornances#wadl. endpoint(HandleInputiervice /HandleInputPore) ™
location="http: //127.0.0,1: 7001 /panse-service /HandleInputPorc2WaDL™
soapVersion="1.1">
<property name="wehlogic.wsee.wsat. transaction. flowlption'
type="xs:string” nany="false">WiDLDriven< /property>
<property name="oracle.webservices.httpReadTineout” type="xs:string” many="false"=60000< /property-
<property name="oracle.webservices.httplConnTineout” type="xs:astring” nany="false">=5000: ‘property-

< /hinding. ws>
</referencex

6. Save the composite.

7. Deploy the application.

When calling external services over HTTP, the application will need to wait for a response
before it can continue. If the external service is slow to respond, and Oracle SOA Suite gives
up too soon, then the request will fail and roll back to the most recent transactional save
point. This is often compounded by retry logic, which will cause the request to be retried,
increasing the load on an already busy system. By setting the read timeout to a high value,
we can ensure that we give plenty of time for an external application to respond. In the
preceding steps, we use a value of 60000 (60 seconds), but you can increase this value

if you have a service that takes longer.

If the external service is not available, then waiting for a response is not going to work, and
in fact we will usually be completely unable to establish the initial connection. By setting the
connection timeout to a low value (we use 5000 or 5 seconds), we can return a fault quickly
to the SOA Suite application and not wait for a response that will not arrive.

By tuning both of these parameters, it should be possible to come up with settings that will fail
quickly if the server is not there, but will wait long enough for a response if the service is busy,
while still timing out if the external service has stopped responding completely.

» The Increasing the HTTP accept backlog recipe in Chapter 6, Platform Tuning
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Tuning BPEL adapter properties

Each of the SOA Suite adapters has a number of properties that can be tuned depending
upon your application requirements. This high-level recipe describes some of the options
available, and how to tune them for your application.

Getting ready

You will need a good understanding of SOA Suite programming principles for this recipe.

How to do it...

The following steps explain how to tune the properties of the commonly used BPEL adapters.

1. Tune inbound FTP and file adapters to use a dedicated thread pool, by setting the
ThreadCount property to a positive value, such as 10. If your file adapter is only
being used to detect the arrival of a file, then setting UseHeaders to true can
prevent the whole file payload being passed into the process. If the files do not arrive
frequently, then PollingFrequency can be increased to above the default of one
minute. If multiple, small files arrive, then MaxRaiseSize can be used to increase
the number of files that are read in at a time.

2. Tune the outbound FTP and file adapters by setting the ConcurrentThreshold
property to a higher value (for example, 50), and setting the UseStaging property
to false.

3. Tune the JCA adapter by ensuring that it uses a connection pool to manage the
connections, rather than setting up and tearing down a connection for each request.

4. For socket adapters, ensure that KeepaAlive is set to true.

5. For JMS adapters, increase the value of adapter. jms.receive.threads property
to 5.

For Oracle AQ adapters, set the adapter.aq.dequeue.threads property to 5.
7. Tune the Oracle MQ adapter by setting the InboundThreadCount property to 5.

The preceding sets of recipes are the basics of configuring the adapters available in Oracle
SOA Suite. There are many other properties that can be tuned, but their effectiveness is
situational, so we have chosen to focus on the ones that we feel give improvement for

the most projects.
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The ThreadCount property on the FTP and file adapters controls the number of threads that
are used to poll for new files and process them. It defaults to -1, which causes the default
thread pool to be used, rather than a dedicated pool. This can lead to situations where the
FTP and file adapters are starved of threads to process new files. It can also be set to 0,
which causes the behavior to be the same as the Single Thread Model, where files are not
placed on an in-memory queue between processing steps.

For outbound FTP and file adapters, ConcurrentThreshold controls the maximum number
of translation activities for a particular scenario that can be occurring at any one time. Because
translation is CPU-intensive, having very large numbers of concurrent translations can use up
all of the available CPU cycles. So it is sensible to limit the number that can occur, however

the default of 20 is a bit low, given the increased parallelization available in modern CPUs.

The UseStaging property for file and FTP adapters determines whether an intermediate file
is written between the translation of a file and later processing steps. The default is true,
but if sufficient memory is available, this can be set to false to improve performance.

Setting KeepAlive to true on socket adapters will ensure that the TCP socket connections
are kept open for multiple requests, rather than closing and reopening connections for each
request. This can improve performance, as setting up and tearing down TCP connections is
a high overhead.

The adapter.jms.receive.threads, adapter.aq.dequeue.threads, and
InboundThreadCount properties set the number of threads available for processing JMS,
AQ, and MQ messages. The default value for these is 5, and performance can be improved
by using more threads to dequeue messages from these providers.

There's more...

See http://docs.oracle.com/cd/E14571 01/core.1111/e10108/adapters.htm
for more information on tuning the BPEL adapter properties.
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High Performance
Configuration

In this final chapter, we will look at some of the ways in which you can design your deployment
architecture to improve performance. The topics that we will cover are:

» Configuring a cluster of SOA Suite servers

» Configuring an OHS load balancer

» Tuning for deployment on virtualized infrastructure
» Using distributed JMS destinations in a cluster

» Using JMS bridges to improve the enqueue speed

» Choosing deployment hardware

Introduction

While it is important to squeeze maximum performance out of every component in your
application, true performance is an architectural concern. In this chapter, we are going to look
at some of the ways in which you can design a deployment architecture that supports your
performance requirements, and we are mostly going to do this by looking at the ways in which
you can scale out your application.

As we discussed earlier in the book, performance limits are always caused by the limited
availability of resources needed by the application, whether this is CPU cycles, storage (RAM or
disk), network bandwidth, or availability of an external service, such as a database connection.
Since it is not possible to keep adding more RAM or faster CPUs to your server for ever, there
comes a time when the best way to increase your application's capacity is to add more instances
of the application, and for a SOA Suite application, this normally means using the clustering
features of the underlying WebLogic application server. We therefore focus most of our effort in
this chapter on explaining how to configure WebLogic clustering and get the most out of it.
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Configuring a cluster of SOA Suite servers

Configuring a SOA Suite cluster is the first step in allowing your application to scale out to
support more users. This recipe explains how to create a new domain that contains a cluster.

Getting ready

This recipe creates a new domain with a cluster of SOA Suite servers. You will therefore need
the Oracle SOA Suite software installed on all the servers that you wish the cluster to run on,
and will need permissions to run the WebLogic configuration wizard on the server which will
run the admin server.

How to do it...

Follow these steps to configure a SOA Suite cluster:

1. Start the Oracle Fusion Middleware Configuration wizard, select the Create a new
WebLogic domain option, and click on Next.

® Create a new WeblLogic domain

Create a WeblLogic dornain in your projects directary,

2. Select the necessary components for a SOA Suite and BAM domain with Enterprise
Manager, as shown in the following screenshot, then click on Next.

® Generate a domain configured automatically to support the following products:

-
[ ©racle BPM Suite For dewelopers - 11,1.1.0 [Oracle_SOA1]
Cracle BPM Suite - 11.1.1.0 [Oracle_S0a1]

[ oracle S04 Suite For developers - 11,1,1.0 [Cracle_S0A1]
Cracle SOA Suite - 11,1.1.0 [Cracle_S04A1]

Cracle Enterprise Manager - 11.1,1.0 [oracle_common]

|0rac|e Business Activity Monitoring - 11.1.1.0 [Oracle_SO.ﬂl]l
[] 504 Bridge Portlet Container - 11.1.1.0 [Cracle_S0a1]
COracle WM Policy Manager - 11.1.1.0 [oracle_common]

[ oracle IRF WebServices Asvnchronous services - 11.1.1.0 [oracle_cormmon]

Oracle JRF - 11.1.1.0 [oracle_common]
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3. Enter a name for the domain in the Domain Name box, and the location you want it to
be installed to. This can be any path on a local system. Click on Next.

Enter a name for the administrative user and a domain password, then click on Next.

5. Select Production Mode for the domain and click on Next, leaving the default JVM
choice if this is suitable.

6. Obtain the database username and password from the database administrator,
enter the database connection details, and click on Next.

Yendor; | Cracle | - | DEMS/Service: | xe |

Driver: | *Cracle's Driver {Thin) for Service connections; Versions:9.0.1 and Ie| - | Host Mame: | 192.168.106.125 |

Schema Owner: | BOOK_MDS | Part: | 1521 |

Schema Password: | Ak |

[ Configure selected companent schemas as R&C mulki data source schemas in the next panel,

Component Schema DBM3/Service Host Mame Part Schema Cwner Schema Password
O | ear Schema e 192.168.106.128 1521 || BOOK_ORAEAM AN
[ | 504 Infrastructure e 192,168, 106,128 1521 || BOOK_SOAINFRA LTI
[ | User Messaging Service KE 192.,165.106.125 1521 | BOCK_ORASDPM D
[ | cwysM MDs Schema xe 192,168, 106,125 1521 | BOOK_MDS sk
504 MDS Schema xe 192,168, 106,128 1521 | BOOK_MDS kg

7. The wizard will now test the connections. If the database is not up, or the repositories
have not been created, the tests will fail, but the domain can still be created. Click

on Next.
Skatus Component Schema IDEC Conneckion LRL
] \_.f' BAM Schema jdbcioracle:thin:@19z2, 168,106, 126: 1521 /xe
[ & S04 Infrastructure jdbcioracle:thin:@192, 168,106, 1281521 /xe
[ u.:'?ll User Messaging Service jdbciaracle:thin:@192, 168, 106, 128: 1521 fxe
O u.:'?ll CWSH MDS Schema jdbc:aoracle:thin:@192,168. 106, 128: 1521 [xe
O IQ:‘I S04 MDS Schema jdbcioraclesthin:@192, 168,106, 1281521 /xe
8. Select that you wish to edit the managed servers, clusters, and machine

configurations, and click on Next.

9. Add additional managed servers, up to the number in your cluster design, give them
the listen addresses and ports that you wish them to run on, and click on Next.

Mane® Listen address® Lisken port 33L listen part 33L enabled

b 1| bam_servert| Al Local Addresses |~ Q001 Il
2| soa_serverl All Local Addresses [ 8001 |

3| bam_serverz all Local Addresses [ a002 O

4| soa_server? All Local Addresses [ a0z O
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10. Create two clusters—one for SOA servers and one for BAM servers. Select multicast
as the cluster protocol (assuming your network supports it; if not then select unicast),
and enter the cluster address as a comma-separated list of the hosts in the cluster.

Click on Next.
Manne™ Cluster messaging mode Multicast address Multicast port Cluster address
1| 50OA_cluster mulkicast | = || zag.192.0.0 7001 || soaserver
= Z| BAM_cluster mulkicast | = || z3g.192.0.0 7001 || soaserver

11. Allocate the servers to the clusters, then click on Next.

‘&) S0A_cluster ‘&) BAM_cluster
I}f; soa_serverl E{i bam_serverl
I}Ei S03_Servers E{j bam_serverz

12. Create a machine for each host in your cluster, then click on Next.

Marme® Mode manager listen address Mode manager listen port
= 1| LocalMachine localhost |~ EE56
Z| machinez localhost |~ 5556

13. Allocate the WebLogic server instances to the machines that you wish them to
run on, as in the following example screenshot, then click on Next.

&= “g LocalMachine
E?:i Admingerver
Eﬁ bam_serverl

E‘} s0a_serverl

14. Review the domain configuration, then click on Next.

15. Wait while the wizard creates the domain. Once it has finished, you can select
the box if you wish to immediately start the admin server, then click on Close.

It is worth starting by explaining the terminology used by Oracle for WebLogic clustering:

» Adomain is a group of WebLogic servers that share the same configuration
repository. The configuration repository is the config.xml file on the admin
server. There can only be one admin server per domain.
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» Aserveris an instance of the WebLogic server.

» An admin server is the WebLogic server instance that is used to administer the
domain. It stores the master copy of the configuration files, and runs the WebLogic
administration console application and Enterprise Manager SOA Suite component.

» A managed server is any WebLogic server instance that is not the admin server.
Managed servers are used to run applications such as the SOA Suite components.

» Acluster is a group of WebLogic servers that all have the same configuration and
application components on them. Clusters can share some state between the servers
in the cluster, so some stateful operations can be performed on any cluster member.
Resources can be targeted at a cluster, which will deploy them on each server in the
cluster.

» A machine is the logical representation of a host, and is used by Oracle WebLogic
to know which host a particular server should be started on.

When running the configuration wizard, we stepped through the normal process of creating
a domain, then selected to customize the domain and add additional servers, clusters, and
machines. These changes get written to the config.xml file that contains the domain's
configuration. When we create the clusters and assigh soa_serverl and bam serverl
to them, the configuration wizard is smart enough to know that it should deploy the relevant
resources to the cluster, rather than to the individual servers.

In this domain setup, we also selected multicast as the cluster communication mechanism
over unicast. Multicast is more efficient as updates are sent to a single address rather than
distributed at the network tier, reducing network communication. Unicast on the contrary will
create a connection between each cluster node, which is more work for the servers when
sending updated cluster information. Unicast can sometimes be more efficient in very small
clusters (for example, two to three nodes), because the networking infrastructure will often
drop multicast packets first in order to preserve its QOS; unicast traffic can avoid this pitfall.

There's more...

It is possible to extend an existing domain to add the clustering functionality. There are a
number of ways of doing this, including extending the domain with the configuration wizard,
using the WebLogic scripting toolkit, or using the administration console. | recommend
that you use the administration console (or the scripting toolkit WLST) rather than the
configuration wizard, as it is less likely to lose any changes that you have made to your
domain configuration.

See also

» The Configuring an OHS load balancer, Choosing deployment hardware,
and Tuning for deployment on a virtualized infrastructure recipes
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Configuring an OHS load balancer

Oracle HTTP server is an Apache httpd-based Web server that can be used to load balance
requests across your SOA Suite cluster. This recipe looks at how to install it.

Getting ready

You will need to download the installer for the Oracle Fusion Middleware Web tier, and have
the necessary filesystem permissions on the box on which you wish to install it. Your SOA
Suite domain WebLogic admin server will need to be running, and you will need to know

its administration credentials.

How to do it...

Follow these steps to install OHS on a target server:
1. Extract the installer archive, navigate to the Disk1 folder, and execute the
setup installer. It will open the welcome screen; click on Next to continue.

2. Select whether you wish to search for updates, and how you want them to
be installed, then click on Next to continue.

3. Select that you wish to install and configure the server, then click on Next
to continue.

4. The installer will now validate that your system meets the pre-requisites for
the install; once it has done this, click on Next to continue.

5. Enter the details of the install location; we have selected e: \Oracle\
MiddlewareHome, then click on Next to continue.

Select if you wish to receive security updates, then click on Next to continue.

Select that you only wish to install the HTTP server component, and that you
wish to associate it with a WebLogic domain, then click on Next to continue.

Oracle HTTP Server

|:| Oracle Web Cache

Oracle Process Manager MNotification (OPMN) i= always configured

Aszociate Selected Components with WebLogic Domain

288




Chapter 12

8. Specify the connection details for the WebLogic administration server. In domain host
name, set the IP of the administration server (if targeting the OHS server on the same
server as the administration server, we can set 1localhost), for the domain port no.
Set the administration server's port, then enter the administration user's credentials
in username and password, then click on Next to continue.

9. Accept the default details for the Oracle HTTP Server instance, then click on Next
to continue.

10. Accept the default port configuration, then click on Next to continue.

11. The installer will show a summary of what it is about to do; click on Next and it will
start installing:

. ORACLE’ 11 g
Installation Progress T

Progress
0% |

Copying File ..
Install Log C:\Program Files\Oraclelinventonlogsiinstall2013-02-03_11-24-14AM Iog

w! Installation Progress |

12. Once the installation is complete, the installer will configure the WebLogic domain
and OHS instance. Click on Next to continue once this is done.

The installer will display a summary screen, detailing all of the changes it has made.

Oracle HTTP Server is an Apache httpd-based Web server that can be used to forward
requests to a WebLogic server or cluster of servers. It contains a plugin that will proxy
requests from OHS to the WebLogic servers, and since this plugin is specifically designed
for Oracle WebLogic domains, it understands the nuances of clusters and how to balance
load across them. It is dynamically updated by the cluster to contain an up-to-date topology
as nodes leave and join.

As OHS will then be the client facing facet of a WebLogic domain, it is prudent to have more
than one instance to prevent the introduction of a single point of failure. The worker counts
should then be monitored to ensure that they are capable of providing enough throughput for
your client traffic. It is a common practice to front a number of OHS instances with a hardware
load balancer or component, such as Oracle Traffic Director This helps to ensure that should
an instance fail or become too busy, then traffic can be redirected to OHS nodes with capacity.
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By using OHS, you can provide a common URL for your Web services that resolve to the
OHS server, and the OHS server will then distribute the load across your servers based
on session cookies. This allows you to scale your application outwards to meet your
performance requirements.

» The Configuring a cluster of SOA Suite servers and Choosing deployment
hardware recipes

Tuning for deployment on a virtualized

infrastructure

This recipe looks at some of the tuning you can perform on a virtualized infrastructure
to improve the performance of your SOA Suite application.

Getting ready

This recipe assumes that you are using VMWare ESX as your virtualization environment,
but the principles still apply if you are using another virtualization product. You will need
the necessary permissions to make changes to the configuration of your virtual machine.

How to do it...

Consider the following items for your virtualized SOA Suite infrastructure:

1. We recommend that you run one instance of Oracle SOA Suite per virtual machine.
We have found that this gives the best options for tuning each machine and the
best scalability.

2. The second step is to select the number of vCPUs that will be allocated to each
server. It is not best practice to allocate vCPU cycles that are not used, as then they
cannot be used elsewhere. However, it is also not good to have insufficient vCPUs
available to a machine. We suggest starting with two vCPUs per instance, and
increasing this if you find that you are bottlenecking on CPU availability.

3. Next, we need to create a memory reservation for the server. You should create
a memory reservation large enough to hold the total memory used by the JVM
(not just the heap) plus 20 percent.

4. Finally, since virtual servers can suffer from significant clock drift, we recommend
that you configure an NTP time source, to keep the servers in sync.
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Virtualization hypervisors have many significant optimizations and tricks that they use to
allow over allocation of resources, however many of these do not work well with the way
that application servers, such as WebLogic, are designed to work.

The largest issue is that of memory management. In general, it is considered best practice

to over allocate the memory on a virtualized environment, on the theory that applications will
not always need all of the memory allocated to them. However, this does not work well with
Java applications, where the way garbage collection works causes large chunks of memory

to become free at once, and then it all gets slowly used again until there is none free. When
large chunks of memory become free, the VMWare balloon memory hypervisor assumes this
is because an application just closed, so it will reclaim the memory from the virtual machine
and allocate it to another server. When the JVM then wishes to use it again, the hypervisor has
to find more memory to allocate to it, which can result in lengthy pauses. Creating a memory
allocation stops this from occurring and ensures that the JVM always has sufficient memory.

The other large problem is clock drift. Since virtual servers only have a virtual hardware
clock, its ticks are not as reliable as those of a physical server, resulting in significant clock
drift on virtual servers. Since WebLogic clusters rely on timing information to maintain their
consistency, and because many timeouts in SOA Suite components are measured in seconds,
it is important to configure an NTP source to prevent this drift.

There's more...

In addition to these basic changes, VMWare has a number of recommendations for running
Java application servers in a virtualized environment. See the VMWare documentation for
more detail on these.

See also

» The Choosing deployment hardware and Configuring an OHS load balancer recipes

» The Calculating the total memory used by your application recipe in Chapter 4,
JVM Memory
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Using distributed JMS destinations in

a cluster

A distributed JMS destination is a JMS queue or topic where the messages are spread across
multiple servers in a cluster. They are used to have multiple JMS destinations across different
servers that share a JNDI name.

Getting ready

You will need administrative access to the WebLogic domain that hosts your SOA Suite
applications, and will need to have created a cluster already. If you already have a JMS
gueue using the JNDI name in your domain, you should delete this before creating the
distributed destination.

A distributed JMS queue allows you to have JMS queues with the same name on each node
in a cluster. This allows the load to be distributed across multiple servers, with each server
consuming off its own JMS queue and processing locally. A uniformly distributed destination
is one in which the WebLogic Server creates the individual member queues on each server
for you, rather than you having to do it yourself.

When configuring the producers and consumers for a distributed destination, the producers
should usually be configured to produce to the distributed destination itself, and the local
consumers should be configured to consume from the individual member queues created
by WebLogic.

How to do it...

Follow these steps to configure a distributed JMS:

1. Connect to your WebLogic Server administration console, and log in with your
administration credentials. By default, the administration console is available
athttp://<adminserverhost>:<adminserverports>/console.
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2.

3.

In the left-hand navigation pane, expand Services, Messaging, and then

JMS Modules.

In the main pane, click on New to create a new JMS module.

Domain Structure

soa_tluster

BH-Enwviranment

~~Deployments

EF-services

E}'M_essaging

£--IMS Servers
--Skarg-and-Forward Agents
=I5 Maodules

-"Path Services

JE——

H-Bridges |JMS Modules, Level 3, 3of 5

-Data Sources
“Persistent Stores
~~Foreign JMDI Providers
—Wark Conbexts

IMS Modules
Mew | | Delete Showing 1 to 4 of 4 Previous | Mext
[ 1| Name Type
|:| EaMImsSystemPesource Syskem
[ | BPrarsmadule Systam
[1 | soaimsmadule Syskem
|:| U5 IMS5ystemPesource Syskem
Mew | Delete Showing 1 to 4 of 4 Previous | Mext

Chapter 12
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4. Enter a name for your JMS module, then click on Next.

Create IMS System Module
Back | Mext |Finish |Cancel

The following properties will be used to identify your new module.

M3 syskem resources are configured and stored as modules similar to standard
JZEE modules, Such resources include queues, topics, connection Factories,
templates, destination keys, quota, distributed queues, distributed topics, foreign
servers, and M3 store-and-forward (SAF) parameters, You can administratively
configure and manage M3 system modules as global system resources,

* Indicates required fields

what would vou like to name your System Module?
“Name: gy app MShodulel

Wwhat would you like to name the descriptor file name? IF vou do not provide a name, a
default will be assigned.

Descriptor
File Name:

‘Wwhere would like ko place the descriptor For this System Module, relative o the jms
configuration sub-directory of your domain?

Location
In
Domain:

Back | Mext |Finish |Cancel

< >

5. Target your JMS module to either the SOA or BAM server, depending upon where
it is needed, then click on Next.

Targets:

Servers

] Adminserver

Clusters

O BAM_cluster
O Al servers in the cluster
) part of the cluster
bam_server2
O bam_server3
O bam_serverl

S0A_cluster
@ All servers in the cluster
) part of the cluster
s04a_serverd
S0a_serverZ
spa_serverl
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6. The final screen will ask if you wish to create JMS resources for the new module;
select that you do, then click on Finish.

Create IMS System Module

Back | | PMext |Finish |Cancel

Add resources to this IMS system module

Use this page ko indicate whether vou want bo immediately add resources to this
M3 system module after it is created, JM3 resources include queuss, topics,
connection factories, etc.

Would you like to add resources to this IMS system
module?

Back | | Mext |Finish |Cancel

7. Click on the New button, as shown in the following screenshot, to create a new
JMS resource.

Settings for MyAppIMSModule

Configuration | Subdeployments | Targets | Security | Motes

This page displays general information about a M3 system module and its
resources, It also allows wou ko configure new resources and access existing

resources,
Name: My AppIMSMadule The name of this JM3 syskem
module,  Mare Info.,.,
Descriptor File jrnsryappimsmadule- The name of the M3 madule
Name: jms.xml descriptor file,  More Info...

This page summarizes the JM3 resources that have been created For this JM5
system module, including queue and topic destinations, connection Factories, JM3
templates, destination sort kews, destination quota, distributed destinations,
foreign servers, and store-and-forward parameters.

[ Customize this table
Summary of Resources

Mewy | Dielete Showing O to 0 of 0 Previous | Mext

[ | Mame s | Type | INDI Name Subdeployment Targets

There are no items to display

Mew | Delste Showing 0 to 0 of 0 Previous | Mext
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8. Select Distributed Queue as the type of resource, then click on Next.

O Topic Defines a publishfsubscribe
destination type, which are used
far asynchronous peer
communicakions, & message
delivered to a topic is diskributed
to all topic consumers,  More
Infao...

(%) pistributed Queue Defines a set of gueues that are
distributed on multiple M3
servers, but which are accessible
as a single, logical quewe ko JM3
clienks,  Mare Infao...

() pistributed Topic Defines a set of topics that are
distributed on multiple M3
servers, but which are accessible
as a single, logical topic to JM3
clienks. Mare Info...

9. Enter the name and JNDI name for your distributed queue, then click on Finish.

Create a New JM5 System Module Resource
Back | | Mext | Finizh | Cancel

IS Distributed Destination Properties

The following properties will be used ko identify vour new Distributed Queue. The
current module is MyAppIMSModule

* Indicates required figlds

what would wou like to name your new destination?
Name: MyAppQueus

what JNDI Mame would vou like ta use to look up wour new destination?

JIMDI Mame: jme. myappgueus

Queue members may be either created uniformly from a common configuration, or
created and weighted individually to fine tune performance. How would vou like ko
create queus members?

Destination | | piform v
Type:

Templates provide an efficient rmeans of defining multiple destinations with similar
configuration walues, Waould you like to use a template For this destination?

Template: | e «

Back | | Mext |Fini3h |Cancel

You can also create distributed topics, which work in exactly the same way. To do so, follow
the instructions in this recipe, but select a unified, distributed topic rather than a unified,
distributed queue.
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Using JMS bridges to improve the

enqueue speed

In situations where you have one WebLogic server enqueuing a JMS message to a JMS
queue on a remote WebLogic server, you can improve both the performance and resilience,
by creating a bridged JMS queue. This recipe explains how to do that.

Getting ready

This recipe assumes that the JMS queue already exists on the remote JMS server, and that
you wish to create a bridge to it from your local WebLogic server. You will need to know the
administration credentials for your WebLogic server instance, to be able to create the bridges.

This recipe assumes you have created a local JMS queue with the same name as the remote
JMS queue, and wish to bridge messages between them.

How to do it...

Follow these steps to create a JMS bridge:

1. Connect to your WebLogic Server administration console, and log in with your
administration credentials. By default, the administration console is available
athttp://<adminserverhost>:<adminserverports>/console.

2. Inthe left-hand navigation pane, expand Services, Messaging, and then Bridges,
as in the following screenshot:

Domain Structure

soa_clusker L
[+-Erwiranment
~Deplovments
EF-Services
E}'M_essaging
;‘“JMS Servers
t--Shore-and-Farward Agents
£-- M5 Modules
t--Path Services
Eh-Eridges

L'l‘JMS Bridge Destinations
rData Sources
r~Persistent Stares
F--Frareinn TOT Prowidees
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3. This will display a summary of any existing JMS bridge destinations. Click on the New
button to create a new bridge destination.

4. This will be the local end of the JMS bridge; give it a descriptive name and enter the
connection details such as the URL for the local server, whether you wish the bridge
to use XA or be non-transactional, and the JNDI name of the JMS connection factory
to use. Click on Ok when you are done.

Ok | Cancel

JIM5S Bridge Destination Properties

The Following properties will be used ko identify your new JMS bridge destination.

* Indicates required fields

What would yau like to name wour new IMS bridge destination?
*Name: My QueuelocalDestination

What is the IMDI name of the adapter you would like ko use to communicate with this M5 bridge destination?
Adapter INDI Name: eiz.jms. WLSConnactionFactoryNDIXA — »
What is the CLASSPATH aof this M3 bridge destination?

Adapter Classpath:

‘What is the Connection URL of this M5 bridge destination?

Connection URL: t3:/localhost: 7001

‘Wwhat is the JNDI name of the M5 bridge destination connection Factory?

* Connection Factory JNDI Name: wablagic jms. XACannectionFactory

‘Wwhat is the INDI name of the M5 bridge destination?

* Destination JNDI Name: jms MyApphSQueus

Ok | Cancel

5. You will now be returned to the summary of bridge destinations, but should see your
new bridge destination in the list. Click on New again, and create the remote end of
the bridge.
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6. Enter the connection details for the remote end of the JMS bridge, then click on Ok.

OH, Cancel

JIMS Bridge Destination Properties

The following properties will be used to identify vour new JM3 bridge destination,
* Indicates required fields
what would you like to name your new JMS bridge destination?

*Name: WyRemoteBridgedestination

‘what is the JMDI name of the adapter you would like to use to communicate with this M5 bridge destination?

Adapter INDI Name: gis jms WWLSConnectionF actoryJMDING TR »

‘What is the CLASSPATH of this JM3 bridge destination?

Adapter Classpath:

‘What is the Connection URL of this M3 bridge destination?

Connection URL: t3:4fremotehost. mydomain. com: 7001

‘What is the JNDI name of the JM3 bridge destination connection Factory?

* Connection Factory INDI

Name: wehlogic.jms. XAConnectionFactory

‘What is the JMDI name of the JM3 bridge destination?
* pestination JNDI Name: jms. MyAppMSQueus

Ok | Cancel

7. Navigate to the Bridges section of the Messaging services in the left-hand

navigation pane:

Domain Structure

soa_cluster -
[F+-Enviranment
-~Deployments
EH-Services
E}'M_essaging
-=IMS Servers
-~Skore-and-Forward Agents
--IM3 Modules

i"Path Services

E"'Bridges

-IM5 Bridge Destinations

--Daka Sources
““Persiskent Stares
~-Frreinn TMDT Providers b

i
L
h
i
L
h
H
1
L
v
H
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8. This will give you the summary screen, showing you all of your existing JMS bridges,
which will probably be none if you have not created any yet. Click on New to create
the bridge.

9. Enter the properties for the JMS bridge including its name. Select the checkbox
to ensure that the bridge is started when you have finished creating it, then click
on Next.

Create a New Bridge
Back | | Mext |Finish |Canc:e|

Bridge Properties

The Fallowing properties will be used to identify vour new messaging bridge.
* Indicates required fields

what would vou like to name vour new bridge?

*Name: MyAppIMSBrid
¥APp rnage

what would vou like to name vour message selector?

Selector:

Wwhat bype of service quality would you like to select?

Quality OF Service: Exactly-once v

‘Wwhat initial state of this messaging bridge would you like to select?

Started

Back | | Mext |Finish |Canc:e|

10. Select the JMS bridge destination that represents the local side of your JMS bridge,
then click on Next.

Create a New Bridge
Back | | Mext ‘Finish ‘Cancel

Select or Create a Source Bridge Destination
‘You can select an existing source destination or create a new source destination,

Which existing source destination would ywou like to select?

Select an Existing Source Destination: iy QueueLocalDestination % || Mew Destination

Back | | Mext ‘Finish ‘Cancel
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11. Select the adapter type, which should be WeblL.ogic Server 7 or higher, then click
on Next.

Create a New Bridge
Back | | Mext |Fini3h |Canc:el

Select the Messaging Provider for the Source Destination.

S'hich messaging provider would vou like to select?

Messaging Provider: WeblLagic Server 7.0 or higher v

Back | |ext |Finish |Cancel

12. Select the JMS bridge destination that represents the remote JMS destination,
then click on Next.

Create a New Bridge
Back | | Mext |Fini3h |Cancel

Select or Create a Target Bridge Destination

‘fou can select an existing target destination or create a new target destination.

‘Which existing karget destination would vou like to select?

Select an Existing Target Destination: WyRemoteBridgedestination | New Destination

Back | | Mext |Finish |Cancel

13. Select the adapter type for the remote destination, which is probably WebLogic
Server 7 or higher, then click on Next.

Create a New Bridge
Back | | Mext |Finish |Cancel

Select the Messaging Provider for the Target Destination.

Which messaging provider would you like to select?

Messaging Provider: WeblLogic Servar 7.0 or higher v

Back | | Mext |Finish |Cancel
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14. Select the targets for the bridge, which should be the servers on which the JMS
producers are running, then click on Next.

Create a New Bridge
Back | | hext |Finish |Cance|

Targeting this Messaging Bridge

‘fou can select one or more targets ko deploy your new bridge.

Servers

] adminserver

Clusters

O BAM_cluster
O all servers in the cluster
C part of the cluster
bam_serverl
O bam_server2
O bam_server3

S0A_cluster
@ ANl servers in the cluster
C part of the cluster
50a_Serverz
soa_serverl
s0a_server3

Migratable Targets

O bam_serverl {migratable)

O bam_serverZ {(migratable)

15. Review the information about the changes needed to remote domains,
then click on Finish.

Create a New Bridge
Back | Mext |Finish |Cancel

Click Finish ko Exit

When yaou click the Finish button, a messaging bridge will be created. Howewver, vou may need to manually implement some of the
interoper ability guidelines that apply when using the messaging bridge to access JMS destinations on different releases of
WeblLogic Server and in remate WebLogic domains. The conseole checks your configuration and lists any tasks you must perform
manually below this message, Click the Help button on this panel for more information,

s If either the source or destination ¢ or both Jis in a remote Weblogic domain, the Guest Disabled check box must not be
selecked on that damain,

¢ The Enable Generated Credential check box must not be selected, Use the same password as the credential on all Weblogic
domains that participate in the messaging bridge.

« The ®A connection Factory must be enabled For all WeblLogic domains,

Back | Mext |Finish |Cancel
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A JMS bridge consumes messages from one JMS queue and enqueues them onto a different
JMS queue. While it might sound like doing this would reduce the performance, it has a
number of benefits. Firstly, it means that the component producing JMS messages does not
need to make a network call to a remote server; it can instead enqueue the message locally
with no network overhead, then continue processing. The bridge will ensure that the message
reaches the intended JMS queue. Secondly, it means that poor performance on the remote
JMS server (for example, if it is overloaded with messages) will not result in poor performance
on the JMS producer. This decoupling from the external service can allow you to make
performance guarantees for your services when you have external systems that you have
little or no control over.

A second advantage of JMS bridges is resilience. If your SOA Suite application is enqueuing
messages onto a remote JMS server, then if that remote server goes down and you are unable
to enqueue messages, your application will fail. With a bridge between the two servers, you
can still enqueue messages locally, and when the remote server comes back up, the bridge
will reconnect and send any pending messages to the remote server.

There's more...

An alternative to using a JMS bridge where you want to enqueue a JMS message to a remote
WebLogic server in the same domain is to use a store-and-forward JMS destination. These
are WebLogic-specific features that use the internals of the WebLogic JMS infrastructure

to store a JMS message until it can be transactionally enqueued onto the remote server.

Store and Forward Agents (SAF) are another JMS feature within WebLogic that offer a similar
functionality to JMS bridges, however, in our experience, they are not as performant, are less
reliable, and no easier to configure than a JMS bridge.

See also

» The Configuring distributed JMS destinations recipe
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Choosing deployment hardware

Selection of deployment hardware is the key in ensuring that your application can support
its required non-functional requirements.

Getting ready

You will need to have an understanding of computer hardware to follow this recipe,
and be familiar with your expected user load and other non-functional requirements
for your application.

How to do it...

Consider the following items when choosing the underlying deployment hardware:

1. The first decision is whether you are going to deploy into a physical or virtual
environment. In our experience, Oracle SOA Suite runs better on physical servers,
because it is quite demanding in terms of hardware performance, but we have
seen many successful large-scale deployments on virtual servers. For this recipe,
we will assume that you are deploying on physical hardware.

2. The second thing to decide is the number of application server instances that you
wish to run on each machine, and how much memory you give to application server
instances. As a starting point, consider running with two application servers per
machine, with each application server running with a 4 GB heap. You can then
calculate the approximate amount of memory needed on each machine with the
following formula:

Required memory (in GB) = 2 + (n * (1.25 * m))
Here, n is number of instances, and m is their memory footprint.

3. To calculate the approximate number of CPUs that you need on the box (based on
a standard Intel type x86 64-bit CPU), use this formula:

Required CPUs = (n*8)/c
Here, n is the number of instances, and c is the number of cores per CPU.

4. Having determined the number of required CPUs and amount of memory, we just
need to calculate how many machines we need. As we already have performance
profiled our application, we know how many single users an application server can
deal with and so we can use the following formula:

Required machines = (1.5%e)/s

Here, e is the estimated number of users, and s is the number of users a single
application server can deal with.
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In this recipe, we have seen three formulae, and they could do with a little more explanation.
These formulae have all been derived based on the experience of our consultants working out
in the field on SOA Suite applications; as such, they are guidelines rather than mathematically
proven rules.

The first formula is used to derive the amount of memory needed on a machine. It assumes
that each application server has a 25 percent overhead for memory usage (hence the
1.25*m), and that the operating system will require around 2 GB memory.

The second formula is used to derive the number of CPUs that you will use. The value of 8
comes from our experience that 8 cores per SOA Suite instance is about the minimum you
can get away with in a live system.

The final formula calculates the number of machines needed, and uses a factor of 1.5 times
the expected load, as it is important to plan in contingency to cope with failures or unexpected
load increases.

These formulae together should allow you to calculate the approximate amount and size
of hardware that you will need to host your live SOA Suite application.

There's more...

The preceding guidelines work equally as well for virtual servers, but there are a number
of other concerns to think about. These are discussed in the Tuning for deployment on

a virtualized environment recipe based on tuning for a virtualized environment. In a
virtualized environment, it is normal to run with only one application server per machine.

It is also worth considering deployment on non-Intel x86 architectures, such as some of
the Sparc platforms.

See also

» The Tuning for deployment on a virtualized environment recipe

» The Calculating the total memory used by your application recipe in Chapter 4,
JVM Memory
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file descriptors
increasing, in Linux 162, 163

G

garbage collection
about 133
evaluating 144-147




explicit GC, disabling 149, 150
monitoring, jstat used 10, 11
new size, configuring 134, 135
RMI garbage collector, disabling 148
survivor ratio, configuring 136, 137
verbose garbage collection, enabling 142,
143
garbage-collection algorithm
concurrent mark sweep 139
garbage first 139
parallel garbage collection 139
selecting, in HotSpot 138
selecting, in JRockit 140, 141
garbage first 139
GC. See garbage collection
GCviewer
URL 11
global transaction timeouts
about 153
tuning 153, 154

H

HotRocket 160
HotSpot
garbage-collection algorithm,
selecting 138, 139
HTTP accept backlog
about 155
increasing 155, 156
HTTP timeouts
setting, for external services 278, 279
HugePages 160
human workflow component 255
Hyperic
about 36
alerts, configuring 69-71
Hyperic agents
about 42
installing 42-44
working 45
Hyperic HQ installer
downloading 37
Hyperic server
about 37
configuring, for SOA Suite 11g monitoring
46-51

installing 37-41
working 41

J

Java 1.5 37
Java application
locking, performing 14
Java management extensions (JMX) 128
Java Management eXtensions (JMX)
interface 45
Java Runtime Environment (JRE) 41
Java thread stack size. Sce thread stack size
Java Virtual Machine. See JVM
JDBC connections
monitoring, with WebLogic console 28-32
JMeter. See Apache JMeter
JMS bridge
creating 297-302
working 303
JMS connection factories
tuning 200-203
JMS file persistence
about 199
configuring 197, 198
JMS persistent store 200
JMX 37
JRMC
about 119
features 123
used, for identifying performance
problems 21
JRockit
garbage-collection algorithm, selecting 140
used, for monitoring memory 119
JRockit flight recorder
used, for identifying problems 24-27
working 27
JRockit Mission Control. See JRMC
about 21
working 24
jstat
about 7
used, for identifying locking issues 12, 13
used, for identifying performance problems
14-16




used, for identifying permanent generation
problems 9, 10
used, for identifying problems 7
used, for monitoring garbage
collection 10, 11
working 8
Jvm
about 7, 37, 105
upgrading 167, 168
JVM free memory
monitoring 57
JVM heap size
increasing 106-110
JVM implementations
finding out 159
JVM Just In Time (JIT) 127
JVM memory
heap size, increasing 106-110
memory usage, calculating 115-118
memory usage, viewing using JRMC for
JRockit 119-122
memory usage, viewing using VisualVM for
HotSpot 124-127
Permanent Generation heap size, configuring
113, 114
thread stack size, configuring 130, 131
Xmx and Xms parameters, setting to same
value 111, 112
JVM memory usage
monitoring 54-56
JVM Statistics Monitoring Tool Daemon
(jstatd) 127

L

large document threshold
increasing 229, 230
large pages
using, in Linux 160, 161
Linux
about 37
file descriptors, increasing 162, 163
large pages, using 160, 161
Linux kernel swappiness level
setting to low 169, 170
locking issues
identifying, jstat used 12, 13

310

machine 287
managed server 287
MBean 37
Mediator engine 247
Mediator Parallel Maximum Rows Retrieved
setting 250, 251
Mediator Parallel Metrics Level
setting 248, 249
Mediator Parallel Worker Threads
setting 250
Memory Analyzer Toolkit 16
memory management 105
memory usage
calculating 115-118
viewing, JRMC used for JRockit 119-122
viewing, VisualVM used for HotSpot 124, 125
Mission Control 122
monitoring 36

new size, garbage collection
configuring 134, 135

new size problems
identifying, jstat used 7

non-blocking service invocations
using, in BPEL flows 271, 272

0

OHS load balancer
configuring 288
installing 288, 289
working 289
OPEN_CURSORS parameter 238
open sockets, SOA Suite 11g
monitoring 63-65
Oracle database
tuning 239-244
Oracle Dynamic Monitoring System
monitoring, DMS servlet used 72-74
Oracle Enterprise Service Bus (OESB) 277
Oracle JRockit JVM
using 171, 172
Oracle Service Bus (0SB) 277




Oracle SOA Suite application
monitoring 36
performance monitoring 36
Oracle SOA Suite Mediator component 277

P

parallel garbage collection 139
Parallel Locker Thread Sleep
setting 251, 252
parallel routing rules, mediator components
configuring 276, 277
pause time priority 141
payload validation
disabling 273, 274
Payload Validation setting, BPEL engine 220
performance 6
performance bottlenecks, SOA Suite
application
about 6
garbage collection, monitoring with
jstat 10, 11
JDBC connections, monitoring with WebLogic
console 28-30
locking issues, identifying with jstack 12, 13
new size problems, identifying with jstat 7, 8
performance problems, identifying using
JRMC on JRockit 21-24
performance problems, identifying using
VisualVM 16-20
performance problems, identifying with
jstack 14, 15
permanent generation problems, identifying
with jstat 9, 10
problems, identifying using JRockit flight
recorder 24-27
slow running components, identifying with
Enterprise Manager 33, 34
slow running database queries, identifying
32,33
performance problems
identifying, JRMC using on JRockit 21-24
identifying, jstat used 14-16
identifying, VisualVM using on HotSpot 16-20
performance tests, JMeter
running 98-102
Permanent Generation. See PermGen

Permanent Generation heap
size, configuring 113

permanent generation problems
identifying, jstat used 9, 10

PermGen
about 113, 114
working 114

platform CPU usage, SOA Suite 11g
monitoring 58, 59

potential circular references
removing 260

production mode, WebLogic domains
about 173
working 174

Profiler 21

redo thread 245
remote Hotspot JVM
connecting to 128
remote JRockit JVM
connecting to 123
responses
checking, in JMeter tests 84-87
RMI garbage collector
about 148
disabling 148
working 148
rule execution
looping, preventing 259-262
tuning 263, 264
rules component 255
ruleset 264

S

server 287
server logging level
reducing 157, 158
setSoaDomainEnv script 139, 141
SIGAR library 59
slow running components
identifying, with Enterprise Manager 33, 34
slow running database queries
identifying 32, 33
SOA infra log levels
reducing 230-232
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SOA Suite Vv
monitoring, while testing 88-91

SOA Suite 11g verbose garbage collection
committed transactions, monitoring 66, 68 about 142
data source usage, monitoring 60-62 enabling 142
memory usage, monitoring 55, 56 VFabric Hyperic HQ tool 36
open sockets, monitoring 63-65 virtualized SOA Suite infrastructure
platform CPU usage, monitoring 58, 59 deployment, tuning 290, 291
SOA Suite application VisualVM
performance bottlenecks 6 about 127
SOA Suite cluster used, for identifying performance
configuring 284-286 problems 16-20
SOA Suite EJB timeouts working 20, 127
tuning 163-167
SOA Suite Java Virtual Machines 6 W

SOA Suite Server availability

monitoring 51-54 WebLogic 45
SOA Suite stack WebLogic console
layers 152 used, for monitoring JDBC connections 28-31
Solaris 37 WebLogic domains
startManagedWebLogic script 134 development mode 173
startWebLogic script 134 production mode 173
Store and Forward Agents (SAF) 303 running, in production mode 173, 174
survivor ratio, garbage collection WebLoglc server
configuring 136, 137 monitoring 46
WebLogic thread pool
T configuring 194-196
web service test
thread stack size creating, JMeter used 78-81
configuring 130, 131 Work Managers 197
U X
user web sessions Xmx and Xms parameters
recording, with JMeter 92-94 setting, to same value 111, 112
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