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Introduction

Back in 2005 when I have started my career as a server administrator in a startup, I had just 2 servers to
manage. That was an easy job with just few websites running on both the servers. However, in next few years
I had more than 10 servers running with different application and services. So I had to check the logs of
every server and it was like spending more than a half day every day. Slowly the number of servers increased
so I have configured few scripts to send me some important log information of each server, but again in just
next 1 year I had 50+ servers to manage and it was crazy checking logs and I was worried, as there were all
kinds of attacks happening on the servers. It was a huge task to read logs and troubleshooting the issues for
each server, all I wanted was to have a centralized log server. I googled and found Logstash, as I was learning
more about Logstash I came across with Elasticsearch & Kibana as well and it was a wow moment for me.

I have configured the ELK setup and started working on it. The whole experience was amazing, I was
able to configure all the service logs and application log to a centralized server and also was able to define
the parameters I wanted. The setup helped me to quickly search through the logs and find out the issues.
Using the plugins, I have configured alerts as well.

There is a good community support and the product is keep evolving even to this date. The book
Beginning Elastic Stack covers everything to configure a centralized log server quickly and effectively.

In the book I have also covered Elastic Stack setup with Puppet and Foreman, which will help the server
administrators not to just having ELK Stack configured quickly and easily but also having a system managing
servers using Puppet.

xvii



CHAPTER 1

Getting Started with Logstash -

Logstash is an open source tool designed to manage all of your server logs in a centralized location. This
book includes detailed examples and insights that will help the novice install Logstash and use it like a pro.
The book will also cover the other components of ELK Stack, such as Elasticsearch, Kibana, and Watcher and
Shield. For this book, CentOS 7 and Ubuntu 16.0.4.1 LTS test server machines are Linode servers available
from www.linode.com.

Why Use Logstash?

Log management is often a tedious task for server administrators. It’s a nightmare if you are managing
multiple servers with many services and web apps running that are crucial for your business. The situation is
even worse if you have hundreds of hosts and multiple log files with which you must work.

Imagine a situation in which on a Monday morning, you have reached your office and your boss
immediately calls you in and says that there has been a major problem with your company’s web sites over
the weekend. They are running very slow, or perhaps some of them went offline completely. Of course, you
are upset, and you return to your workstation and start the long process of checking the logs, starting with
GNU/Linux commands, such as grep or tail, or writing shell scripts to extract the information from the logs.

You begin by looking at secure logs, Apache logs, database logs, firewall logs, and so on, to locate the
problem and investigate it. You might eventually find something, but the amount of time and effort this
requires is just too much. Also, you may not have all of the necessary information.

There are tools available, such as syslog-ng, which are helpful but, again, require that you spend hours
of your time finding everything, as the logs grow larger.

You need something that can parse your logs properly and efficiently. You need a tool with which
you can search the strings and quickly find the results. Moreover, you need a tool that acts as a centralized
logging system for your servers. Fortunately, Logstash is an excellent tool for doing just this.

Logstash is an open source tool developed by Jordan Sissel, who currently works for Elastic. Logstash
acts as a data pipeline through which it processes the data from multiple servers and systems. Logstash can
take inputs from TCP/UDP protocols, files, and log management systems, such as syslog-ng, rsyslog, and
many more tools in the field that server administrators install to analyze server events. Like Puppet and
CFEngine, or with monitoring systems like Nagios, Graphite & Zabbix.

For example, let’s say that you have a few servers running at different locations, and these are clusters or
load-balancing servers for your web app. The beauty of Logstash is that it can be used in this scenario, as it
allows you to have a master server wherein all of these nodes can send log data, and you can see and search
the logs from this master machine. Isn’t that an amazing setup? Indeed, it is!

Electronic supplementary material The online version of this chapter (doi:10.1007/978-1-4842-1694-1_1)
contains supplementary material, which is available to authorized users.

© Vishal Sharma 2016 1
V. Sharma, Beginning Elastic Stack, DOI 10.1007/978-1-4842-1694-1_1
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Logstash, Elasticsearch, and Kibana Setup

The servers that are running Logstash agents are called shippers. They send log events of your applications
and services to the Logstash server.

The central Logstash server running services such as brokers, indexers, and storage interface with
Kibana, which is a visualization tool.

Figure 1-1 illustrates how the Logstash, Elasticsearch, and Kibana setup works. We will explore the
entire setup in greater depth in later chapters.

Log Server 1 Log Server 2 Log Server 3

logstash

8 elasticsearch.

Figure 1-1. Logstash, Elasticsearch, and Kibana setup

Logstash collects data from the different sources defined by using the configuration file. Logstash can
process any type of logs that are being maintained, including Apache logs, MySQL logs, firewall logs, and
error logs. The best part is that one can store logs from different nodes and services in a centralized place
and analyze them there.
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Elasticsearch does real-time data analysis from different data sources. It is scalable, and it does full text
search.

Kibana is a web application designed to visualize data in Elasticsearch. It allows you to search data
(in our case, logs) and visualize it in various ways (such as bar graph, pie charts, and other graph types).
Visualizations can be organized in dashboards for quick access to information.

Following are some of Logstash’s key features:

e Logstash is open source and free to use.
e  Logstash is lightweight.

e Logstash is highly customizable.

e Logstash is easy to configure.

e Input and output plug-ins are readily available for Logstash.

Preinstallation Setup

Now let’s start the process of installing Logstash. I will be covering the Linux distributions CentOS 7 and
Ubuntu 16.04.1. Before you start installing Logstash on your machines, you have to install Java, as Logstash
is written in JRuby, and you must have a Java Development Kit (JDK) installed. You can install OpenJDK 7 or
later versions and can also use the official Oracle version. Here, I prefer working with OpenJDK, as you can
install it easily using yum on CentOS and APT on Ubuntu.

Hardware Requirements

You might be setting up the ELK Stack for a production environment in which you are processing much data
from different sources. Also, in later chapters, we will be installing more packages and processing more data.
Following, therefore, are the minimum hardware requirements:

4GB RAM (8GB recommended)

SSD hard drive (storage amount can be anything depending on your usage)

Multiple core CPU

Fast and reliable network. Most data centers have good network speed these days.

Install a Fresh Server

Install a fresh server using CentOS or Ubuntu. Before we proceed with installing the packages, I assume that
the user is installing the packages as user and not as root. It is always a good idea to use a GNU/Linux server
as user and not as root.

To install the packages as user, you have to use a sudo command. The following link shows you how to
configure sudo and how to add user into a sudoers file:

For Cent0S

https://wiki.centos.org/TipsAndTricks/BecomingRoot


https://wiki.centos.org/TipsAndTricks/BecomingRoot
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For Ubuntu

https://help.ubuntu.com/community/RootSudo

Installing OpenJDK 8 and JRE on CentOS 7

If you are installing OpenJDK 8 and JRE, do so as user. On a CentOS or Ubuntu machine, open the terminal
from your KDE or Gnome window manager. You will see a screen similar to the one shown in Figure 1-2.

[vishneO@ localhost ~]§ |}

Figure 1-2. Connect remote server using SSH

If you are working remotely, SSH into the remote system, which is illustrated in Figure 1-3. Always check
for updates on a freshly installed server, as follows:

[vishneo@localhost ~]$ sudo yum check-update
[vishneo@localhost ~]$ sudo yum update

sudo yum install java-1.8.0-openidk

irror

from cached hostfile

4bit) for packa
) for package
£} for pack

g Dependenc

g Dependenc

Dependenc

em for pa
bit) for

Figure 1-3. Installing Java


https://help.ubuntu.com/community/RootSudo
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Use the following commands in the terminal to install the packages.
[vishneo@localhost ~]$ sudo yum install java-1.8.0-openjdk

Press Enter, and then type Y to install all the dependencies, along with the Open]JDK JRE to be installed.
To install OpenJDK 8 JDK, run the following command:

[vishneo@localhost ~]$ sudo yum install java-1.8.0-openjdk-devel

Press Enter, and sudo will ask for your password before proceeding further. Enter your password, then
type Y. It will now install OpenJDK, as shown in Figure 1-4.

9.8 ME 00100100

Figure 1-4. Installing OpenJDK 8 and JRE on CentOS 7

Installing Open]JDK 8 and JRE on Ubuntu 16.04.1 LTS

Always upgrade a freshly installed server. To upgrade Ubuntu 16.04.1 LTS, we will run following commands:

vishneo@snf-725572:~% sudo apt-get update
vishneO@snf-725572:~% sudo apt-get upgrade

On some servers, Open]DK 8 comes preinstalled in Ubuntu 16.04.1 LTS, but you should still check it out
to be sure. Open your terminal and issue the following commands:

vishneo@snf-725572:~% java -version

openjdk version "xxxx"

OpenJDK Runtime Environment (build 1.8.0 111-8ull1-bi14-2ubuntu0.16.04.2-b14)
OpenIDK 64-Bit Server VM (build 25.111-b14, mixed mode)

For me, it’s already installed. However, if you do not see the preceding output, follow these instructions:
vishneo@:~$ sudo apt-get install openjdk-8-jre

This command will show you all the dependencies that have to be installed with the package, as shown
in Figure 1-5.
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vishreOBsn?-728572: -5 sudo apt-get install openjdk-8-jce
Feading package lista... Done

EBuilding dependency tree

Reading state information... Dome

The following sdditional packeges will be instelled:

ca-certiticates-java dbus-x11 11g £ de 3 B d = = backend geonfi guont.
hicolor 1 1 1 Iibatk1.0-0 1ibatkl.O-data 1ibavahi-clientd 1ibavahi-common-data 1ibavahi-caonmond
licavahi-glibl 1 1 libcupsl libdatriel libdrm-smdgpul libdem-incell libdem-nouvesul Amn-—:mem Lib2 lacd
libfontcontigl 11bv|:unl 2-4 hhq\d.k pxxbu!? 0-0 uqux-,mmz O-comeon 1ibgif? libgll i libgl glx libglap 1ib
L 3 1ibgrtk2.0-0 libgukl.0-bin libgtkl.O-comson libharfbuzzOb libjbigd llh;, L m::wm lieb 2 libllves .8
libledl? ll.hm”ﬂ libnss) libnsal)- uaacﬂ: 1ibogg0 liborbit-2-0 lib: 1.0-0 1 -1.0-0 1 1.0-0 1 80 1 1-0 libpulse0 libandfilel
libtdbl libthai-dats libchai0 1ibciffs I libvorbisOa 1 libvorbisfiled liball-xchl 1 iz-0 1 13-0 1 9
libxeb-present0 libxch-render0 libxch-shmd L p-aynel 1 11 11 libxfixesd libxié libx 1 1 11
libxtsté 1ibxxfAfvml openjdk-8-3 d-th x1
suggested packages:

w:ont ~defaults-service default-jre libasound?-plugins alsa-utils 1 bin 1 ra-gtkd 1 ca-pulse deaktop-b: 1 b

gamin | fem g i brl gues L 1s pu plugin op-n;ak-u-gn-)m P @

!enu—lmom-mmbﬂ tri-wqy-microkel | ttf-wgy-zenhei fonta-indic
The following NEW packages will be installed:

ea-certilicates-jove dous-x1l ig-conlig fonta-de) Tonta-delovu-extra gooni-service goonf-service-backend goonil goonil-common

h 1 L 3 1 1 data 1 libatk1.0-0 libatkl.D-data libavahi-clientd libavahi-common-data 1ibsvahi-commond
licevani-glibl 1 wwon. 1 1 liboupsz 1 libdrm-smdgpul libdrm-imtell libdem- mweuuz 1mm—:mun1 11b2 Lace

1 Likbg Libg 0=0 1libgn Libgif? Libgli-mesa-dei libgli-mesa-glx libglap

1 0 1 1 tez-3 unguz o0 1ibgek2.0-bin libgtk:.O-common libharfbuzzib nn;mgo 1ibjpeg- t\n‘:bﬂ! munaqs liblemsz-2 1ib1lvmd.8
libledl? libnzprd libnasd libmaad-pasdc libogg0 liborbit-2-0 1 1.0-0 1 +0-0 1 1-0 libpulsel libandfilel
libedbl libthai-data libcthail libtiff$ Libtxe- d.icn—lzttﬂ libveorbisla libvorbisencl llmrblt!llli libx11- ﬂcbl 1m:c» -dril-0 libucb-. ﬂ:i! 0 1ibxcb-glx0
libxch-present0 libxchb-render0 libxch-zhmd L b-ay 11 11 1ibxié libx 1 11

libxratd libxxfB6vel openjdk-8-jre openjdk-S-jre-hesd leu Acund=-cheme=freedeskiop X11=common
0 upgraded, 98 nevly installed, 0 to remove and 3 not upgraded.
Need to get 53.8 NE of archives.
After thiz operaction, 99 MB of addicionsl disk space vill be used.
Do you want to contimue? [(¥/n] ¥

Get:l hrcpr//itp.co.uoe.ge f Linux/ ubunt/ xeninl/main wodéd foncs-de)avu-core sll 2 35=1 [1,039 kE]

Get:2 hetp:if/ftp.oo.ude.gr / Linu/ ubuntu/ xenial amd 4 fig all 2.11. .1 [49.9 kB)
Get:3 hucp:/ffrp.co.uwoc.gr/mirrors/ linux/ ubuntuy, up sexif4 libfontconfigl amdé4 2.11.94-Oubuntul.l [131 kB)
Ge hetpe/fInp. oo, uon. ge/microra) Linux/ dbuntu/ packages xeninl i amd6d 2.11.94-0ubuntul.l [178 KB]

Get:$ hetp://ftp.cc.uoc.ge/mirrors/ linux/ubuntu/ packages xenial/main amdé4 libasyncnsd smdf4 0.8-Sbuildl [12.3 kB)

el hrop://Itp.co,uos. g f Lanux/ wbuntw/ xenial/main amdéd libbonobol-common all 2.32.1-3 [34.7 kE]

Ge! hetp://ftp.coc.uoc.gr/microra/ linux/ ubuntu/ packages xenial/main amdé4 liborbit-2-0 amdéd4 1:2.14.19-1buildl [140 kB)

Ge hecp:/fftp.cc.uoc. g Linu/ ubuntu, xenial/main mmdé4 libbonobol-0 amdéd4 2.32.1-3 [211 kB)

Ge heep://fep. oo uoc. g/ mirroral Linux/ ubuntu/ packages xenial/main amdéd libjpeg-turbef amdéd 1.4.I7-0ubuntud [111 kE)

Get:10 htep://ftp.cc.uoc.ge/mirrors/ linux/ ubuntu/ packages xeninl/main amdé4 libloms2-2 amdd4 2.4-Jubuntu? (137 kB)

L mrtpr//fcp.co. uoc. gr/mirrora/ Linuk/ ubuntu/ packages xenial/moin amdsd liboggl emdSd 1.3.2-1 [17.2 k3]
Get:12 htep://fep.cc.uoc.ge/micrors/ linuk/ubuntu/packages xenial/main amdf4 libxcompositel amdéd 1:0.4.4-1 (7,714 B)

Figure 1-5. All the package OpenJDK dependencies

Press Enter and then press Y (see Figure 1-6).

Do you want to continue? [¥/n] ¥

Get:l hetp://ftp.ce.uwoc. gr/mirrors/ Linux/ ubuntw/packages xenial/main amdéd fonts-dejavu-core all Z.35-1 [1,039 kB)

Get:Z http://ftp.cc.uoc.gr/mirrors/ Linux/ ubuntw/ wenial-upd main amdéq 2ig all 2.11.94-Oubuntul.l [49.9 kB]
Ger:3 heep://frp.ce.voc.gr/mirrors/ Linux/ ubuntw/ senial-up main amdéd libe 1gl amdéd 2.11.94-Oubuntul.l [131 kB)
Ger:4 htop:/fftp.co.woc,gr/mirrors/ linux/ubuntu/ packages xenial-updaces/main amdé4d fontconfig amdéd 2.11.94=-Oubuncul.l [178 kB)
Ger:S hetp://frp.co.uoc.gr/mirrors/ linux/ubuntu/ packages xenial/wain amdéd libasyncnsd amdfd 0.8-5Sbuildl [12.3 kB]

Get:6 hetp://frp.ce.uoc.gr/mirrors/ linuk/ubunty/ packages xenial/wain amdéd libbonoboZ-common all 2.32.1-3 [34.7 kB)

Get:7 http://ftp.cc.woc.gr/mirrora/ linux/ubuntu/packages xenial/main amdsi liborbit-2-0 amdéd 1:2.14.19-lbuildl [140 kB]

Ger:® heop:/fftp.oc.uwos.gr/mirrors/ linux/ ubunty/packages wenial/main amdéd libbonobol-0 amdéd 2.32.1-3 [211 KkB)

Ger:® hetpi//fcp.cc.wos, gr/mirrors/ Linux/ ubunty/ packages xenial/main amdéd libjpeg-turbof smdé4 1.4.2-Oubuntud (111 kE]

Get:10 htip://ftp.cc.uoc.gr/mirrors/ Linux/ ubuntu/packages xenial/main amdéd liblems?-2 wedéd 2. 6-Jubuntul [137 kB]

Ger:11l htep://frp.ce.uoc.ge/mirrors/ linux/ ubuntu/packages xenial/main amdéd libogg0 amdéd 1.3.2-1 [17.2 kB]

Get:1Z htop://fcp.ce.woc. gr/mircors/ linux/ubuntu/packages xenial/main amdéd libxcompositel amdéd 1:0.4.4-1 [7,714 B)
JETp.cc.uod, gE/mizrors/ Linux/ ubuntu/ packages xenial/main amdéd libxfixesd amdéd 1:5.0.1-2 [11.1 kB)
/trp.ce.uoc. ge/mirrora/ linuy/ ubuncy/ packages xenial/main amdéd libxrenderl amdéd 1:0.9.9-Oubuntul [18.5 KEB]
fitp.cc.woe.gr/mizzors/ linux/ubuntu/packages xenial/main wedfd libxcursorl smdéd 1:1.1.14-1 [22.8 kB]
/ftp.ce.uoc.go/mirrors/ linus/ uuntu/ packages xenial/main amdéd libxdamagel amdfd4 1:1.1.4-2 [6,946 B)
ifffcp.cc.woc. gr/mircors/ linux/ ubuncu/ packages xenial/main amdéd libxineramal amdéd 2:1.1.3-1 [7,908 B)
/Etp.cc.woc, ge/mirrora/ linux/ubuntu/packages xenial/main amd6d libxshmfencel amdéd 1.2-1 [5,042 B]

Ger:l9 heep://ftp.ec.uwos.gr/mirrors/ linux/ ubunty/ packages xenial/main amdéd x1l-common all 1:7.7+13ubuncud [22.4 KB)

Get:20 hrtp:i//fop.cc.uwoc.gr/mirrora/ linux/ ubuntu/packages xenial/main amdéd libxtacé amdéd 2:1.2.2-1 [14.1 kB]
htep://frp.co.uoc. gr/mirrors/ linux/ ubuntu/packages xenial/main amdéd libxxf86évml amdéd 1:1.1.4-1 [10.6 kEB)
Jftp.ee.uoc. ge/mirrors/ linux/ ubunty/ packages xenial-updates/main amd64 libnsprd amdé4 2:4.12-OubuntuD.16.04.1 [112 kB
/itp.ce.uoc. ge/mirrors/ linux/ubuntu/packages xenial-updates/main amdéd libnssd-nsadb all 2:3.23-Oubuntul.16.04.1 [10.6 kB]
/ftp.cc.woc. gr/mirrors/ linux/ ubuntu/ xenial main amd64 libnssd amd64 2:3.23-OubuntuD.16.04.1 [1,144 kB)
/trp.ce.uoe. ge/mirrora/ linux/ ubuncu/ packages xenial/main amdéd ca-certificates-java all 20160321 [12.9 KE]
fEtp.ce.uoc, gr/mizrors/ Linux/ wountu/packages xenial/main amdéd all 0.5 [7,742 B)
fftp.ce.voc.ge/mirrors/ linux/ ubuntu/packages xenial/main amdéd libavahi ! amddd 0.6.32 df=g-1ubuntu? [21.7 KB)
Get:28 http://itp.cc.woc.gr/mirrors/ linux/ubuntu/packages xenial/main smdéd libavahi-comoeon? ssmdéd 0.6.32~ro+dfsg-lubuncu2 [21.6 kB)

Ger:29 /ftp.co.uoc.ge/mizrors/ linux/ ubuntu/ packages xenial/main amdé4 libavahi-clientd amd64 0.6.32-rc+dfsg-lubuncu? [25.1 kB]
Ger:30 ftrp.ce.woe. ge/mizrors/ linux/ ubuntu/ packages xenial/main amdéd libeups? amdSd 2.1.3-4 [197 kB)

Get:dl /itp.co.woc. gr/mirrora/ lanux/ ubuntu/packages xenial/main amdsd libjpegs amdéd Sc-lubuntus [2,194 B)

Getidz fETp.oc.uod., ge/mizrors/ Linuk/ ubuntu/ packages xenial/main amdéd libxié amdéd 2:1.7.6-1 [28.6 KE]

Geriid /ftp.cc.uos. gr/mirrors/ linux/ uouncu/ packages xenial-updates/main amdéd openjdk-8-)jre-headless amdé4 BuPl-bld-Jubuntul~16.04.1 [26.9 HE)
Getidd fitp.co.woc. gr/mirzors/ linux/ uountu/packages xenial/main weddd LibibigD amddd 2.1-3.1 [26.6 kB]

Ger:is ftrp.cc.woc. ge/mirrors/ linus/ubuntu/ packages xenial/main amdéd4 libexc-dxtn-s2ecO amdf4 0-gic20131104-1.1 [51.8 kB)

Get:d6 /trp.ce.uoe., ge/mirrora/ linux/ubuntu/ packages xenial/main amd6d dbus-x11 amdéd 1.10.6-1lubuncu3 [21.6 kB)
Get:37 s/ /Efrp.cc.woc, ge/mirrors/ linux/ ubuntu/ packages xenial/main amdéd fonts-dejavu-extra all 2.35-1 [1,745 kB)
Get:ig /trp.ce.uoc. ge/mirrora/ linuy/ ubuncu/ packages xenial/mwain amd6d goonfZ-common all 3.2.6-Jubuntué [21.0 KkE)

Get:39 http://ftp.cc.uwoc.gr/mirrors/ linux/ ubuntu/packages xenial/main amdéd libgoonf-2-4 amdfd 3.2.6-3ubuntué [84.6 kEB]

Get:40 http://ftp.ce.uoc.ge/mirrors/ linus/ uunty/ packages xenial/main amdéd goonf-service-backend amdf4 3.2.6-3ubuntué [57.5 kB]
Ger:41 htep://frp.cc.woc. ge/mircors/ linux/ubuntu/packages xenial/main amdéd geonf-service awdéd4 3.2.6-3ubuntué (2,046 E)
Get:42 http://frp.cc.woc,gr/mircors/ linux/ubuntufpackages xenial/main amdéd goonfl amdéd 3.2.6-3ubuntué [65.8 kB)

Get:43 hrep:

Jfrp.ce.woc. ge/mizeors/ linuy/ ubunty/ packages xenial/main amdéd hicolor-icon-theme all 0.15-Oubuntul [7,750 B)

Figure 1-6. The number of packages that will be installed
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It will take some time to install all of the packages. Once this is done, you will have Java installed, as
required by Logstash, in order to work properly.

Installing Logstash

Now we will move forward and install Logstash on our server. You can install the Logstash source from the
following address: https://www.elastic.co/downloads/past-releases/logstash-2-4-1.

To begin simply, we will now explore how we can install Logstash from repositories on CentOS 7 and
Ubuntu 16.04.1 LTS.

Installing Logstash on CentOS 7

First, we will download and install the public signing key (Figure 1-7). This is an important step to verify that
the package is not corrupted or tampered with.

[vishneo@localhost ~]$ sudo rpm --import https://packages.elasticsearch.org/GPG-KEY-
elasticsearch

[vishneOR localhost ~]$§ sudo rpm --import https://packages.elasticsearch.org/GPG-KEY-elasticsearch
[(vishneOR localhost ~]§ l

Figure 1-7. Installing a public signing key

Once complete, we will add the Logstash repository into our system, because the CentOS 7 default
repository doesn’t contain Logstash.

We will add it below in the /etc/yum.repos.d/ directory. We will use the standard text editor, nano or
vi, from the command line, to create the new repository, as shown in Figure 1-8.

[vishneO@ localhost ~]§ sudo vi /etc/vunm.repos.d/logstash. repo.
Figure 1-8. Creating a repository using vi

Let’s name our repo logstash.repo. Issue the following command, to add the repository in your
terminal window (see Figure 1-9).

[vishneo@localhost ~]$ sudo vi /etc/yum.repos.d/logstash.repo
Press i to insert text.

[logstash-2.4]

name=Logstash repository for 2.4.x packages
baseurl=https://packages.elastic.co/logstash/2.4/centos
gpgcheck=1
gpgkey=https://packages.elastic.co/GPG-KEY-elasticsearch
enabled=1


https://www.elastic.co/downloads/past-releases/logstash-2-4-1

CHAPTER 1 * GETTING STARTED WITH LOGSTASH

[logstash-2.4]

name=Logstash repository for 2.4.x packages
baseurl=https://packages.elastic.co/logstash/2.4/centos
gpgcheck=1
gpgkey=https://packages.elastic.co/GPG-KEY-elasticsearch
enabled=1

Figure 1-9. Code for Logstash repo using vi

Once you have added the repo, press ESC, then :wq inside the vi editor, to save it and exit
(see Figure 1-10).

[logstash-2.4]

name=Logstash repository for Z2.4.x packages
baseurl=https://packages.elastic.co/logstash/2.4/centos
gpgcheck=1
gpgkey=https://packages.elastic.co/GPG-KEY-elasticsearch
enabled=1

weff
Figure 1-10. Exitingvi
If you are using nano, you have to issue the following commands in your terminal (see Figure 1-11):

[vishneo@centylog root]$ sudo nano /etc/yum.repos.d/logstash.repo

Biogstash-2.4)

name=Logstash repository for 2.4.x packages
bhaseurl=httpa://packages.elastic.co/ logstash/2.4/centos
gpgchecis1

gpgkey=httpa://packages.clastic, oo/ CPG-KEY-elasticoscarch
enab Led=1

B | ey | ey | B B
Figure 1-11. Creating a Logstash repo file using nano
8
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To save the file in nano, press CTRL+X, and enter Y.
Now you are ready to install Logstash using yum (see Figure 1-12).

[vishneo@localhost ~]$ sudo yum install logstash

[vishneOf localhost ~]§ sudo yum inscall logstash
luging: fastestmirror

| ©51 B 00:00:00
| 1.8 kB 00:00:01

- Packs L .4.0-1 will be installed
-> Finished Dependency Resolution
Deperdencies Fesolved
Package Arch Version Repository Size
Installing:
log: noarch 1:2.4.0-1 logatash-2.4 8L M
Transaction Susmary
Install 1 Package
Total download =ize: 81 N
P | ®1 HE 00:00:18
Running transaction check
Ru aaction test
Tr test succesded
Ry saction
g i 1:logstash-2.4.0-1.noarch /1
t 1lrlogstash-2.4.0-1.moarch 11

Inst :
legstash.noarch 1:2.4.0-1

Complece
[vizhneOf localbost ~1§ ]

Figure 1-12. Installing Logstash using yum
Press Enter and then Y. Logstash is now installed on your server.
We will now check out the Logstash installation. By default, in CentOS 7, it will be installed in /opt.

Enter the following command to change the directory to /opt/logstash (see Figure 1-13).

[vishneo@localhost ~]$ cd /opt/logstash/

[vishneO@ localhost ~]§ cd /opt/ logstash/l
Figure 1-13. Changing the directory to Logstash
Now we will run Logstash, in order to check if it's working properly.
[vishneo@localhost logstash]$ sudo bin/logstash -e 'input { stdin { } } output { stdout {} }'

Press Enter, and then wait for few seconds, until you see a message on your screen, such as the one
shown in Figure 1-14.

[vishneORf localhost ~]§ cd /fopt/logstash/

[vishneOR localhost logstash]§ sudo bin/logstash -e 'input { stdin { } } output { stdout {(} }'
Settings: Default pipeline workers: 2

Pipeline main started

Figure 1-14. Running Logstash
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When you see the message that the Logstash start-up has completed, type in the following text and
press Enter.

It Works!!!
You will see a message such as the following. It means that Logstash is working just fine (see Figure 1-15).

Pipeline main started
It works!!
2016-10-12T08:53:31.9827 localhost.localdomain It works!!

[vishneOR localhost ~]§ cd /opt/logstash/
[vishneOR localhost logstash] $ sudo bin/logstash -e 'input { stdin { } } output { stdout {} }'

Settings: Default pipeline workers: 2
Pipeline main started

It works!'!

2016-10-12T08:53:31.982Z2 localhost. localdomain It works!!

Figure 1-15. Logstash running successfully

Now let’s see what information Logstash is displaying. It shows us the date, timestamp, IP address or
hostname (if you have configured one), and our message. In my case, the hostname is localhost.

There is one more thing that you may have noticed. It is a value 9827, which is part of the timestamp;
982 is a fraction of a second; and Z represents UTC (a.k.a. Zulu), as Logstash normalizes all timestamps to
UTC.

To stop running Logstash, press Ctrl+D.

Installing on Ubuntu 16.04.1 LTS

We installed OpenJDK 8 JRE eatrlier (see Figure 1-5). We will now install OpenJDK 8 JDK on Ubuntu 16.04.1
LTS. Open the terminal and issue the following commands (see Figure 1-16):

vishneo@snf-725572:~% sudo apt-get install openjdk-8-jdk

10
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~-dev libxchbl-dev libxdmep-dev libxe-dev libxté openjdk-8-jdk-headless

bxté openjdk-8-jdk

-16.04.1 [8,166 KE]
[430 k2]

Figure 1-16. Installing OpenJDK 8 JDK

Press Enter and then Y, apt-get will install all the dependencies required by the package.
Now we will install Logstash on our Ubuntu server. First, we will install the public signing key with
following commands:

vishneo@snf-725572:~$% sudo wget -q0 - https://packages.elastic.co/GPG-KEY-elasticsearch |
sudo apt-key add

Now we add the Logstash repository to the /etc/apt/source.list.d/ file, with the following commands:

vishneO@snf-725572:~$% echo "deb http://packages.elastic.co/logstash/2.4/debian stable main"
| sudo tee -a /etc/apt/sources.list.d/logstash.list

Next, we will update our repository with the following command (see Figure 1-17):

vishneo@:~$ sudo apt-get update

sudo apt-get update
_.a'alrr_:s.n’llrl_s('dm_'tu.fpackaqls x8

1 InReleass

-updates InRelease
~backports InRelesss
ease
/packages.elastic.cof logstash/2.4/debian stable InRelease
logstash/2.4/debian stable Release [3,301 B]
.elastic.cof logstash/2.4/debian stable Release.gpg [490 B)
-elastic.co/ logstash/2.4/debian stable/main amdf4 Packages [45
.elastic.co/logstash/2.4/debian stable/main 1386 Packages [496 B]

(1,687 B/s)

. Done

/ package: elait:c co/logstash/2. 4/debian/dists/stable/Release.gpg: Signature by key 46055L0CA548582C1A269909D27D666CIBBE42B4 uses veak digest algorithm (3HL1)
\1sn*en'i-at 72557214

[securivy. ubuntn. con"ub_m:l. xenial-security Ink

Figure 1-17. Updating repository using apt-get update
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Once it has been updated, we will install Logstash, using the following command (see Figure 1-18):

vishneO@snf-725572:~$% sudo apt-get install logstash

vishneOfsnf-725572:~§ sudo apt-get install logstash
Feading package lists... Done
Building dependency tree
Reading state information... Done
The following NEW packages will be installed:
logstash
0 upgraded, 1 newly insctalled, 0 to remove and 3 not upgraded.
Need to get §4.5 ME of archives.
After this operation, 143 ME of addictional disk space will be used.
Get:1 http://packages.elastic.co/logstash/2.4/debian scable/main amd64 logstash all 1:2.4.0-1 [84.8 HB)
Fetched 84.8 MB in 13s (6,142 kB/s
Selecting previously unselected package logstash.
{Reading database ... 63079 files and directories currently installed.)
Preparing to unpack ".flogscash_lkaaa‘4‘0—1_ﬁll.dcb _—
Unpacking logstash (1:2.4.0-1)
Proces=sing triggers for aystemd (229-dubuntuld)
Frocessing triggers for ureadahead (0.100.0-1%9)
Setving up logstash (1:2.4.0-1)
Processing triggers for systemd (229-4ubuntull)
Frocessing triggers for ureadahead (0.100.0-1%9)
vishneOBsn£-725572:~% |J

Figure 1-18. Installing Logstash on Ubuntu 16.04.1 LTS

The command will install Logstash in the /opt directory. Run the following command to go to the
logstash/ directory (see Figure 1-19).

vishneO@snf-725572:/% cd /opt/logstash/

vishneO@snf-725572:/¢ cd /opt/logstash/
vishneO@snf-725572:/opt/ logstash$ I

Figure 1-19. Changing the directory to /opt/logstash/bin

Now we are inside the bin directory. Enter the following command to test your installation on Ubuntu.
We will run this command. Once you see that Pipeline main has started, type “It Works!!!"

vishneo@snf-725572:/opt/logstash$ sudo bin/logstash -e 'input { stdin { } }
output { stdout {} }'

It Works!!!
2016-10-12T09:56:58.057Z snf-725572 IIt Works!!!

Asyou can seg, it is working just fine on Ubuntu too. As previously noted, here you are seeing the
date, timestamp, IP address or hostname (if you have configured one), and our message. In my case, the
hostname is snf-725572.

There is one more thing you that may have noticed. It is a value of 851Z. It is part of the timestamp. 851
is a fraction of a second, and Z represents UTC (a.k.a. Zulu), as Logstash normalizes all timestamps to UTC.

To stop running Logstash, press Ctrl+D.
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It's always a good idea to familiarize yourself with the options an application provides. The following is a
listing of all of the CLI flags that Logstash provides (see Table 1-1). You can use the - -help option to see all

this information.

vishneo@snf-725572:/opt/logstash$ sudo bin/logstash --help

Usage:

/bin/logstash agent [OPTIONS]

Table 1-1. Logstash CLI Flags

Options

Summary

-f, --config CONFIG_PATH

-e CONFIG_STRING

-w, --filterworkers COUNT

-1, --log FILE

--quiet
--verbose
--debug

-V, --version

-p, --pluginpath PATH

-t, --configtest

--[no-]allow-unsafe-shutdown

-h, --help

Load the Logstash config from a specific file or directory. If a
directory is given, all of the files in that directory will be concatenated
in lexicographical order and then parsed as a single config file. You
can also specify wildcards (globs), and any matched files will be
loaded in the order described previously.

Use the given string as the configuration data. It has the same syntax
as the config file. If no input is specified, then the following is used
as the default input: "input { stdin { type => stdin } }".If

no output is specified, the following is used as the default output:
"output { stdout { codec => rubydebug } }".Ifyouwish to use
both defaults, use the empty string for the -e flag

(default: "").

Sets the number of filter workers to run.
(default: 0)

Writes Logstash internal logs to the given file. Without this flag,
Logstash will transmit logs to standard output.

Increases verbosity of Logstash internal logs. Specifying this once will
show “informational” logs. Specifying it twice will show “debug” logs.
This flag is deprecated. You should use --verbose or --debug instead.
Quieter Logstash logging. This causes only errors to be transmitted.

More verbose logging. This causes “info”-level logs to be transmitted.
Most verbose logging. This causes “debug”-level logs to be transmitted.

Emit the version of Logstash and its friends and then exit.

A path to where plug-ins can be found. This flag can be issued
multiple times to include multiple paths. Plug-ins are expected to
be in a specific directory hierarchy: 'PATH/logstash/TYPE/NAME. b’
where TYPE is 'inputs’, 'filters’, 'outputs’', or 'codecs' and NAME
is the name of the plug-in.

Check configuration for valid syntax and then exit.

Force Logstash to exit during shutdown, even if there are still in-
process events in memory. By default, Logstash will refuse to quit
until all received events have been pushed to the outputs.
(default: false)

print help
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Logstash Configuration

Now that Logstash is installed and you have checked the CLI flags, it is time to configure it. We will do a very
simple configuration here.

Create and save the file in the Logstash configuration directory in /etc/logstash/conf.d using vi or
nano.

[vishneo@localhost logstash]$ sudo vi /etc/logstash/conf.d/logstash-sample.conf
In our first sample, we will have a simple input and output, as follows:

## Sample Logstash Config
input {
stdin {}
}
output {
stdout {}
}

We will now run Logstash, to see if this file works. Change the directory to /opt/logstash and issue the
following command:

[vishneo@localhost logstash]$ sudo bin/logstash -f /etc/logstash/conf.d/logstash-sample.conf
Press Enter, then type Config Test. Press Enter again, and you will see the following output:

Pipeline main started
Config Test
2016-10-12T09:05:01.470Z localhost.localdomain Config Test

Asyou can see, the correct output is displayed, so our sample config file is working just fine, as shown in
Figure 1-20.

[vishneOR localhost logstash]$§ sudo bin/logstash -f /etc/logstash/conf.d/logstash-sample.cont
Sectings: Default pipeline workers: 2

Pipeline main started

Config Testc

2016-10-12T09:05:01.470Z localhost. localdomain Config Test

Figure 1-20. Running Logstash using our sample configuration

Logstash Logs

By default, Logstash stores all the logs in /var/log/logstash. You will not see any logs for now but will when
in later chapters we configure Logstash to parse log files.
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Upgrading Logstash

As we are using CentOS 7 and Ubuntu 16.04.1 LTS servers for our setup, we will always upgrade Logstash
using such package managers as yum and apt. Before upgrading Logstash, shut down the Logstash pipeline

[vishneo@localhost /]$ sudo service logstash stop

On Cent0S 7 server
[vishneo@localhost /]$ sudo yum update logstash

On Ubuntu 16.04.1 LTS
[vishneo@localhost /]$ sudo apt-get upgrade logstash

Once Logstash is upgraded, you can test your configuration files by changing the directory to /opt/
logstash and running the following:

[vishneo@localhost logstash]$ sudo bin/logstash -f /etc/logstash/conf.d/
nameofconfigurationfile.conf

If any updates appear in your configuration file, then do the updates. Once done, start Logstash.

[vishneo@localhost logstash]$ sudo service logstash start

Summary

In this chapter, we tested our Logstash installation on CentOS 7 and Ubuntu 16.04.1 LTS. I have also
introduced you to what Logstash can be used for and how to do the following:

e Install Logstash
¢  Configure Logstash
¢  Run Logstash using a simple configuration on our server

In next chapters, you will learn more about how to install Elasticsearch and Kibana and how to
configure them in order to have our setup ready.
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CHAPTER 2

Getting Started with Elasticsearch/

Now that we've installed Logstash, we will move forward and install and configure Elasticsearch. Before we
do this, let me explain first a little bit more about Elasticsearch.

What Is Elasticsearch?

Elasticsearch, developed by Shay Banon, is written in Java. It is open source and based on Apache Lucene,
under an Apache license.

So what does Elasticsearch really do? Elasticsearch is a scalable full-text search and analytics engine.
It works with large data and lets you store and perform searches on it. Because Elasticsearch is based on
Apache Lucene, it does incremental indexing, which makes Elasticsearch lighting fast.

For simplicity’s sake, take, for example, a big e-commercial web site such as Amazon.com. It contains
millions of products in a large number of categories. Elasticsearch comes in handy if, say, one manages the
Amazon web site and wants to search for products that are trending on the store or one wants to search the
entire Amazon catalog for specific products that are out of stock in all categories. Elasticsearch can do this
and a lot more, which you will discover in later chapters.

Installing Elasticsearch on CentQS 7

Elasticsearch requires Java to be installed. As we already installed Java in Chapter 1, we now just have to
check the Java installation on CentOS 7.

Log into the server using SSH, and if you are logged in as root, you have to add a user and add it to the
sudoers list. Issue the following commands to add a user (see Figure 2-1):

[root@localhost ~]# adduser vishneo

[rootllocalhost ~]# adduser VishneO

[rootl@localhost ~]# passwd Vishnel

Changing password for user VishneO.

New password:

passwd: all authentication tokens updated successfully.
[root@localhost ~]# l

Figure 2-1. Issuing the commands to add a user
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Give it a password, as follows:
[root@localhost ~]# passwd vishneo

Once complete, log out and log back in as user.Remember to add the user to the sudoers file. Please
refer to Chapter 1 for how to add add a user to the sudoers file.
Now we will check the Java version. Issue the following commands (see Figure 2-2):

[vishneo@localhost /]$ java -version

openjdk version "1.8.0 102"

OpenIDK Runtime Environment (build 1.8.0 102-b14)
Open]DK 64-Bit Server VM (build 25.102-b14, mixed mode)

[vishneOf localhost /]§ java -version

openjdk version "1.8.0_102"

OpendDK Runtime Environment (build 1.8.0_102-b1l4)
OpenJDK 64-Bit Server VM (build 25.102-b14, mixed mode)
[vishneOR localhost /) § .

Figure 2-2. Checking the Java version

Now that we have installed Java (see Figure 2-2), we will move on and install Elasticsearch on CentOS 7.
We will first download and install the public signing key, to make sure that the package is not corrupt or
hasn’t been tampered with.

[vishneo@localhost /]$ sudo rpm --import https://packages.elastic.co/GPG-KEY-elasticsearch

Now we will add the repository in our system and install Elasticsearch. Let’s create the elasticsearch.
repo (see Figure 2-3).

[vishneo@centylog ]$ sudo vi /etc/yum.repos.d/elasticsearch.repo

[elasticsearch-2.x]

name=Elasticsearch repository for 2.x packages
baseurl=https://packages.elastic.co/elasticsearch/2.x/centos
gpgcheck=1
gpgkey=https://packages.elastic.co/GPG-KEY-elasticsearch
enabled=1

Figure 2-3. Creating elasticsearch.repo

Press i to enter the following code:

[elasticsearch-2.x]

name=Elasticsearch repository for 2.x packages
baseurl=https://packages.elastic.co/elasticsearch/2.x/centos
gpgcheck=1
gpgkey=https://packages.elastic.co/GPG-KEY-elasticsearch
enabled=1
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Press the Esc key and then enter :wq to save and exit vi. Now that our repository is ready to use, let’s
install Elasticsearch.
Issue the following command to install Elasticsearch (Figure 2-4):

[vishneo@localhost /]$ sudo yum install elasticsearch

Figure 2-4. Installing Elasticsearch using yum

Elasticsearch is installed, as you can see in Figure 2-4. Now we will add Elasticsearch to init scripts, so
that it will start while CentOS 7 is booting (see Figure 2-5).

[vishneo@localhost /]$ sudo systemctl enable elasticsearch.service

[sudo] password for vishneo:

Created symlink from /etc/systemd/system/multi-user.target.wants/elasticsearch.service to /
usr/lib/systemd/system/elasticsearch.service.

s/elasticsearch.service to /usc/lib/systemd/system/elasticsearch.service.

Figure 2-5. Adding Elasticsearch to the init scripts

Installing Elasticsearch on Ubuntu 16.04.1 LTS

Open the console, to check if you have Java installed on your server (see Figure 2-6).

vishneO@snf-725572:/$ java -version

openjdk version "1.8.0 91"

OpenIDK Runtime Environment (build 1.8.0_91-8u91-b14-3ubuntu1~16.04.1-b14)
OpenIDK 64-Bit Server VM (build 25.91-b14, mixed mode)
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4-Bit Server V

Figure 2-6. Checking the Java version installed

As you can see here, Java is already installed, so we can now move ahead and install Elasticsearch. Let’s
first download and install the public signing key.

vishneo@snf-725572:/$% wget -q0 - https://packages.elastic.co/GPG-KEY-elasticsearch | sudo
apt-key add -

Now let’s add the Elasticsearch repository to our system (Figure 2-7).

vishneo@snf-725572:/% echo "deb https://packages.elastic.co/elasticsearch/2.x/debian stable
main" | sudo tee -a /etc/apt/sources.list.d/elasticsearch-2.x.1list

packages.elnstic.co/eln
icsearch/Z.x/debian stable

ArChSZ.x/deDian STADLe MALDT | JUQC Tee -8 /eTC/MPL/IOUCCEs.lisT.d elasTicsearch-Z.x.list

Figure 2-7. Adding Elasticsearch to the repository

Now that the repository includes Elasticsearch, issue the following command (see Figure 2-8):

vishneo@snf-725572:/% sudo apt-get update && sudo apt-get install elasticsearch

Figure 2-8. Installing Elasticsearch
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As seen in Figure 2-8, we first updated our repository and then installed Elasticsearch. Elasticsearch
is now installed. Next, we will add it to init scripts, to start it while the Ubuntu operating system (OS) is
booting (see Figure 2-9).

vishneo@snf-725572:/$% sudo update-rc.d elasticsearch defaults

; sudo update-rc.d elasticsearch defaults

Figure 2-9. Adding Elasticsearch to the init script

Elasticsearch is now installed on our Ubuntu 16.04.1 LTS service, and we have also added it to our init
scripts. In next section, we will configure Elasticsearch.
Now that Elasticsearch is installed, we can proceed with configuring it.

Configuring Elasticsearch on Cent0S 7

When we installed Elasticsearch, it created the configuration directory in /etc/elasticsearch. In that
directory, we have two configuration files: elasticsearch.yml and logging.yml.

elasticsearch.yml: This file contains all the server settings that we need.
logging.yml: This file contains all the settings required for logging.
First, we will examine the elasticsearch.yml configuration file. To open the configuration file in our

terminal window, we will use the following command (see Figure 2-10):

[vishneo@localhost /]$ sudo vi /etc/elasticsearch/elasticsearch.yml or if you are using nano
[vishneo@localhost /]$ sudo nano /etc/elasticsearch/elasticsearch.yml
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E szzszazszzassssnzsssnsas Elascicsearch Configuration sessmaszsszssszssssssszms
#

# NOTE: Elasticsearch comes with reasonable defaults for most settings.

# Before you set out to tweak and tune the configuration, make sure you

# understand what are you trying to accomplish and the consequences.

#

# The primary way of configuring a node is via this file. This template lists

# the most important settings you may want to configure for a production cluster.
#

# Please see the documentation for further information on configuration options:
# <http://wuw.elastic.co/guide/en/elasticsearch/reference/current/setup-configuration.html>
#

e e D e L L e e ClUSLEY =—=———ec e e e e e e e e e ————
#

f# Use a descriptive name for your cluster:

#

# cluster.name: my-application

#

f —mmmm e e e e e e e ————— Node ====meecsc e s e e e e e e —————————
#

# Use a descriptive name for the node:

#

# node.name: node-1

#

# Add custom attributes to the node:

#

# node.rack: ril

#

# mmmmmmmmm e e e e e ————— PAthS ==me—cccec s e e e e e e e e e ——————————
#

# Path to directory where to store the data (separate multiple locations by comma) :
#

# path.data: /path/to/data

#

# Path to log files:

#

# path.logs: /path/to/logs

#

£ -

Lock the memory on startup:

#

# bootstrap.memory_lock: true
"/etc/elasticsearch/elasticsearch. yml" 94L, 3192C

Figure 2-10. Elasticsearch configuration file

Press Enter and our configuration file will open.

As shown in Figure 2-10, when we open the configuration file, we have to focus our attention on two
variables: cluster.name and node.name as you can configure Elasticsearch service as Cluster as well, where
multiple nodes cooperate to store,index and search data.

cluster.name: This is the cluster that will be associated with the node.

node.name: This is the server name. Here you can specify the name or, if you have
hostname, it will pick the hostname automatically.

cluster.name also helps Elasticsearch to discover the clusters automatically and associate them with
the nodes.

Now we will change the values of cluster.name and node.name in our configuration file.

In my case, I make cluster.name = Cluster 1andnode.name = centylog, as seen in Figure 2-11.
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Use a descriptive name for the node:

Figure 2-11. Configuring Elasticsearch

Elasticsearch works in master/slave mode. Master servers keep track of the health of cluster servers, and
slave servers are where data is stored.

For now, we will make a single server act as both master and slave, to test our Elasticsearch installation
and configuration.

Configuring Network Settings

We will now go to the network section and configure the values there. In the network section, we will
uncomment network.host and set the value there, as we want to test it on localhost.

network.host: localhost
Now let’s uncomment http.port and set it to the default value of port 9200 (see Figure 2-12).

http.port: 9200

Figure 2-12. Elasticsearch configuration

Save the configuration file, and we will now test our installation. To do so, we must start Elasticsearch,
so that it can read the configuration file (see Figure 2-13).

[vishneo@localhost /]$ sudo service elasticsearch restart

[sudo] password for vishneo:
Restarting elasticsearch (via systemctl): [ oK ]
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[vishneOR localhost /1§ sudo service elasticsearch restart

[sudo] password for wvishneO:

Restarting elasticsearch (via systenmctl): [ DK ]
[vishneOB localhost /]§ I

Figure 2-13. Restarting the Elasticsearch service

To test our installation to see if it is running on port 9200, we will run the following commands (see
Figure 2-14):

[vishneo@localhost /]$ curl -X GET 'http://localhost:9200' and press enter. You should see
the output similar to below
[vishneo@localhost /]$ curl -X GET 'http://localhost:9200"

{

"name" : "centylog",

"cluster_name" : "Cluster 1",

"cluster_uuid" : "gx6mNmDRQDekvCQ92VWwMQ",

"version" : {
"number" : "2.4.1",
"build_hash" : "c67dc32e24162035d18d6fele952c4cbcbe79d16",
"build_timestamp" : "2016-09-27T18:57:55Z",
"build snapshot" : false,
"lucene_version" : "5.5.2"

1

"tagline" : "You Know, for Search"

[vishneOR localhost /]§ sudo service elasticsearch restart
[sudo] password for wvishneO:
Restarting elasticsearch (via systemctl): [ OK ]
[vishneO@ localhost /1§ curl -X GET 'http://localhost:9200'
{
"name" : "centylog”,
"cluster name” : "Cluster 1",
"cluster uuid"” : "gx6mNwDRQDekvwCQIZVUwHMQ",
"version" : {
"number®" : "2.4.1",
"hbuild hash" : "c67dc32e24162035d18d6feled52c4cheche79dl6",
"build timestamp” : "2016-09-27T18:57:552",
"build snapshot" false,
"lucene version” "5.5.2"
b
"tagline"” : "You Know, for Search"

.
.

}
[vishneO@localhost /1§ |}

Figure 2-14. Checking the Elasticsearch installation

24



CHAPTER 2 * GETTING STARTED WITH ELASTICSEARCH

The output shown in the figure means that Elasticsearch is working properly.

Configuring Elasticsearch on Ubuntu 16.04.1 LTS

Now let’s configure Elasticsearch. You can find the configuration files in /etc/elasticsearch. We will edit
elasticsearch.yml, as we have done previously on CentOS 7. The only four values that have to be changed
are as follows:

cluster.name: Uncomment it and put the cluster name here. In my case, I have
set the name as Cluster 1.

node.name: Uncomment it and put the hostname of your machine here.
node.name: ubulog

network.host: localhost. It should be localhost for now, as we are testing it.
http.port: 9200. This is the default port.

After making changes in the configuration file, we will test our installation on Ubuntu, as we have
done previously on CentOS 7. We have to start the Elasticsearch service on Ubuntu before we can test our
configuration (see Figure 2-15).

vishneo@snf-725572:/% sudo service elasticsearch start

wvishneO@snf-725572:/§ curl -X GET 'http://localhost:9200'
"nawe” : "uwbulog”,
"cluster name” @ "Cluster 1",

"ecluster uuid"” @ "am7LfDsNSCuaeSonHfwy7u™,

"version" : {
"nuber” : "2.4.1%,
"build hash" : "ce7dc32e24162035d18d6feleSS52cdchebhe?9d1e",
"buil l::i_t. imescamp™” : "2016-09-27T15:57:552",
"build snapshot" : false,
"lucene version” : "5.5.2"

"You Know, for Search”

Figure 2-15. Testing Elasticsearch

Now let’s test our installation and configuration by running the following commands, as we have done
previously for CentOS 7 (see Figure 2-16).

vishneo@snf-725572:/% curl -X GET 'http://localhost:9200'
{

"name" : "ubulog",
"cluster_name" : "Cluster 1",
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"cluster_uuid" : "am7ffDsNSCuae8onHfwy7w",

"version" : {
"number" : "2.4.1",
"build_hash" : "c67dc32e24162035d18d6fele952c4cbcbe79d16",
"build_timestamp" : "2016-09-27T18:57:55Z",
"build_snapshot" : false,
"lucene_version" : "5.5.2"

1

"tagline" : "You Know, for Search"

}

Asyou can see in the Figure 2-16, our Elasticsearch installation and configuration are working just fine
on our Ubuntu 16.04.1 machine.

fata shards pri relo init unassign pending_tesks max_task_vait_time active
1 o 0 0 0 0 o

[
Figure 2-16. Showing Elasticsearch cluster health

There are few more things we can do. We can check cluster health by issuing the following command:

[vishneo@localhost /]$ curl 'localhost:9200/ cat/health?v’

epoch timestamp cluster status node.total node.data shards pri relo init unassign

pending_tasks max_task wait_time active shards_percent

1476273257 11:54:17 Cluster 1

green 1 1 o o 0 0 0 0 -
100.0%

As shown in Figure 2-16, the cluster health is showing up in green.

Creating an Index

We can create an index by issuing the following command:

[vishneo@localhost /]$ curl -XPUT 'localhost:9200/sampleindex?pretty’
{

}

"acknowledged" : true

Let’s check if the index is in list.
[vishneo@localhost /]$ curl 'localhost:9200/ cat/indices?v’
health status index pri rep docs.count docs.deleted store.size pri.store.size

yellow open  sampleindex 5 1 0 0 650b 650b

As we can see in Figure 2-17, the sample index we have created is showing in the list.
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[vishneOB localhost /1§ curl -XPUT 'localhost:9200/sampleindex?pretcy’
{

"acknowledged” : true

3
i

[vishneOB localhost /]§ curl 'localhost:9200/ cat/indices?v'

health status index pri rep docs.count docs.deleted store.size pri.store.size
yellow open sawpleindex 5 1 0 0 650b 650k
[vishneOB localhost /]§ I
Figure 2-17. The Elasticsearch index list
We can delete an index (Figure 2-18) by running the following command:

[vishneo@localhost /]$ curl -XDELETE 'localhost:9200/sampleindex?pretty’
{

"acknowledged" : true
}
[vishneO@ localhost /1§ curl -XDELETE localhost:9200/sanmpleindex ?pretey’

"acknowledged” : true

Figure 2-18. Deleting an index from Elasticsearch

As shown in Figure 2-18, we have deleted the sample index successfully.

Upgrading Elasticsearch

As we are using CentOS 7 and Ubuntu 16.04.1 LTS distributions for our setup, we will be using the package
management provided by the aforementioned distributions yum and apt-get.
Follow these steps before upgrading Elasticsearch:

1. Always look at breaking changes first at waw.elastic.co/guide/en/
elasticsearch/
reference/current/breaking-changes.html.

2. Itisrecommended that you test upgrades on development servers. Upgrading
Elasticsearch on a production environment can creak things.

3. The most important rule is to always take backups before any upgrades on a
production server.

To upgrade follow these steps:
1. Shut down Elasticsearch.

2. Upgrade it using a distributions package-management system, such as yum or
apt-get.
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3. Upgrade plug-ins, if any.
4. Start Elasticsearch.

You can upgrade plug-ins by changing the directory to /usr/share/elasticsearch. Once inside the
directory, first list the plug-ins that are installed.

[vishneo@localhost elasticsearch]$ sudo bin/plugin list
First, you must remove the plug-in you want to upgrade.
[vishneo@localhost elasticsearch]$ sudo bin/plugin remove pluginname
To install a plug-in, do the following:

[vishneo@localhost elasticsearch]$ sudo bin/plugin install pluginname

Summary

In this chapter, you were introduced to Elasticsearch, including
e Installing Elasticsearch on CentOS 7 and Ubuntu 16.04.1
e  Configuring Elasticsearch
¢  Running and testing Elasticsearch

In the next chapter, you will learn how to install Kibana, the graphical interface designed to work with
Elasticsearch.
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CHAPTER 3

Getting Started with Kibana

In earlier chapters, we installed Logstash and Elasticsearch successfully. Searching logs manually in
Logstash can be a bit of a tedious process for beginners. We need something with which we can search our
logs easily and quickly. And now we have a tool that works with Elasticsearch to allow us to do just that—
Kibana.

Kibana is an open source web interface tool for Elasticsearch. We can access it with your browser.
Kibana is an excellent tool for visualizing data in the form of charts, graphs, maps, and tables. So, when all
we need is something that is pleasing to the eye and simple to understand as well, Kibana is the perfect
choice.

We can search logs to check screens for, say, high loads on some of our nodes, or perhaps failed login
attempts on SSH. Kibana provides various screens on which we can search, filter, and submit queries as well
as view visual aspects, such as traffic peaks on a web site at a given time of day.

Installing Kibana is very simple. It doesn’t require any coding or too many changes to configuration files
to make it work.

Now let’s move on and install Kibana on CentOS 7 and Ubuntu 16.04.1 LTS machines. For now, we do
not require anything other than Elasticsearch, which we have already installed.

Installing Kibana on Cent0S 7

Let’s now install Kibana on CentOS 7, using yum. First, we will create a repo for Kibana, as shown in Figure 3-1.

[vishneo@centylog /]$ sudo vi /etc/yum.repos.d/kibana.repo

[vishneOfcentylog /1§ sudo vi /fetc/vum.repos.d/kibana.repo

Figure 3-1. Creating a repository in CentOS 7

Next, we will write the following code in our new repo to get the package, using yum (see Figure 3-2).

[kibana]

name=Kibana Repo
baseurl=http://packages.elastic.co/kibana/4.6/centos
gpgcheck=1
gpgkey=http://packages.elastic.co/GPG-KEY-elasticsearch
enabled=1
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[kibana]

name=Kibana repository

baseurl=http: //packages.elastic.co/Kibana/s/4.6/centos
gpgcheck=1

gpgkey=http: //packages.elastic.co/GPG-KEY-elasticsearch
enabled=1

Figure 3-2. Writing code for our new Kibana repository

As we have now created our repo, we will install Kibana using yum. Type the following command into
your terminal window and press Enter (see Figure 3-3).

[vishneo@centylog /]$ sudo yum install kibana

[vishneOBcentylog /]§ sudo yum install kibana

Figure 3-3. Installing Kibana

Once you press Enter, yum will install Kibana (see Figure 3-4).

[vishaed
Lowded p.
base
elasticsearch-2.x
epel /x6_E4imeralink

wtylog /14 udo yum inatall kibana
ins: Castestairror

00:00:00
00100100
00:00:00
00:00:00
00:00: 00
00:00:00
00:00:00
00:00:00
00100100
00:00:00
00:00:00
00:00: 0

00:00:00

- Findshed Dependency Resolution

= Resolved

Arch Version Repository

=B6_64 4.8.1-1 kibana

Figure 3-4. Kibana installed, using yum on CentOS 7

Asyou see in Figure 3-4, Kibana is now installed on our CentOS 7 machine, and we will add the
following code, so that it starts automatically on booting up.
On the CentOS 7 terminal window, type the following command and press Enter.

[vishneo@centylog]$ sudo chkconfig --add kibana
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Kibana is now added to our init system. Now let’s check our installation, to make sure that we start
Kibana (see Figure 3-5).

[vishneo@centylog /]$ sudo service kibana start
[sudo] password for vishneo:
kibana started

[vishneO@centylog /]§ sudo service kibana start
[sudo] password for vishne0:
kibana started

Figure 3-5. Starting Kibana

Kibana is now running. By default, it listens on localhost only on port 5601. To access the dashboard
on port 5601, add the port to the firewall.

[vishneo@centylog /]$ firewall-cmd --zone=dmz --add-port=5601/tcp

We have opened port 5601. Start the web browser and open the following URL:
http://localhost:5601

In my case, I have set it up so that I will access it using my public IP (see Figure 3-6).

http://myip:5601

Incex Pattems.

[ e ettt indlex pattarn You f . d
e e e, GoONfigure an index pattern
In ongier 10 use Kizana you must configune at least one index pattem Index patterns are used 1o identify the Elasticsearch index fo nan search and analytics against. They are akso used to
C’)l‘.‘ing‘_‘ helos.

# Index contains time-based svents

Use avant times to create Index names [LESRECATED]

Index name or pattern

Pattems akw you ko define dynamic index names using * as a wildsard. Example: logstashe"
logstash-*

Do not expand index patiem when searching [Not recommended)

Figure 3-6. Accessing the Kibana interface
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Hurray! Our installation is successful, and Kibana is running. We will configure it and make it work in a
subsequent section of this chapter.

Installing Kibana on Ubuntu 16.04.1 LTS

Let’s now install Kibana on Ubuntu 16.04.1. We will add the repository for Kibana to our Ubuntu system, as
follows (see also Figure 3-7):

vishneo@Ubuntu:~$ echo "deb http://packages.elastic.co/kibana/4.6/debian stable main" | sudo
tee -a /etc/apt/sources.list.d/kibana.list

vishneO@Ubuntu: ~§ echo “deb http://packages.elastic.co/kibana/4.6/debian stable main” | sudo tee -a /etc/apt/sources.list.d/kibana.list
[sudo] password for vishne:
deb http: //packages.elastic.co/kibana/4.6/debian stable main

Figure 3-7. Creating a repository for Kibana in Ubuntu 16.04.1

As we have now added the Kibana repo, we will install it using apt-get on Ubuntu. First, we will update
the repository with the following command (see Figure 3-8):

vishneo@Ubuntu:~$ sudo apt-get update

1 h 1 i¥6 Packages
:, a;w:nqu slastic.co stable Releass [1,234 B]
: ¥ ubantu, con Sources [31.3 kB)
'nﬂ.ﬂa ea3TAC. 0 SLAbLE/BAIR W34 Puckages
1//2eCuraty. Nbantu, Con EIUSTY-SeCurity/main endsd Packeges [430 XE]
ackagea. elastic.co stable/main 1386 Packages

1p: //3ecuTity. ubantu. Con CIUITY-3eCUEAtY/umiverae andfd Fackages [124 kB)
| Tgn http://mircors. digitalocean. con trusty Inkelease

‘FRCUEATY. UEMATY, 0O CIUSCY-36CUELTY/BALL 1386 Peckages [403 kB]
packages.elastic.co stable/nain smdéd Fackages [452 B)
/uiErors.digitalocesn. com Crusty-updates InRelesss [65.5 XB]
/3eCUEL LY. WY, COB LEUAtY-SeCuUriTy/universe 1386 Packeges [124 B
/packages.elastic.co stable/main 1306 Packages [3584 D)

s S aneuri Ly iy, con ¥ ivy/main Te [235 k3]

wtps f/3mcurd by . ubunku. com ¥ ity rse Transl -en [72.9 kB

lasticsenzch leJs Translation-en U3
/EirEces.digitalocesn.com trusty Release.gpg
1 P Trenslation-en
fmiErors. digital com TEMATY-upd /= Scugeea [261 kB
!

talocean. com ¥ Sources [150 kB)

fpackages.elastic.co stable/main Translation-en U3

fpackeges.elastic.co stable/nain Translation-en

fpackages.elastic.co stable/nain Translation-en US

pr //BAEEOES, d1g1TAlOCEAN, COB TEMSTY-UpdAtes /main andSd Packages [T1Z k3]
1

Getild hetp://mirrors.digital com d f axdi4 Packages [338 kB)
Get:19 hoep: //mirrors. digitalocesn, con truaty-updates/uain 1306 Facksges [631 xB]
/mirrors.digitalocean, com trusty-updates/universe Fackages [339 kB)
= P /Bain Teanslation-en
Transl

SWACEB
. com amdfd Fackages
fairrors. digitalocesn. com tL\Asl\uu‘nlveLse andfd Facksges
TP: //MAEECES 1386 Packages

| Bt betp://mireoes. digitalocesn. con u:uu(7.:u\|.wzu 1386 Fackages
Hit http://miceces.
|Bit bt //mizeces =
| Ion http: /fuircors. d: 1 g Teanslation-en,
| Tgm herp: /mizeces. digitalocenn. con Trusty/universe Translatio
| Terched 4,156 kB in 215 (198 kB/s)

Figure 3-8. Updating the Ubuntu 16.04.1 repository

Our repository is updated, and now it’s the time to install Kibana on our Ubuntu machine, using the
following command (see Figure 3-9):

vishneo@Ubuntu:~$ sudo apt-get install kibana
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vishneO@Ubuntu: ~§ sudo apt-get install kibana
Reading package lists... Done
Building dependency tree
Reading state information... Done
The following packages will be installed:
kibana
0 upgraded, 1 newly installed, 0 to remove and 25 not upgraded.
Need to get 34.4 MB of archives.
After this operation, 1,703 KB of additional disk space will be used.
Get:1 https://packages.elastic.co/kibana/4.6/debian/ stable/main kibana amdéd 4.6.1 [34.4 MB]
Fetched 34.4 MB in 17s (1,954 kB/s)

(Reading database ... 135698 files and directories currently installed.)
Preparing to unpack ... /kibana_4.6.1_and64.deb ...
Stopping kibana service... 0K

Unpacking kibana (4.6.1)
Processing triggers for ureadahead (0.100.0-16) ...
Setting up kibana (4.6.1) ...

Processing triggers for ureadahead (0.100.0-16)

Figure 3-9. Installing Kibana on Ubuntu 16.04.1

Now that Kibana is installed on your machine, you have to add the following command, so that it starts
automatically on booting up (see Figure 3-10):

vishneo@Ubuntu:~$ sudo update-rc.d kibana defaults 95 10

vishneO@Ubuntu: ~§ sudo update-rc.d kibana defaults 95 10

Adding system startup for /fetc/init.d/kibana ...
/etc/rc0,.d/KlOkibana -> ../init.d/kibana
/etc/rcl.d/KlOkibana -> ../init.d/kibana
fetc/rc6.d/Kl0kibana -> ../init.d/kibana
/fetc/rc2.d/595kibana > . ./init.d/kibana
/etc/rc3.d/595kibana -> ../init.d/kibana
fetc/rcd.d/595kibana -> ../init.d/kibana
/etc/rc5.d/595kibana ->_../init.d/kibana

Figure 3-10. Adding Kibana to boot

OK. It’s time to test our installation, as we did previously for our CentOS 7 machine. Again, by default,
Kibana is accessible from localhost on port 5601 by typing the following command into your web browser:

http://localhost:5601
In my case, I will access it using my public IP (see Figure 3-11).

http://myip:5601
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vishneORUbuntu: ~¢ sudo service kibana start

Figure 3-11. Starting Kibana on Ubuntu 16.04.1

Before accessing it from your browser, you have to start it on your system, so type the following
command into your terminal (see Figure 3-11):

vishneo@Ubuntu:~$ sudo service kibana start

It has started and is now running on default port 5601. Open your browser and type http://
localhost:5601 or, on your IP, http://myip:5601.
On my Ubuntu system, I see the screen shown in Figure 3-12, as we saw earlier on the CentOS 7 system.

[ w o ol index 1. Vi 2 1
s e Configure an index pattern
I ardler o use Kibana you must configure at least one index patiem. Index pattems are used to identily the Elsticsscech index to run search and andlytics against. They ans alo used to configure fields.
* Index comaing time-bated events
Use event times 1o create index names [DEPF: ECATED]

Index name or pattem

ogetash-*

Da nat expand index pattem wisen seaching fct

Figure 3-12. Accessing the Kibana interface on Ubuntu 16.04.1

One important thing to note here is that we have opened port 5601 on our firewall. If we are on a public
IP, this will result in a security issue. Kibana itself doesn’t come with an authentication method. To secure
Kibana, you have to use a reverse proxy such as Nginx or skip to Chapter 8 to read more about how to secure
the ELK Stack.
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Configuring Kibana with Logstash and Elasticsearch

Now that Kibana is installed, let’s move forward to see what screens it provides. Let’s also configure it with
Elasticsearch, to see some demo data.

I have Apache installed on my server, and I will get some sample data from the Apache log to show you
how Kibana works. Make sure that Logstash, Elasticsearch, and Kibana are all running.

First, I will create a sample configuration file for Apache logs with the following command (see Figure 3-13):

[vishneo@centylog /]$ sudo vi /etc/logstash/conf.d/01-webserver.conf

[vishneO@centylog /)% sudo vi /etc/logstash/conf.d/0l-webserver.cont

Figure 3-13. Creating a sample configuration file for Kibana

I will then include the following code in our configuration file (see Figure 3-14). (I will not explain the
configuration file here, as you will learn about it in the next chapter.)

input {
file {
path => "/var/httpd/logs/access_log"
start_position => "beginning"
}

}
filter {

if [type] == "apache-access"

grok {
match => { "message" => "%{COMBINEDAPACHELOG}" }
}

}
date {

match => [ "timestamp" , "dd/MMM/yyyy:HH:mm:ss Z" ]
}
}
output {

elasticsearch {
hosts => ["localhost:9200"]

}
stdout { codec => rubydebug }

}
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ﬂ root@centydog/etcfogmash/conf.d
He Edt Vew Wndow Hel
SR Ay AR MDD D EN

|ampaz |
file (
pach =» “fetc/hetpd/loga/eccess_log”
type = “spache-sccess”
stazt_position => “beginming”

| tileer |
14f [zype] == "spache-access”
It

grek
match s> | "nessage” 3 "% [COMBINEDAPACHELOG)™ }
}

|date
| match «> [ “tipestaxp” , “dd/Myyyy:Hi:mces I° )
}
I
| outpue ¢
elasticsenzch |
hoscs => [“localbost:5200%]

stdout | codec => mubpdebug

Figure 3-14. Logstash configuration file for Apache access log
Now I will run Logstash to generate the index (see Figure 3-15).

[vishneo@centylog /]$sudo service logstash start

[vishneOfcentylog /)% sudo service logstash restart

Figure 3-15. Restarting Logstash to generate the index

Now [ open another terminal screen, and issue the following command (see Figure 3-16).

[vishneo@centylog /]$ curl -XGET http://localhost:9200/_cat/indices?v

health status index pri rep docs.count docs.deleted store.size pri.store.size

yellow open  logstash-2016.03.08 5 1 139 0 157.2kb
yellow open  logstash-2016.03.07 5 1 4059 0 1.9mb
yellow open  .kibana 1 1 1 0 3.1kb

157.2kb
1.9mb
3.1kb

[vishneo@centylog /7|$ curl -XGET http://localhost:9200/ cat/indices?v
health status index pri rep docs.count docs.deleted

store.size pri.store.size

yellow open  logstash-2016.03.08 5 1 139
157.2kb 157.2kb

yellow open  logstash-2016.03.07 5 1 4059
1.9mb 1.9mb

yellow open  .kibana 1 1 1
3.1kb 3.1kb

Figure 3-16.
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You will see the preceding output shown in Figure 3-16. You can see the two indexes that I created with
Logstash. You will see that the Logstash indexes are in the format of YYY-MM-DD. After the indexes are created,
go to your browser with Kibana open and type logstash-* to match your index pattern. Keep it that way,
and press Enter once it’s done. In the other dialog box, you will see the Time-field name, where it will show
@timestamp (see Figure 3-17).

Incex Patiems

B Configure an index pattern

In orcier to use Kibana you must conligure at least one index patiem. Index pattems are used io identify the Elasticsearch index o fun search and analytics against. They are alao used to
confgure sl

# Index contains time-based avents
Use event times 1o creats index names [DEPRECATED]

Indax name or pattern

Fatterns allow you to defing dynamic index names using * as a wildcand. Example: logstash-*
legstash."

Do not expard index pattem when searching (Not recommanded)

Figure 3-17. Creating an index pattern on the Kibana interface

Now click Create, and the screen shown in Figure 3-18 will appear.
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Indices. Advanced Stotus

inctax Patterrs
[ #ogns |
% logstash-*

This page lists every field in 1he logstash=* index and the field's asscciated core type as recorded by Elasticsearch. While this ist afiows you to view the core type of each fisld, changing
fisld types must be done using Elasticssarch’s Mapping %

Fiaicts (40 Scripted fisics (7)

name : type format = analyzed ndtexed © controls
agantraw sting w a
oyles string v o m
_sourct _source a
cliantip.raw sting ./ m
clientip sting v v B
e string o B
wee sting v o B
geciplongiude number v ﬁ
Cuersicn v a
umestamp stng - v a

Figure 3-18. Indexed fields and associated core type, as recorded by Elasticsearch

Now all of the fields of the index file are displayed.
Next, let’s see what Kibana screens are available. If you click Discover at the top left, you will see a
screen similar to the one shown in Figure 3-19.
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Figure 3-19. Kibana interface showing a data graph

You see the histograms here and the data from the access_log, as configured in 01-webserver. conf.
You can submit your search here and see the results. For example, you are looking at the data of the
Apache access_log, so you can search for the code 200. In the Search box, type 200 and press Enter, and you

will see the result.
At right side of the Search box, you have a few options, such as New search, Save search, Load a saved

search, and Share a search.

Kibana Visualize

Once you are logged into the Kibana dashboard, just after the Discover tab, there is a tab for Visualize.
Kibana supports different types of visualization methods (see Table 3-1), which you can use for your data.
Click the Visualize tab, and a screen similar to the one shown in Figure 3-20 will open.
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Table 3-1. Kibana Visualization Types

Area chart

Data table

Line chart

Markdown widget

Metric
Pie chart
Tile map

Vertical bar chart

Use area charts to visualize the total contribution of several different series.

Use data tables to display the raw data of a composed aggregation. You can display
the data table for several other visualizations by clicking at the bottom of the
visualization.

Use line charts to compare different series.

Use the markdown widget to display free-form information or instructions about
your dashboard.

Use the metric visualization to display a single number on your dashboard.
Use pie charts to display each source’s contribution to a total.
Use tile maps to associate the results of an aggregation with geographic points.

Use vertical bar charts as a general-purpose chart.

Create a new visualization

|ha  Area chart

ER Datatable

l#” Line chart

<f>  Markdown widget

ﬁ Metric

& Pie chart

Q  Tilemap

alil  Vertical bar chart

Graaz for stackad timelines inwhich the tetal of all series is mora important than comparing any two or mora serias. Less usalul for assessing the relatva changa
of urwelsted data points 36 changes in asenias lower down the stack will have 3 difficult to gauge elfect on the series sbova it

The data table provides a detafled breakdown, in tabular format, of the results of a composed aggregation. Tip, 3 datataols is wwaitanle from many other chans by
chicking grey bar at the bettom of the chart

Often the bast chart for high density Sme series. Great for comparing one series to ancther. Be cargful with sparse sets % the connection between points can be
misteading

Useful fer displaying explanations or instructions for dashbeards

One big number for 8l of your one big numbar needs. Perfect for showang a count of hits, of the axact svrage & numeric ekl

Pie: charts are ideal for displaving the pants of some whele. For example, saes percontapes by department Pro Tio: Pie charts are best used sparingly, and with ne
more than 7 slicas per pie

our source for geographic maps. Reguires an elsticsearch gec_peint held More spacificaily, 3 field that & magpad a5 tyoe gan_point with lstitude and longitude
wordnates

The goto chart for ch-se-many needs. Great for time a0d non-time data Stacked or grouped, eact rumbers or percertages. 1f you are not sure which chart you
nead, you could doworse than to start here

Or, open a saved visualization

MANAZE VAN RS

Figure 3-20. Kibana Visualize

You can also enable auto-refresh for the page with the latest data. To enable auto-refresh, click the clock
icon at the top right, and you will see a screen with time intervals similar to those seen in Figure 3-21.
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(*autonfrech (B Last 15 minutes

Figure 3-21. Options for timed intervals

Here, at the top right, you can see the auto-refresh option. If you click that, you will see the auto-refresh
timed intervals. I have selected the option of 10 seconds (Figure 3-22). So now, my page will auto-refresh
every 10 seconds, with a new set of data coming from the indexes I have created.

I 10scconds () Lastis minutes

Figure 3-22. Timed intervals for auto-refresh option

Kibana Plug-ins

Kibana has a lot of plug-ins for additional functionality. To see the list of the installed plug-ins, change the
directory to /opt/kibana.

[vishneo@centylog /]$ cd /opt/kibana/
Once you are inside the directory, issue the following command:
[vishneo@centylog kibana]$ sudo bin/kibana plugin -list

In this case, no plug-ins were installed, so there is no list. To add plug-ins, simply run the following
command:

[vishneo@centylog kibana]$ [vishneo@centylog kibana]$ bin/kibana plugin -i
<org>/<package>/<version>

Here, oxrg refers to organization, so if you want to install all the plug-ins from Elasticsearch, you install
these with the following command (see Figure 3-23):

[vishneo@centylog kibana]$ sudo bin/kibana plugin -i elasticsearch/graph/latest
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[vishneOfcentylog kibanalé sudo bin/kibana plugin -i elasticsearch/graph/latest
[sudo] password for wishneO:

Installing graph

Attempting to transfer from https://download.elastic.co/elasticsearch/graph/graph-latest. tar. gz
Transferring 69171 bYyCES...cverenenarsnnnnss

Transfer complete

Extracting plugin archive

Extraction complete

Optimizing and caching browser bundles...

Plugin installation complete

[vishneOfcentylog kibana)l$ I

Figure 3-23. Installing plug-ins for Kibana

As shown in Figure 3-23, the plug-in Graphs from Elasticsearch is installed. We can install the plug-in
from a URL as well:

[vishneo@centylog kibana]$ sudo bin/kibana plugin -i pluginname -u url

We can check a list of all available plug-ins at: https://github.com/elastic/kibana/wiki/
Known-Plugins.

Removing Plug-ins

We can remove a plug-in by running the following command:

[vishneo@centylog kibana]$ sudo bin/kibana plugin --remove graph
Removing graph...

It's so simple isn’t it?

Updating a Plug-in

To update a plug-in in Kibana, we have to remove the existing version of plug-in first and then install the
latest one.

Kibana Server Configuration

The Kibana server reads its server properties from the kibana.yml configuration file. By default, Kibana
runs on port 5601, so you do not have to make many changes to the configuration file. The configuration file
contents are shown in Table 3-2.
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Table 3-2. Kibana Configuration Properties

server.port:

server.host:

server.basePath:

server.maxPayloadBytes:

elasticsearch.url:

kibana.index:

kibana.defaultAppId:
tilemap.url:

tilemap.options.minZoom:

tilemap.options.maxZoom:

tilemap.options.attribution:

tilemap.options.subdomains:

elasticsearch.username: and
elasticsearch.password:

server.ssl.cert: and
server.ssl.key:

elasticsearch.ssl.cert: and
elasticsearch.ssl.key:

elasticsearch.ssl.ca:
elasticsearch.ssl.verify:

elasticsearch.pingTimeout:

Default: 5601 Kibana is served by a back-end server. This setting
specifies the port to use.

Default: "0.0.0.0". This setting specifies the IP address of the
back-end server.

Use to specify a path to mount Kibana, if you are running behind a
proxy. This setting cannot end in a slash (/).

Default: 1048576. The maximum payload size in bytes for incoming
server requests.

Default: http://localhost:9200. The URL of the Elasticsearch
instance to use for all your queries.

Default: . kibana. Kibana uses an index in Elasticsearch to store
saved searches, visualizations, and dashboards. Kibana creates a new
index, if the index doesn’t already exist.

Default: discover. The default application to load.

Default:https://tiles.elastic.co/vi/default/{z}/{x}/{y}.
png?elastic_tile service tos=agree8my app_name=kibana.
The URL to the tile service that Kibana uses to display map tiles in
tilemap visualizations.

Default: 1. The minimum zoom level.
Default: 10. The maximum zoom level.

Default: @ [Elastic Tile Service](https://www.elastic.co/
elastic-tile-service). The map attribution string.

An array of subdomains used by the tile service. Specifies the
position of the subdomain in the URL with the token {s}.

If Elasticsearch is protected with basic authentication, these settings
provide the username and password that the Kibana server uses to
perform maintenance on the Kibana index at startup. Kibana users
must still authenticate with Elasticsearch, which is proxied through
the Kibana server.

Paths to the PEM-format SSL certificate and SSL key files,
respectively. These files enable SSL for outgoing requests from the
Kibana server to the browser.

Optional settings that provide the paths to the PEM-format SSL
certificate and key files. These files validate that your Elasticsearch
back end uses the same key files.

Optional setting that enables you to specify a path to the PEM file for
the certificate authority for your Elasticsearch instance

Default: true.To disregard the validity of SSL certificates, change this
setting’s value to false.

Default: The value of the elasticsearch.requestTimeout setting.
Time in milliseconds to wait for Elasticsearch to respond to pings

(continued)
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Table 3-2. (continued)

elasticsearch.requestTimeout:
elasticsearch.shardTimeout:

pid.file:
logging.dest:

logging.filter.<key>:

logging.silent:
logging.quiet:
logging.verbose

status.allowAnonymous

Default: 30000. Time in milliseconds to wait for responses from the
back end or Elasticsearch. This value must be a positive integer.

Default: 0. Time in milliseconds for Elasticsearch to wait for
responses from shards. Set this to 0 to disable.

This specifies the path where Kibana creates the process ID file.

Default: stdout. This enables you specify a file where Kibana stores
log output.

Default: authorization Replace <key> with the string to filter. Set
the value of this setting to remove to remove matching keys from all
logged objects. Set the value of this setting sensor to replace each
character in the key’s value with an X character.

Default: false. Set the value of this setting to true to suppress all
logging output.

Default: false. Set the value of this setting to true to suppress all
logging output other than error messages.

Default: false. Set the value of this setting to true to log all events,
including system usage information and all requests.

Default: false. If authentication is enabled, setting this to true
allows unauthenticated users to access the Kibana server status API
and status page.

Summary

In this chapter, you learned how to configure Kibana with Logstash and Elasticsearch. You also learned how
to configure index patterns, as well as the following:

e  The Kibana dashboard

e Kibana Visualize

e How to add, remove, and update Kibana plug-ins

e Kibana configuration properties

In the next chapter, you will see how to configure remote servers, to send inputs to our ELK Stack server,

using Filebeat.
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CHAPTER 4

Working with Remote Servers -

Setting Up Logstash on a Remote Server

In previous chapters, we installed Logstash, Elasticsearch, and Kibana. We configured an ELK Stack on a
single server and also tested it. Running an ELK Stack on a single server, however, is not very useful. Our goal
is to set up a centralized logging system for all of our servers, running at different locations and hosting web
sites, web applications, ERP, and CRM systems. By setting up a centralized logging system, we can monitor
the performance of our servers and analyze the logs for any issue that arises. Thus, in this chapter, you will
see how we can ship events from remote servers to our ELK Stack server.

To ship events from a remote server, we will use the Filebeat shipper. Filebeat is a data shipper based
on the Logstash forwarder. It is installed as an agent on servers from which we want to send data to our
centralized log system. The best part of Filebeat is that it monitors the logs, takes the files, and ships them to
Logstash for parsing, or we can send the Filebeat events to Elasticsearch directly for indexing.

Figure 4-1 illustrates how Filebeat works with the ELK Stack:

LOG SERVER 1 LOG SERVER 1
v \
FILEBEAT FILEBEAT

W '

Logstash Centralizad Servar % Elasticsearch

Figure 4-1. Filebeat sends events to Logstash, or it can send them directly to Elasticsearch

Installing Filebeat on a Remote CentOS 7 Server

Now let’s start by installing Filebeat on our CentOS 7 server. First, we will download and install the public
signing key.

vishneo@srv [~]# sudo rpm --import https://packages.elastic.co/GPG-KEY-elasticsearch
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Now let’s create the repo file in /etc/yum.repos.d/ with the name filebeat.repo.

vishneo@srv [~]# sudo vi /etc/yum.repos.d/filebeat.repo
Press i to insert the code into the file.

[Filebeat]

name= Filebeat Repository
baseurl=https://packages.elastic.co/beats/yum/el/$basearch
enabled=1
gpgkey=https://packages.elastic.co/GPG-KEY-elasticsearch
gpgcheck=1

Press Esc and then :wq to exit the editor, as shown in Figure 4-2.

[Filebeat]

name=Filebeat Repository

baseurl=https: //packages.elastic.co/beats/yam/el /shasearch
enabled=1

gpgkey=https: //packages.elastic.co/GPG-KEY-elasticsearch
gpgcheck=1

Figure 4-2. Creating Filebeat repo in CentOS 7 server

Now that our repository is ready, let’s install Filebeat (see Figure 4-3).

Dependencies Resolved

Package Azch

Inatalling:

Eilebeat xB6_64 Filebeat

Teansaccion Sumsacy

Repository

Install 1 Package

Total download size: 4.0 M
Installed size: 4.0 K
Is chis ok [y/dW): ¥
Dovnloading packages:

4/7/Filebent/packages,/£1lebeat-1.3, L-86_64. rpus Header V4 BSA/SHAL Signature, key ID dSBedZbd: NOKEY=sesssssssssss
_64.tpm 13 not inztalled

ackages, elaatic, co/GPG-FEY-alasticaeazch

e v

Importing GFG key OxDESEAZEQ:

Userid t acch (Elasticsearch Signing Key) <dev_cpsfelasticsearch.ocg”
8548 582¢ la26 9940 d27d 666c dbfe 42b4

ckages. elastic. o EY-e Lasticsearch

Fingezprint: 45
From : he

Is this ok [y/¥)
Banning TEANIRCE: sk
Rnning transaction test

Teansaction test susceeded
Ranning Teanasct
Installing : filebeat-1.3.1-1.x86_64
Verifying : Cfilebeat-1.3.1-1.x86_64

filebeat.x86_64 0:1.3.1-1

Complete!

Figure 4-3. Installing Filebeat on a CentOS 7 server, using yum
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Filebeat is now installed, so let’s configure it to run at boot up.
vishneo@srv [~]# sudo chkconfig --add filebeat

Now it’s added to boot up as well.
Next, let’s Install Filebeat on Ubuntul6.04.1 LTS.

Installing Filebeat on a Remote Ubuntu 16.04.1 LTS Server

To install Filebeat on our remote Ubuntu server, we will first download and install the public signing key, as
follows:

vishneo@bckeventaa:/root$ curl https://packages.elasticsearch.org/GPG-KEY-elasticsearch |
sudo apt-key add -

Next, we will add a repository file to /etc/apt/sources.list.d/filebeat.list.

vishneo@bckeventaa:/$ echo "deb https://packages.elastic.co/beats/apt stable main" | sudo
tee -a /etc/apt/sources.list.d/filebeat.list

We have now created the repository file. Next, let’s update our system by running the following
command (see Figure 4-4):

vishneo@bckeventaa:/$ sudo apt-get update

vishneO@snf-725573:~§ sudo apt-get update
Hit:1 http://ftp.cc.uoc.gr/mirrors/ linux/ubuntu/packages xenial InRelease

Get:2 http://ftp.cc.uoc.gr/mirrors/ linux/ubuntu/packages xenial-updates InRelease [95.7 kB]
Hit:3 http://frp.cc.uoc.gr/mirrors/linux/ubuntu/packages xenial-backports InRelease
Hit:4 http://security.ubuntu.com/ubuntu xenial-security InRelease
Ign:5 https://packages.elastic.co/beats/apt stable InRelease
Get:6 https://packages.elastic.co/beats/apt stable Release [1,797 B]
Get:7 https://packages.elastic.co/beats/apt stable Release.gpg [473 B]
8

Get:8 https://packages.elastic.co/beats/apt stable/main amd64 Packages [5,896 B)
Get:9 https://packages.elastic.co/beats/apt stable/main i386 Packages (5,808 B)
Fetched 110 kB in 2= (43.8 kB/s)

Reading package lists... Done

Figure 4-4. Running the apt-get update

Our repository is updated, so now let’s install Filebeat (see Figure 4-5).

vishneo@bckeventaa:/$ sudo apt-get install filebeat
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vishneO@snf-725573:~§ sudo apt-get install filebeat
Reading package lists... Done
Building dependency tree
Reading state information... Done
The following NEW packages will be installed:
filebeat
0 upgraded, 1 newly installed, 0 to remove and 3 not upgraded.
Need to get 4,255 kB of archives,
After this operation, 12.6 MB of additional disk space will be used.
Get:1 https://packages.elastic.co/beats/apt stable/main amdfd filebeat amdéd 1.3.1 [4,255 KE)]
Fetched 4,255 kB in Ss (716 kB/3)
Selecting previously unselected package filebeat.
(Reading database ... 59720 files and directories currently installed.)
Freparing to unpack ...Hfllebeat_l.B.1_amd64.deb e
Unpacking filebeat (1.3.1) ...
Processing triggers for systemd (229-4ubuntull) ...
Processing triggers for ureadahead (0.100.0-19) ...
Setting up filebeat (1.3.1) ...
Processing triggers for systemd (229-4ubuntull) ...
Processing triggers for ureadahead (0.100.0-19) ...
vishneORsnf-725573:~§

Figure 4-5. Installing Filebeat on a remote Ubuntu server

We now add Filebeat to /etc/init.d, so that it starts automatically during boot up (see Figure 4-6).

vishneo@bckeventaa:/$ sudo update-rc.d filebeat defaults 95 10

vishneOBsnf-725573:~% sudo update-rc.d filebeat defaults 95 10
vishneOBsnt-725573:~% |]

Figure 4-6. Adding Filebeat to start automatically at boot up

Configuring Filebeat on CentOS 7 and Ubuntu 16.04.1 LTS

We are now ready to configure Filebeat for both CentOS 7 and Ubuntu 16.04.1 LTS. The configuration file is
placed at /etc/filebeat/filebeat.yml.
Let’s configure Filebeat on CentOS 7 first. Open the /etc/filebeat/filebeat.yml file (see Figure 4-7).

vishneo@srv [/homel# sudo vi /etc/filebeat/filebeat.yml
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ﬂ##!f!#f’!f!!filﬁ#f Filebeat Configuration Example S#S##sssssssssdsdssdsdnss

BEBEREHIEAFEEIRIPRIENPEAFEEE Filebear SUSFSFREERISARIRNIRIRREHRRRRIRIIRIRES
filebeat:
# List of prospectors to fetch data.
prospectors:
# Each - is a prospector. Below are the prospector specific configurations
# Paths that should be crawled and fetched. Glob based paths.
# To fetch all ".log” files from a specific level of subdirectories
# /var/log/*/*.log can be used.
# For each file found under this path, a harvester is started.
# Make sure not file is defined twice as this can lead to unexpected behaviour.
paths:
- /var/log/*.log
#- c:\programdata\elasticsearch\logs\*

# Configure the file encoding for reading files with international characters
# following the W3C recommendation for HTMLS (http://www.w3.org/TR/encoding).
# Some sample encodings:

# plain, utf-8, utf-lébe-bom, utf-lébe, utf-16le, big5, gbl8030, gbk,

# hz-gb-2312, euc-kr, euc-jp, iso-2022-jp, shifr-jis, ...

#encoding: plain

# Type of the files, Based on this the way the file is read is decided.
# The different types cannot be mixed in one prospector

#

# Possible options are:

# * log: Reads every line of the log file (default)

# * stdin: Reads the standard in

input_type: log

Exclude lines. A list of regular expressions to match. It drops the lines that are
watching any reqular expression from the list. The include_lines is called before
exclude_lines. By default, no lines are dropped.

exclude_lines: ["“DBG"]

LI

Include lines. A list of regular expressions to match. It exports the lines that are
watching any reqular expression from the list. The include_lines is called before
exclude_lines. By default, all the lines are exported.

include_lines: ["“ERR", "~WARN"]

oW W W

# Exclude files. A list of regular expressions to match. Filebeat drops the files that
"/etc/filebeat/filebeat.yml"” 421L, 17104C

Figure 4-7. Editing the filebeat.yml file

Let me explain the configuration parameters just a bit, as shown in the following code snippet:

filebeat:
# List of prospectors to fetch data.
prospectors:
# Each - is a prospector. Below are the prospector specific configurations

# Paths that should be crawled and fetched. Glob based paths.
# To fetch all ".log" files from a specific level of subdirectories
# /var/log/*/*.log can be used.
# For each file found under this path, a harvester is started.
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# Make sure not file is defined twice as this can lead to unexpected behaviour.
paths:

- /var/log/*.log

#- c:\programdata\elasticsearch\logs\*

Here, the line - /var/log/*.log, '-'isa prospector for a single path, which means that Filebeat will
harvest all of the files with an extension . log within this path.

Now let’s send the output to our centralized log server. We can send our output to Logstash or to
Elasticsearch directly. Next, we will see how we can send the output to both Logstash and Elasticsearch.

Sending Output to Logstash Using Filebeat

First, go to the Logstash as output section in our filebeat.yml configuration file (see Figure 4-8).

##§ Logstash as output
#logstash:
# The Logstash hosts
#hosts: ["localhost:5044"]

# Number of workers per Logstash host.
#uorker: 1

# Set gzip compression level.
#compression_level: 3

# Optional load balance the events between the Logstash hosts
#loadbalance: true

# Optional index name. The default index name depends on the each beat.
# For Packetbeat, the default is set to packetbeat, for Topbeat

# top topbeat and for Filebeat to filebeat,

#index: filebeat

# Optional TLS. By default is off.

#tls:
# List of root certificates for HTTPS server verifications
#certificate_sauthorities: ["/etc/pki/root/ca.pen”]

# Certificate for TLS client authentication
#certificate: "/etc/pki/client/cert.pen”

# Client Certificate Key
#certificate key: "/etc/pki/client/cert.key”

# Controls whether the client verifies server certificates and host name.

# If insecure is set to true, all server host names and certificates will be
# accepted. In this mode TLS based connections are susceptible to

# man-in-the-middle attacks. Use only for testing.

#insecure: true

# Configure cipher suites to be used for TLS connections
#cipher_suites: []

# Configure curve types for ECDHE based cipher suites
#curve_types: []

Figure 4-8. Logstash as output section in filebeat.yml
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In the Logstash as output section, please uncomment the following line:

### Logstash as output
logstash:
# The Logstash hosts
hosts: ["XXX.XXX.XX.XXX:5044"]

Here, I have removed # from the front of Logstash: and from hosts: and entered the IP address of the
remote Logstash server we have set up. The port number, 5044, is written by default into the configuration file.

To receive inputs from Filebeat, we have to configure Logstash. So, let’s go back to our centralized
Logstash server and install the plug-in called logstash-input-beats (see Figure 4-9). Once logged in to the
server, change the directory to /opt/logstash/bin. Inside bin, run the following command:

[vishneo@centylog bin]$ sudo ./plugin install logstash-input-beats

[vishneOBcentylog bin]$ sudo ./plugin install logstash-input-beats
[sudo] password for wishneO:

Validating logstash-input-beats

Installing logstash-input-beats

Installation successful

[vishneOBcentylog bin]§ _

Figure 4-9. Installing the beats plug-in for Logstash to accept incoming beats connections

Now that the plug-in is installed, let’s configure Logstash to receive the connection at port 5044. Let’s
create a configuration file for Logstash to receive the input from Filebeat.
We will name the file 02-srvi.conf. Change the directory to /etc/logstash/conf.d.

[vishneo@centylog /]$ cd /etc/logstash/conf.d/
Now let’s create the file:

[vishneo@centylog /]$ sudo vi /etc/logstash/conf.d/02-srvi.conf
Press I and put below code inside the file:

input {
beats {
port => 5044
}
}

output {
elasticsearch {
hosts => "localhost:9200"
index => "%{[@metadata][beat]}-%{+YYYY.MM.dd}"
document_type => "%{[@metadata][type]}"
}
}
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If you examine the preceding input section, you will see the code regarding port 5044 and then the code
that sends the output to Elasticsearch at port 9200.

Now restart Logstash on our centralized server. We also start Filebeat on our remote server.

To restart Logstash on our centralized server, issue the following command:
[vishneo@centylog /]$ sudo /etc/init.d/logstash restart

To start Filebeat on our remote server, issue the following command:

vishneo@srv [/etc/filebeat]# sudo /etc/init.d/filebeat start

Now it’s time to check if we are receiving inputs, and Kibana comes handy here, as we already installed
itin a previous chapter. Open your browser and type the following command:

http://yourip:5601

When I access Kibana, I see the screen shown in Figure 4-10.

Selected Fiels

<
Avilabie Fieids
index t .
-
i Time souren
April 19th 2006, 16:35:30.099 2 mad is ge (vereion: 84, $ige: 10464387, F-leveli 80, builder: sven) 5 m T april
message: main.cvd 95 up to date (version: 54, sigs: 1044387, f-level: 60, builder: sven) @version: 1 Ftisestaspr Ao
15th 2016, 16135130.099 beat.hostname: -- -, .com beat.name: : count: 1 fields:
input_type: log offset: 36566 source: og/clas-update.log type: log host: 2stimpe tagsr beats_inpu
Eeids t_codec_plain_applied _id: AVQuMnvaeyZOg U _type: log _index: logstash-2016.04.19 _score:
April 19th 2006, 16:35:30.099  pessage: Bversion: 1 Btimestamp: April 19th 2016, 16:35:30.099 beat.hostname:
.tux-hosting.com best.name: srv.tus-hosting.com count: 1 fields: input_type: log offset: 24614 source: fvar/l
og/clen op typer log hos .com tags: bests_input_codec_plain_applied _id: AVQuMneMey20gtifip
N _type: Top _index: logstash-2016.04.19 _scere:
tags
¢ 016, 16 93 message: DON'T PAKIC! Read http://wew.clavav.net/support/faq @version: 1 @tisestssp: 4oril 19th 201
= beat . hastname: 2o+ beat.name: count: 1 fields: - input_type: log offset: 2
sources op/clam-update. Tog type: Top host: tags: beats_input_codec_plain_apolied _id: AV

uMnel 1R _type: Tog _index: logstash 04,19 _score:

Figure 4-10. Filebeat input from the remote host to the centralized Logstash server on Kibana

If you look at the output section in Figure 4-10, you will see that it displays beat . hostname, which comes
from the remote server on which we have configured Filebeat. We have successfully sent the inputs using
Filebeat to our Logstash server at our centralized logging server.

Now let’s configure Filebeat to send the data to Elasticsearch directly.
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Sending Data to Elasticsearch Using Filebeat

We have already seen how to send data from the remote server to our Logstash server. Sending data
to Logstash works in such a way that Logstash receives the input and then forwards it to Elasticsearch,
which indexes the data and sends the output to Kibana. Now we will configure Filebeat to send data to
Elasticsearch only, which will remove Logstash from the chain of events.

To configure Filebeat, we first have to go to our remote server and comment out the Logstash
configuration in filebeat.yml (also see Figure 4-11).

### Logstash as output
# logstash:
# The Logstash hosts
# hosts: ["1xx.1xx.1x.2xx:5044"]

### Logstash as output
# logstash:
# The Logstash hosts
# hosts: ["lxx.lxx.lx.xxx:5044"]

# Number of workers per Logstash host.
#worker: 1

# Set gzip compression level.
#conpression_level: 3

# Oprtional load balance the events between the Logstash hosts
#loadbalance: true

# Optional index name. The default index name depends on the each beat.
# For Packetbeat, the default is set to packetbeat, for Topbeat

# top topbeat and for Filebeat to filebeat.

#index: filebeat

# Optional TLS5. By default is off.

fitls:
# List of root certificates for HITPS server verifications
#certificate_authorities: [“/etc/pki/root/ca.pem”]

# Certificate for TLS client authentication
#certificate: "/etc/pki/client/cert.pen”

# Client Certificate Key
#certificate_key: "/etc/pki/client/cert.key”

# Controls whether the client verifies server certificates and host name.

# If insecure is set to true, all server host names and certificates will be
# accepted. In this mode TLS based connections are susceptible to

# man-in-the-niddle attacks. Use only for testing.

#insecure: true

# Configure cipher suites to be used for TLS connections
#cipher_suites: []

# Configure curve types for ECDHE based cipher suites
#curve_types: []

Figure 4-11. Disabling the Logstash section in filebeat.yml on remote host
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Now let’s move forward and configure Filebeat to send beats to Elasticsearch. Open the Filebeat
configuration file at /etc/filebeat/filebeat.yml.

vishneo@srv [/etc/filebeat]# sudo vi filebeat.yml

### Elasticsearch as output
elasticsearch:

# Array of hosts to connect to.

# Scheme and port can be left out and will be set to the default (http and 9200)
# In case you specify and additional path, the scheme is required: http://localhost:9200/
path

# IPv6 addresses should always be defined as: https://[2001:db8::1]:9200

hosts: ["youripaddress:9200"]

In the preceding code snippet in filebeat.yml, we have the field elasticsearch: and hosts:. In the
hosts section, add the IP address of your remote server.

Now we have to load the index template for Elasticsearch, in order to know what fields it’s going
to analyze and how. Fortunately, the Filebeat package installs a template for us to use. So, we will now
configure the filebeat.yml file to load the template, as shown in Figure 4-12.
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#worker: 1

# Oprional index name. The default is "filebeat” and generates
# [filebeat-]YYYY.MM.DD keys.
#index: "filebeat”

# A template iz used to set the mapping in Elasticsearch

# By default template loading is disabled and no template is loaded.

# These settings can be adjusted to load your own template or overwrite existing ones
#template:

# Template name, By default the template name is filebeat.
hhave: "filebeat”

# Path to template file
path: "/etc/filebeat/filebeat.template.json”

# Overwrite existing template
#overwrite: false

# Optional HTTP Path
#path: "/elasticsearch”

# Proxy server url
#proxy_url: htep://proxy:3128

# The mumber of times a particular Elasticsearch index operation is attempted., If
# the indexing operation doesn't succeed after this many retries, the events are
# dropped. The default is 3.

#max_retries: 3

# The maximum number of events to bulk in a& single Elasticsearch bulk API index request.
# The default is 50.
#bulk_max_size: 50

# Configure http request timeout before failing an request to Elasticsearch.
#timeout: S0

# The number of seconds to wait for new events between two bulk API index requests.
# If ‘"bulk_max_size' is reached before this interval expires, addition bulk index
# requests are made,

#flush_interval: 1

Figure 4-12. Configuring filebeat.yml to load the Filebeat template

The filebeat.template.json file resides in /etc/filebeat/. In our filebeat.yml file, we will include
the path, so that Filebeat can load the template.

# A template is used to set the mapping in Elasticsearch

# By default template loading is disabled and no template is loaded.

# These settings can be adjusted to load your own template or overwrite existing ones
template:

# Template name. By default the template name is filebeat.
name: "filebeat"

# Path to template file
path: "filebeat.template.json"
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We will keep the default name of the template as filebeat. Next, press Esc and then :wgq, to save and
exit from the vi editor. Let’s restart Filebeat to apply changes with the following command:

vishneo@srv [/etc/filebeat]# sudo service filebeat restart

Next, we have to make some changes in the Elasticsearch configuration on our centralized logging
server. In Chapter 2, we configured Elasticsearch to run on our localhost. However, for Filebeat to send
inputs to Elasticsearch from a remote server, we have to run Elasticsearch on a public IP, as shown in
Figure 4-13.

#

§ e ——————— HETWOLK = o e e e e e e
#

# Set the bind address to a specific IP (IPv4 or IPvE):

#

network.host: localhost, .. X -
# network.host: 0.0.0.0

#

# Set a custom port for HITP:

#

http.port: 9200

For more information, see the documentation at:
<http: //www.elastic.co/guide/en/elasticsearch/reference/current/modules-network. htul>

- ———— DisCoVery =-==m=s=mmmmmmseeee————

Pass an initial list of hosts to perform discovery when new node is started:
The default list of hosts is ["127.0.0.1", "[::1]"]

discovery.zen.ping.unicast.hosts: ["hostl"”, "host2"]
Prevent the “split brain” by configuring the majority of nodes (total number of nodes / 2 + 1):
discovery.zen.mininun_naster_nodes: 3

For more information, see the documentation at:
<http: //www. elastic.co/guide/en/elasticsearch/reference/current/modules-discovery. html>

memesmssmesseseeeeeee——— GALeYaY ==========sm=cscceccec—e--

Block initial recovery after a full cluster restart until N nodes are started:
gateway.recover_after nodes: 3

For more information, see the documentation at:
<http: //www,.elastic.co/guide/en/elasticsearch/reference/current/nodules-gateway. htmnl>

e E PR VArious -----==-m---memm e

Disable starting multiple nodes on a single system:
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node.max_local_storage_nodes: 1

Figure 4-13. Configuring Elasticsearch to run on a public IP
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First, let’s make a small change in our Elasticsearch configuration. Open /etc/elasticsearch/
elasticsearch.yml.

[vishneo@centylog /]$ sudo vi /etc/elasticsearch/elasticsearch.yml

Next, we will go to the Network section of the configuration file.
We will now add our public IP to the network host, with the following command:

network.host: localhost, 0.0.0.0

Press Esc and then :wq to save the file. Once you have exited, restart Elasticsearch as follows:
[vishneo@centylog /]$ sudo /etc/init.d/elasticsearch restart

Next, let’s check to see if Elasticsearch is running on our public IP (see Figure 4-14).

[vishneo@centylog elasticsearch]$ netstat -lntp | grep 9200

[vaskmelBcentylog 1§ sudo service elsaticscazch status
[=udo] password for vistme0:
el . aRIVice =
Losded: loaded rtusxuIh.fs,'suln—’sgs.el.relu(lcsenﬂ\ service; enabled; wendor preset: dissbled)
Actave: actiw ) aince Thu 2006-10-13 12127432 UTC: 1 weeks 3 days ago
Dotst BTEp1 /feve. clastie.co
Eain PID: 7839 (java)
Chroup: /sysces.alice/elasticaearch. sexvice

847838 /bin/java -MmsiSém -Mmxlg -Djava.awe 1 <30+l me iy =M CHSTnitd 78 MO0 +UseCNSInd £d . L
Uct 24 07112100 centylog elasticsearch[7839]: &t org. nd ce. Javar §49)
Oce 24 07 centylog elasticaearch[T839]): at org.el ch. eluster. netadata. Java: 257}
fce 24 07 centylog elasticaearch[T839]: at org. luster.n a . Jawar 230
fce 24 07 centylog elasticsearch[7838]: at ocg.elasticsearch. rlustex service. lnlelnu r [Intemalt < Java: d88)
oot 24 07 centylog elaaticasasch[7839]: at org. cluau:.a ---------- k. Tun | InTesnall Jwrw: TTE)

vt 24 07 centylog elasticsearch[ 78391 st org. 1 Pry AdE Lean (Frioritized, .. or. 1ava: ZaL]
Oer 24 07 cenrylog elaaticasarch[7839]: at ocg.el ch. conmen. util Pei ari [ o 0F. JEva: 194]
tce 24 07 centylog elasticsearch{T839]: at jawa.ucil. £ ( Java: 1142]
Oce 24 07 centylog elasticsearch[T838): at jmvs.ueil zun (Th Java:dlT)

cencyloy elaaticsearch[TE39]: st jeve. Lang. ThEsad. 'u'anh end. ] arar 745)
Hint: Some lines were ellipsized, use -1 to show in full.
[vishnel@centylog -)¢

Figure 4-14. Elasticsearch is running on the public IP as well as on localhost

We can see in Figure 4-14 that Elasticsearch is running on port 9200, both on our public IP and
localhost. Now let’s see if the input is coming to Elasticsearch from Filebeat (see Figure 4-15).

[vishneo@centylog elasticsearch]$ curl -XGET "http://yourpublicip:9200/filebeat-*/_
search?pretty’
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[viskneOBcentylog ~16 curl -XGET ‘hetp://localbosei9200/filebeat-7/ searchipretey’

6-08-29 16:58:34 40100) OON check ....Dome™,

6-09-D4T13: 59:07. 1412",

setkpervd. Log”,

muea : "[2016-08-29 16:58:34 +0100] Service check
socket connect:ii/A)]...nzcd [[check command:N/A][socket cormect

pasd [[check comsand:+][socker conmecr:N/A]
1)...named [[check command:+][socket conmect

ueeprocd [[check cossand:+
/A1) omysql [[check command:+

ect:W/R]]. .. pOL [[ched
ectiW/A)]. . .mailnan ([

Figure 4-15. Elasticsearch indexing the input from a remote server using Filebeat

There we go. It's working and indexing the input from the remote server, using Filebeat. Now it’s time to
see the details in Kibana. Open your browser and run the Kibana console, by typing http://yourip.5601.
Once the console is open, go to Settings » Indices and create a new filebeat-* index pattern, as shown in
Figure 4-16.

Sctengs

Index Pattems

# logatash *

Configure an index pattern

I ©rO6r 10 USE KIDANS YOU MUST CONNIGUNE a2 IGAST SN INOEX EAITe. INCex PATIEMS Sre LS6d 10 I00NTTy the EISLCS0AMN NCeX 10 FUN SEICH NT ANAIVICS aganst. They ire 3ss Used 10
configuns fieks.

# Index contains time-based events

Use event times to create index names [DEPRECATED]

ndax name or pattern

fiebeat-*

Do not expand index pattemn when searching (Not recommended

Time-field name @ refresh felds

Eemestarp .

Figure 4-16. Creating new filebeat-* index pattern
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Once we type filebeat-* and press Enter, it will display @timestamp in the Time-field name field. Now
just click Create. After that, it will show all the fields of the filebeat-* index (see Figure 4-17).

* o
filebeat-"
s pa ary Nl in the Tilobeat-" Index and e fiekd's 160 COre TYPE 25 r6COMIeD by ERSHCSEarch, WG this st allows you 10 view e core type of 6ach field, changing
% Gone using Elasticseanch's Mapping AP %
Fsicts Scriptes
name type format analyzed € indexed O controls
tags string b - [ 7 ]
host string o o m
oun umiber v (7]
2 _source a
nput_type string g "l a
dex string a
ing v v m
Gversan ring « v ﬂ
nessage tring v v a
Gumestamp [E] datg v a
soUrcE string v .t Q
beal.name string o - Ba -

Figure 4-17. Showing fields in the filebeat-* index

Now click Discover at the top left. You will go to the dashboard where you can see below the search box
the index pattern we have created in Chapter 2, with the name logstash-*. Click the drop-down icon next to
it, and you will see our new filebeat-* index pattern (see Figure 4-18).
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Figure 4-18. Index patterns displayed

Click filebeat-*, and you will see the screen shown in Figure 4-19.
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20rh 2016, 144822082 ~ |
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. voAeril 20th 2006, 14:46:50.137  primestsmpr April 20th 2016, 14:46150.137 beat.hostnamer srv. com beat.mame: srv. .con counti 1
o #Heless input_typer 1og message: Service Check Fimished offset: 3,619,586 sourcer /var/loa/chiservd.loa typer lo
s 9 _idr AVOySUcWMOwi2jlfokow _tvpe: log _index: filebeat-2016.04.20 _score:
input_type
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offcet fields: input_type: loo message: [2016-04-20 05:16:25 -0400] Service check ....spand [[check commandi+][
o nect:%/]]...queueprocd [[check command:+][socket comnect:N/All...pOf [[check comand:s][socket comnectiN/All...nsed
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fielgs: - dimput type: log messager [2016-04-20 08516124 -D400] Disk check .... Adev/vdal (/) [75.55%) ... fdev/wdal
(/boot) [54.98%] ... ftmp (/var/tep) [8.89%] ... fusr/tmpDSK (/tmp) [5.59%] ... {statusiok} ... Dome offset: 3,618,223

source: Svar/log/chkservd.log type: log _i

AV OPMgMOwi2ilfohos  _typer log _index: filebeat-2016. scorer

Figure 4-19. Output of filebeat-*
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We have now configured the ELK Stack to receive input from remote servers using Filebeat. We can also
send the input to Logstash first and then have Logstash send it to Elasticsearch for indexing, or we can send
the input directly to Elasticsearch.

Filebeat CLI Flags

You should always check the options that an application provides. Table 4-1 provides a list of all the
command-line interface (CLI) flags that Filebeat provides. You can use the --help option, as shown here, to
view the CLI flags.

vishneo@srv [/root]# sudo filebeat --help

Table 4-1. Filebeat CLI Flags

Options Summary

-N Disable actual publishing for testing

-c string Configuration file (default /root/filebeat.yml)
-configtest Test configuration and exit

-cpuprofile string Write CPU profile to file

-d string Enable certain debug selectors

-e Log to stderr and disable syslog/file output
-httpprof string Start pprof HTTP server

-memprofile string Write memory profile to this file

-v Log at INFO level

-version Print version and exit

Summary

In this chapter, you learned how to install Filebeat on CentOS 7 and Ubuntu servers. I have also taught you
how Filebeat can be configured with Logstash and Elasticsearch. You also learned how to do the following:

Install Filebeat on remote server

e  Configure Filebeat to send inputs to Logstash
e  Configure Filebeat to send inputs to Elsticsearch
e  Configure Kibana to show the indexes from a remote server

In next chapter, you will see how to send inputs from different services, such as Apache, MySQL, e-mail
server, Syslog, SSH log, and so on, from a remote server to an ELK Stack.
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CHAPTER 5

Configuring Logstash for Services
and System Logs

In the previous chapter, you learned how to configure Filebeat to send events to a centralized log server. In
Chapter 3, you learned how to get events from the Apache access_log to your ELK Stack setup.

Today, almost every company is running multiple servers for their web sites, databases, mobile apps,
and so on. We configured the ELK Stack to analyze logs at a central place for our infrastructure, so we have to
watch and search all of the events.

In this chapter, you will learn how to configure different types of logs for your ELK Stack setup.
Furthermore, you will learn how to configure events from different log files on servers

To begin, first you will send the events from the Syslog to your ELK stack. Syslog is the standard for most
Unix-based systems. It stores logs in /var/log/messages.

Syslog Configuration with Logstash Cent0S 7

Syslog comes with CentOS 7 by default. Depending on the setup, Syslog can collect messages from various
services or programs. You will now configure Logstash to get the events from /var/log/messages.

Create a configuration file in /etc/logstash/conf.d, using the name 05-syslog.conf. The content of
the file will be similar to the code shown here:

input {
file {
path => "/var/log/messages’
start_position => beginning

}

4

}
output {
elasticsearch {

hosts => ["localhost:9200"]

}

stdout { codec => rubydebug }

}

© Vishal Sharma 2016 63

V. Sharma, Beginning Elastic Stack, DOI 10.1007/978-1-4842-1694-1_5


http://dx.doi.org/10.1007/978-1-4842-1694-1_3

CHAPTER 5 © CONFIGURING LOGSTASH FOR SERVICES AND SYSTEM LOGS

In Figure 5-1, we followed the same pattern as with other configuration files in earlier chapters. In the
input section, we are using a file variable and the path for /var/log/messages. In the output section, we
are sending it to Elasticsearch as a simple configuration. The most important thing to remember here is that
/var/log/messages is owned by root, and it doesn’t allow permission for any other users to read the file. You
must have Logstash user allow permission to read the /var/log/messages file. To do this, run the following
simple command:

[vishneo@snf-718079 log]$ sudo setfacl -m u:logstash:r /var/log/messages

input
file
path => "/var/log/messages"”
start position => beginning
output

elasticsearch

hosts => ["localhost:9200"]

stdout { codec => rubydebuyg }

Figure 5-1. Configuring Logstash to receive events from /var/log/messages

And that’s it, really. As you have already configured Kibana, you can check if you are seeing the events
from /var/log/messages.

As you can see in Figure 5-2, Kibana is now showing events from /var/log/messages. Thus, we now
have our Syslog events configured on CentOS 7.
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Figure 5-2. Logs in Kibana for /var/log/messages

Syslog Configuration with Logstash on Ubuntu 16.04.1 LTS

On Ubuntu minimal Syslog is not installed by default. Thus, first, you have to install the Syslog package
on your Ubuntu machine (Figure 5-3). Remember, before installing anything on a freshly installed server,
always check to see if any updates are available.

vishal_gnutech@ubuntu-xenial-1:/$ sudo apt-get update

vishal gnutech@ubuntu-xenial-1:/$ sudo apt-get upgrade

vishal gnutech@ubuntu-xenial-1:/$ sudo apt-get install syslog-ng
Type 'Y'

wishal_gmutechiit e 127§ #uds epTt-get inseall syslog-ng =
Feading package lists... Dome g
Building dependency tite
Reading state information..
The fellewing muml vtﬂuu will be installed:

libdbil 13 libdvykis0 1 go-cl: libmetl syslog-ng syslog-ng-nod-emqp sysleg-ng-nod-gecip =y ng-mod-ison syslog-ng-mod-mongodh

mw::ud Duk!ﬂ!x:

i 3 pagl 1 praql libdbd-aglice activesq
The following NEW packsges will be msulud:
wam libestl syslog-ng syslog-ng Falog-ng: qp IPIlog-ng-sod-geolp Iyslog-ng J80n. Fyslog-nyg: o
d gl mmv-m-ma—nm
o wmu, 17 xll? IMDNIIG 0t an w D nOL upgEaded.
Beed to get 0 B/907 kB of archives.
Afzer this operscion, 3,213 kB of sddivionol disk spoce will be used.
Do you want to contisuer [¥in] ¥

Figure 5-3. Installing syslog-ng on Ubuntu 16.04.1 LTS
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Once installed, go to /var/log/ and run 'ls'. You will see the file messages (Figure 5-4):

vishal_gnutech@ubuntu-xenial-1:/var/log$ 1ls | grep messages
messages

l: /var/logé 1s | grep messages

Figure 5-4. syslog-ng installed and created the file messages in /var/log

Now copy the content of the file from the previous section of 05-syslog.conf and create a new
configuration file in /etc/logstash/conf.d. Note that I have named the file 05-syslog.conf. The reason
for this is that when Logstash looks at a directory, in our case, /etc/logstash/conf.d, itloads files in
alphabetic order. Thus, if you have too many configuration files, you should name them properly, to avoid
any confusion.

Once that’s complete, restart Logstash, then log on to the Kibana dashboard, and you will see the
incoming data.

Configuring Logstash for Mail Servers

Every company has its own mail servers. There are things that a server admin must monitor on a mail server
daily, such as incoming spam, suspicious files sent as attachments, mail delivery failure, and so forth. You
will be learning about two of the most commonly used e-mail solutions on GNU/Linux servers Exim and
Postfix. You will learn, too, how to configure Logstash for these e-mail server programs.

To proceed, we must assume that at least one of the e-mail server software programs is already installed.

Exim Configuration

Exim is a mail transfer agent mostly used with cPanel and Mailman. Exim both logs and saves the logs in
/var/log/exim/mainlog. If you have a server running cPanel, then the log files will be located at /var/
log/. You will now see how to configure Exim logs with Logstash. I am assuming that the mail server is a
remote server. To send the logs from a remote mail server to your ELK Stack, you will configure Filebeat, as
explained in Chapter 4, and make the changes in /etc/filebeat.yml, as shown here (Figure 5-5):

# Make sure that no file is defined twice, as this can lead to unexpected behavior. paths:
- /var/log/exim_mainlog
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ﬂf#i####!fif####f#! Filebeat Confiquration Exanple ###ssdsffssdssisdinssnins

SEGUBREEFHESFURREEEIESFUEEEE Filebeat SESFISUREERRINENIRRERRUNENEREERHENESN
filebeat:
# List of prospectors to fetch data.
prospectors:
# Each - is a prospector. Below are the prospector specific configurations
# Paths that should be crawled and fetched. Glob based paths.
# To fetch all ".log" files from a specific level of subdirectories
# /var/log/*/*.log can be used.
# For each file found under this path, a harvester is started.
# Make sure not file is defined twice as this can lead to unexpected behaviour.
paths:
- /var/log/exin_mainlog

#_ Arilwmranvamdaralalasriroaarmahl larel &

Figure 5-5. Configuring filebeat.yml to read Exim logs

As shown in Figure 5-5, we have configured Filebeat to read Exim logs. In some cases, you might have
logs located in /var/log/exim/. Make sure that you have opened port 5044 in the firewall.

Once that’s done, save it and restart Filebeat. Now let’s check Kibana, to see if we are getting the events.
Open the Kibana dashboard and check logstash-* index.

Figure 5-6 reveals that your ELK Stack is getting events from the remote mail server, and it shows you
the logs. Exim also produces a panic log and reject logs as well. You can also configure them in filebeat.yml.
Set their path as /var/log/exim/*.log, or define them each in a single line, as follows:

# Make sure that no file is defined twice, as this can lead to unexpected behavior.
paths:
- /var/log/exim_mainlog
- /var/log/exim_rejectlog
- /var/log/exim_painclog

116, 19.46:45 029 = by 50 seconds

Selected Falds
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Time _saurce
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1 source: Avar/logfeximmainlog dnput type: log count: 1 beat.hostnase: srv.

o offset:
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Figure 5-6. Kibana showing Exim logs from the remote server
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Postfix Configuration

Postfix is one of the most popular and widely used mail servers in the world. It runs on all available Unix
systems. Postfix saves the log file at /var/log/maillog.

You will now configure your Postfix-based mail server to send events to the ELK Stack (Figure 5-7). As
described in Chapter 4, install Filebeat on the mail server and change the filebeat.yml file as described here:

# Make sure that no file is defined twice, as this can lead to unexpected behavior.
paths:
- /var/log/maillog

# Paths that should be crawled and fetched. Glob based paths.
# To fetch all ".log"” files from a specific level of subdirectories
# /var/log/*/*,log can be used.
# For each file found under this path, a harvester is started.
# Make sure not file is defined twice as this can lead to unexpected behaviour.
paths:
- /var/log/maillog
#- ci\programdata\elasticsearch)logs\*

Figure 5-7. Configuring logs for Postfix in Filebeat

Restart Filebeat. Now check your Kibana dashboard to see if you are getting the events.
Asyou can see in Figure 5-8, Postfix logs are now coming to the Kibana dashboard.
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Figure 5-8. Postfix events in the Kibana dashboard

68


http://dx.doi.org/10.1007/978-1-4842-1694-1_4

CHAPTER 5 * CONFIGURING LOGSTASH FOR SERVICES AND SYSTEM LOGS

Configuring Secure Log

It's very important for every server administrator to keep an eye on the logs, for authentication and
authorization privileges. In GNU/Linux systems, you have a log file for that: /var/log/secure. The log file
contains information about successful accesses as well as failed ones. You can analyze the log and block an
attacker’s IP.

We will now configure secure logs. As you have seen in earlier sections, we will be using Filebeat to
allow remote servers to send events to our ELK Stack. You have to install Filebeat on every remote server
from which you want to receive events. (Refer to Chapter 4 for how to install and configure Filebeat.) Once
Filebeat is installed, open /etc/filebeat/filebeat.yml and make the following changes:

# Paths that should be crawled and fetched. Glob based paths.
# To fetch all ".log" files from a specific level of subdirectories
# /var/log/*/*.log can be used.
# For each file found under this path, a harvester is started.
# Make sure not file is defined twice as this can lead to unexpected behavior.
paths:
- /var/log/secure

As shown in Figure 5-9, you have configured Filebeat to read the /var/log/secure file. Now check
Kibana for events coming in from /var/log/secure.

# Each - is a prospector. Below are the prospector specific configurations
# Paths that should be crawled and fetched. Glob based paths.
# To fetch all ".log" files from a specific level of subdirectories
# /var/log/*/%.log can be used.
# For each file found under this path, a harvester is started.
# Make sure not file is defined twice as this can lead to unexpected behaviour.
paths:
B /var/log/secure

Figure 5-9. Configuring Filebeat for /var/log/secure

As shown in Figure 5-10, you can see such details as the IP address and the username of the failed
authentication. This kind of information is very useful to server administrators. You can use this information
to make your servers more secure, by blocking an attacker’s IP.
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Figure 5-10. Secure log content from the remote server

MySQL Logs

MySQL is an open source relational database management system that is used worldwide. Database log
monitoring is very important, as you can identify errors or queries that are slowing your application, and a
lot more. Install Filebeat on a remote server, as explained in Chapter 4. Now, before you move forward and
configure Filebeat, you must configure MySQL to generate a slow log. Open the MySQL configuration file, as
follows (see also Figure 5-11):

[vishneo@centylog log]$ sudo vi /etc/my.cnf
[mysqld]

datadir=/var/lib/mysql
socket=/var/lib/mysql/mysql.sock

user=mysql

# Disabling symbolic-links is recommended to prevent assorted security risks
symbolic-1links=0

secure-file-priv=/var/tmp
log-slow-queries=/var/lib/mysql/slow.log
[mysqld safe]

log-error=/var/log/mysqld.log
pid-file=/var/run/mysqld/mysqld.pid
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[fuysqla)

datadir=/var/lib/mysql
socket=/var/lib/mysql /uysql.sock
user=mysql

# Disabling symbolic-links is recommended to prevent assorted security risks
symbolic-links=0
secure-file-priv=/var/tup
log-slow-queries=/var/lib/mysql/slow. log
[mysqld_safe]
log-error=/var/log/mysqld. log
pid-file=/var/run/nysqld/nysqld.pid

“

Figure 5-11. Configuring a MySQL slow log

As shown in Figure 5-11, a line is added to my. cnf to enable a slow-queries log. Now restart the MySQL
server, as follows:

[vishneo@centylog log]$ sudo service mysql restart
Check to see if the file is created.

[vishneo@centylog log]$ cd /var/lib/mysql/
[vishneo@centylog log]$ 1s | grep slow
slow.log

The file is created, so let’s move forward and configure Filebeat. Open the file /etc/filebeat/
filebeat.yml in an editor.

[vishneo@centylog log]$ sudo vi /etc/filebeat/filebeat.yml

# Make sure that no file is defined twice, as this can lead to unexpected behavior.
paths:
- /var/lib/mysql/slow.log

As shown in Figure 5-12, you have configured Filebeat to read the MySQL slow query log file. Save the
file and restart Filebeat, as follows:

[vishneo@centylog log]$ sudo service filebeat restart

# Paths that should be crawled and fetched. Glob based paths.
# To fertch all ".log" files from a specific level of subdirectories
# /var/log/*/*.log can be used.
# For each file found under this path, a harvester is started.
# Make sure not file is defined twice as this can lead to unexpected behaviour.
paths:

- /var/lib/mysql/slow. log

Figure 5-12. Configuring Filebeat to read the MySQL slow log
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Your job is done here. Open the Kibana dashboard and see if you are receiving the inputs. Always
remember that you must open port 5044 on every server on which you are configuring Filebeat.

As shown in Figure 5-13, we are about to view a query that is taking a long time to execute.

The preceding are just a few examples of logs that you can configure using Filebeat and Logstash. There
are lots of other kinds of logs, such as audit.log, which can be configured, as well as any other application
running on a remote server that you want to configure.

Time: sousce

et name v Septesber 16th 2016, 17:24:47.583  ppscage: [INSERT INTO search_log ke

on,ip,indate) VALUES ("xsla”,”"," ", 108.47.164, 25

1t eversien: 1 L5 count: 1 best.hostnsme: merbers. |

Trode.com  beat.name: members

ode.com sourcer fear/1ib/mysq log offset: 110,758 imput_type: lo

9 fieds: type: log mast: .members.linode.com tags: beats_ input_codec_plain_spplied _id: Aveyzefcz

b Septesber 16th 2016, 17:3d:47.583

m input_type: log fields: -

m tags: beats_input_codec_nlsin_applied

Figure 5-13. Logs of MySQL slow query

Summary

In this chapter, you learned how to configure system and services logs using Filebeat on your ELK Stack. You
also learned the following:

¢  How to allow permission to Logstash user to read files
¢  How to configure mail logs from Exim and Postfix
e How to configure a MySQL slow log query

Thus far, we have configured our ELK Stack and have also configured events from a remote server. With
this and previous chapters, the most basic and important aspects of the ELK Stack have now been covered.

In next chapter, you will see how to configure Graphite with the ELK Stack, to monitor and analyze
historical logs and data.
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Graphite Monitoring and Graphs -

In previous chapters, you learned how to set up an ELK Stack and use the web-based interface Kibana to see
the events from the data received by Logstash and Elasticsearch. You also configured remote hosts to send
inputs to a centralized ELK Stack. Now a monitoring system keeps running for a longer period of time, and
it keeps getting data from the services or server it’s monitoring. Monitoring systems generally don’t possess
the functionality for long-term data analysis and storage. Fortunately, you can use Graphite with the ELK
Stack, to gain more control over how you analyze your historical logs and data.

In this chapter, you will learn how to install and use Graphite and its components on CentOS 7 and
Ubuntu 16.04.1 LTS systems with data input from Elasticsearch.

Installing Graphite on Cent0S 7

You will install Graphite along with its three components:
1. Carbon: A daemon listens for time-series data.

2.  Whisper: A database similar to RRD tools provides storage for numeric
time-series data.

3. Graphite-web: Renders graphs and provides a visualization and analysis of the data.

Preinstallation Setup

The first thing to do on a freshly installed server is to check to see if any updates are available. If there are any
updates, install them immediately, to be sure that your server is up to date.

[vishneo@localhost ~]$ sudo yum check-update
[vishneo@localhost ~]$ sudo yum update

Now all that is needed is to enable the EPEL repository for your CentOS 7. Let’s do it as follows:

[vishneo@localhost ~]$ sudo yum install epel-release
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As shown in Figure 6-1, the EPEL repository is now installed.

yus install epel-release

ng transaction check
=== Package epel-release,

==» Finished Dependency Re.

Dependencies Resolved

elease moarch 7-6 extras 4k

Transaction Swmary

14 kB 00:00:00

Figure 6-1. Installing the EPEL repository on CentOS 7

Installing Graphite on Cent0S 7

Now it’s time to install Graphite, in addition to the required packages. Enter the following command:

[vishneo@centylog opt]$ sudo yum install pycairo django bitmap bitmap-fonts mod wsgi python-
pip python-devel gcc httpd

The preceding dependencies are installed according to the package requirement form on the Graphite
web site at http://graphite.wikidot.com/installation

As shown in Figure 6-2, all the packages and dependencies are installed. Now we will use PIP, which is
a package management system used to install and manage Python packages. To move ahead, we will first
upgrade PIP, as follows:

[vishneo@localhost ~]$ sudo pip install --upgrade pip
[vishneo@localhost ~]$ sudo pip install carbon
[vishneo@localhost ~]$ sudo pip install whisper
[vishneo@localhost ~]$ sudo pip install graphite-web
[vishneo@localhost ~]$ sudo pip install "django-tagging<0.4"
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:0.3-21.e17 gec.xB8_64 0:4.8.5-4.e17 httpd.xB6_84 0:2.4.6-40.e1

python-devel.x¥6_g4 012.7.8-35.e17_2 python-diange.noarch 01l. ¢

80 locnlhe

Figure 6-2. Installing dependencies for Graphite

In the preceding command, we are installing an earlier version of django-tagging than the latest,
which is 0.4.5 at the time of writing. The reason that we are installing an earlier version is that in later
sections, we will be generating the database and user for the Graphite database, and it will not work with the
newer version of django-tagging.

Now that all of the required packages are installed, we can configure Graphite, Carbon, Whisper, and
Graphite-web.

Configuring Graphite, Carbon, and Whisper

All of the packages needed on our CentOS 7 server are now installed. Next, we will configure Graphite,
Carbon, and Whisper.

[vishneo@centylog /]$ cd /opt/graphite/conf/
Next, copy carbon.conf.example to carbon.conf:

[vishneo@localhost conf]$ sudo cp carbon.conf.example carbon.conf
Now open the file carbon. conf and explore its options (Figure 6-3):

[vishneo@centylog conf]$ sudo vi carbon.conf
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fcache]

§# Configure carbon directories.

H

§ OS5 environment variables can be used to tell carbon where graphite is
§ installed, where to read configuration from and where to write data.
i

H GRAPHITE_ROOT - Root directory of the graphite installation.
i Defaults to ../

H GRAPHITE_CONF_DIR - Configuration directory (where this file lives).
i Defaults to $GRAPHITE_ROOT/conf/

H GRAPHITE_STORAGE_DIR - Storage directory for whisper/rrd/log/pid files.
H Defaults to $GRAPHITE ROOT/storage/

H

§ To change other directory paths, add settings to this file. The following
§ configuration variables are available with these default values:

H

i STORAGE_DIR = §GRAPHITE_STORAGE_DIR

H LOCAL_DATA_DIR = STORAGE_DIR/whisper/

i WHITELISTS_DIR = STORAGE_DIRfliStSf

H CONF_DIR = STORAGE DIR/cont/

i LOG_DIR - STORLGE_DIRIIGQK

H PID_DIR = STORAGE_DIR/

i

§ For FHS style directory structures, use:

¥

§ STORAGE DIR = /var/lib/carbon/

§ CONF_DIR = /etc/carbon/

i LOG_DIR = /var/log/carbon/

§ PID_DIR = /var/run/

i

JLOCAL_DATA DIR = /opt/graphite/storage/whisper/

{ Enable daily log rotation. If disabled, carbon will automatically re-open
f the file if it's rotated out of place (e.g. by logrotate daemon)
INABLE_LOGROTATION = True

§ Specify the user to drop privileges to

§ If this is blank carbon runs as the user that invokes it

§ This user must have write access to the local data directory

JSER =

i

§ NOTE: The above settings must be set under [relay] and [aggregator]
i to take effect for those daemons as well

"carbon.conf" 402L, 17809C

Figure 6-3. Configuring carbon.conf

You can normally examine the settings here and make changes, if needed, to your setup. However, we
will leave the carbon. conf file untouched and use the default settings. Now let’s move on to configure the
storage schemas.

Copy storage-schemas.conf.example to storage-schemas.conf, as follows:

[vishneo@localhost conf]$ sudo cp storage-schemas.conf.example storage-schemas.conf
Edit the file, as follows:

[vishneo@centylog conf]$ sudo vi storage-schemas.conf

# Schema definitions for Whisper files. Entries are scanned in order,

# and first match wins. This file is scanned for changes every 60 seconds.

#
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+*

[name]
# pattern = regex
# retentions = timePerPoint:timeToStore, timePerPoint:timeToStore, ...

# Carbon's internal metrics. This entry should match what is specified in
# CARBON_METRIC_PREFIX and CARBON_METRIC_INTERVAL settings

[carbon]

pattern = “carbon\.

retentions = 60:90d

[default imin_for iday]
pattern = .*
retentions = 60s:1d
You will see that there are two sections in the configuration file that contain the following:
e  Name of the section

e  Field pattern containing regular expressions

e  Retention containing values. For example, in the configuration file, retentions= 60s:1d
means that the data point represents 60 seconds, and it will be retained for 1 day.

Adding Carbon As a Service on Cent0S 7

Copy the init scripts to /etc/init.d/. Change the directory to /opt/graphite, and issue the following
commands:

[vishneo@localhost graphite]$ sudo cp /opt/graphite/examples/init.d/carbon-* /etc/init.d/
Now make the scripts executable with the following command:

[vishneo@centylog graphite]$ sudo chmod +x /etc/init.d/carbon-*
Start carbon-cache, as follows:

[vishneo@localhost graphite]$ sudo /etc/init.d/carbon-cache start

Reloading systemd: [ oK ]

Starting carbon-cache (via systemctl): [ OK ]
Now check to see if it’s running (Figure 6-4):

[vishneo@localhost graphite]$ sudo /etc/init.d/carbon-cache status

carbon-cache (instance a) is running with pid 18932
[ OK ]

[vishneO@ localhost graphite] § sudo /etc/init.d/carbon-cache status
carbon-cache (instance a) 13 running with pid 18932
[ K 1]

[vishneO@ localhost graphite]$ [

Figure 6-4. Starting Carbon and checking that it’s running properly
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Asyou can see in Figure 6-4, Carbon is running and will receive the data, which means that it is
configured properly.

Configuring Graphite-web

Graphite-web is a Django-based application that displays graphs and dashboards. Now it’s time to configure
Graphite-web. First copy the following sample configuration file:

[vishneo@localhost graphite]$ sudo cp /opt/graphite/webapp/graphite/local_settings.
py.example /opt/graphite/webapp/graphite/local settings.py

To edit the file, issue the following command (Figure 6-5):

[vishneo@centylog graphite]$ sudo vi /opt/graphite/webapp/graphite/local settings.py

ﬂ# Graphite local_settings.py

## Edit this file to customize the default Graphite webapp settings

#

# Additional customizations to Django settings can be added to this file as well

EEEEEEEEEEEE RS E S s s R

# General Configuration #

EEEEEEEEEEE R R e

# Set this to a long, random unigue string to use as a secret key for this

# install. This key is used for salting of hashes used in auth tokens,

## CRSF middleware, cookie storage, etc. This should be set identically among
# instances if used behind a load balancer.

HSECRET_KEY = 'UNSAFE_DEFAULT'

# In Django 1.5+ set this to the list of hosts your graphite instances is

# accessible as. See:

# hteps://docs.djangoproject.com/en/dev/ref/settings/#std: setting-ALLOVED HOSTS
#ALLOUED_HOSTS w [ 12 ]

# Set your local timezone (Django's default is America/Chicago)

# If your graphs appear to be offset by a couple hours then this probably
# needs to be explicitly set to your local timezone.

#TIHE_ZONE = 'AmericafLos_kngeles'

# Override this to provide documentation specific to your Graphite deployment
#DOCUMENTATICON URL = "http://graphite.readthedocs.org/"

# Logging
#LOG_RENDERING_PERFORHﬁNCE = True
#LOG_CACHE_PERFORMANCE = True
#LOG_HETRIC_ACCESS = True

# Enable full debug page display on exceptions (Internal Server Error pages)
HDEBUG = True

# If using RRD files and rrdcached, set to the address or socket of the daemon
#FLUSHRRDCACHED = ‘'unix:/var/run/rrdcached.sock’

This lists the memcached servers that will be used by this webapp.

If you have a cluster of webapps yvou should ensure all of them

have the *exact* same value for this setting. That will maximize cache
efficiency. Setting MEMCACHE_HOSTS to be empty will turn off use of
memcached entirely.

"/opt/graphite/webapp/graphite/local settings.py" 221L, 9234C

L S

Figure 6-5. Editing the local_setting.py for Graphite-web
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As shown in Figure 6-5, you must first provide a secret key. Uncomment the line SECRET_KEY ="' and
provide a key. In my case, for testing, I have provided the key J4f4#!9.
Uncomment the Time_Zone= '' and enter your time zone. In my case, I have changed the default to

TIME_ZONE = 'UTC'.
Now exit from the editor, by first pressing Esc. Save the file and quit, by pressing :wq (Figure 6-6).

5# Graphite local_ settings.py

¥ Edit this file to customize the default Graphite webapp settings

H

§ Additional customizations to Django settings can be added to this file as well

EEEEEEEE R R EEEEEEEEEEEEEEEEEE

¥ General Configuration #

bEEEE R R R R bk b L b

# Set this to a long, random unique string to use as a secret key for this

¥ install. This key is used for salting of hashes used in auth tokens,

3§ CRSF middleware, cookie storage, etc. This should be set identically among
¥ instances if used behind a load balancer.

SECRET_KEY = 'J4f4§!9'

¥ In Django 1.5+ set this to the list of hosts your graphite instances is

j accessible as. See:

¥ hteps://docs.djangoproject.com/en/dev/ref/settings/#fstd:secting-ALLOVED HOSTS
$ALLOWED_HOSTS = [ '*' ]

¥ Set your local timezone (Django's default is Awerica/Chicago)

3 If your graphs appear to be offset by a couple hours then this probably
¥ needs to be explicitly set to your local timezone,

FINE_ZONE = 'UTC'

§ Override this to provide documentation specific to your Graphite deployment
JDOCUMENTATION URL = "http://graphite.readthedocs.org/"

¥ Logging
¥LOG_RENDERING_PERFORHANCE = True
¥LOG_CﬂCHE_PERFORHRNCE = True
?LOGﬂMETRIC“LCCESS = True

3 Enable full debuy page display on exceptions (Internal Server Error pages)
JDEBUG = True

¥ If using RRD files and rrdcached, set to the address or socket of the daemon
$FLUSHRRDCACHED = 'unix:/var/run/rrdcached.sock’

This lists the memcached servers that will be used by this webapp.

If you have a cluster of webapp= you should ensure all of them

have the Texact® same value for this setting. That will mwaximize cache
efficiency. Jerting MEMCACHE HOSTS to be empty will turn off use of
memcached entirely.

AT T D e

Figure 6-6. Editing and saving the local_setting.py Graphite-web config file

Next, you'll set up the Graphite database and user, starting with the following command:
[vishneo@centylog graphite]$ sudo python /opt/graphite/webapp/graphite/manage.py syncdb

As shown in Figure 6-7, you are prompted to create a superuser. Create the user, and provide the
information that is requested. You are now done with installing and configuring Graphite, Carbon, and

Whisper. Next, you will configure Graphite to run, using Apache. The Graphite installation comes with
sample configuration files. We will change the directory to /opt/graphite/examples.
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[vishneOf localhost graphite] § sudo python fopt/graphite/webapp/graphite/manage.py syncdb
Creating tables ...

Creating table account_profile

Creating table account_variable

Creating table account_view

Creating table account_window

Creating table account mygraph

Creating table dashboard dashboard owners
Creating table dashboard dashboard
Creating table events_event

Creating table url_shortener_link
Creating table auth permission

Creating table auth_group_permissions
Creating table auth group

Creating table auth _user groups

Creating table auth user user_ permissions
Creating table auth user

Creating table django_session

Creating table django_admin_ log

Creating table django_content_type
Creating table tagging tag

Creating table tagging taggeditem

FYou just installed Django's auth system, which means you don't have any superusers defined.
Would you like to create one now? (yes/no): vyes

Username (leave blank to use 'root'): graphitedb
Email address: graphitedbfgmail.com
Passwvord:

Password (again):

Superuser created successfully.
Inscalling custom SQL ...

Installing indexes ...

Installed O object(=2) from 0 fixture(s
[vishneOf localhost graphite] § I

Figure 6-7. Generating the Graphite database and creating the admin user

Inside the directory, you will see a file named example-graphite-vhost.conf. Copyitto /etc/httpd/conf.d.
[vishneo@centylog graphite]$ cd examples/
[vishneo@localhost examples]$ sudo cp example-graphite-vhost.conf /etc/httpd/conf.d/
graphite.conf

The sample files that come with the Graphite installation have everything you need to configure it to
run using Apache. Let’s see what configuration is needed here. Change the directory to /etc/httpd/conf.d.

[vishneo@localhost examples]$ cd /etc/httpd/conf.d/
Now open the file using vi.
[vishneo@centylog conf.d]$ sudo vi graphite.conf

Now let’s see all the changes you have to make in graphite.conf (Figure 6-8).
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This needs to be in your server's config somevhere, probably
the main httpd.conf
NameVirtualHost #*:80

Bl

an

This line also needs to be in your server's config.
LoadNodule wsgi module modules/mod wsgi.so

an

# You need to manually edit this file to fit your needs.

# This configuration assumes the default installation prefix

# of fopt/graphite/, if you installed graphite somevhere else
# vou will need to change all the occurances of /opt/graphite/
# in this file to your chosen install location.

<IfModule !wsgi_module.c>
LoadModule wsgi module modules/mod wsgi.so
</ IfModule>

# XXX You need to set this up!
# Read http://code.google.con/p/modwsgi/wiki/ConfigurationDirectives#USGISocketPrefix
WSGISocketPrefix run/wsgi

<VirtualHost *:80>
ServerName graphite
DocumentRoot "/opt/graphite/webapp™
ErrorLog /opt/graphite/scorage/ log/webapp/error. log
CustomLog /opt/graphite/storage/logy/vebapp/access. log common

# I've found that an equal number of processes £ threads tends

# to show the best performance for Graphite (ymrmv).

W3GIDasmonProcess graphite processes=5 threads=5 display-nawe=':%{GROUP}' inactivity-timeout=12Z0
WSGIProcessGroup graphite

WSGIApplicationGroup %{GLOBAL}

WSGIImportScript Jfopt/graphite/conf/graphite.wsgi process-group=graphite application-group=%{GLOBAL}

# XXX You will need to create this file! There is a graphite.wsgi.example
#i file in this directory that you can safely use, just copy it to graphite.wgsi
WSGIScriptilias / fopt/graphite/cont/graphite.wsgi

# XXX To serve static files, either:
# django-admwin.py collectstatic =--noinput =--settings=graphite.settings
# * Inscall che vhitenoise Python package (pip install whitenoise)
# or
# * Collect static files in a directory by running:
"graphite.conf” [noeol] 67L, 2822C

Figure 6-8. Editing graphite.conf to make it run using Apache

You need to change few things in your graphite. conf file. We will now proceed to do this step by step.
Look for WSGISocketPrefix and change the run.wsgi to /var/run/httpd/wsgi. The changed
parameters are as follows:

WSGISocketPrefix /var/run/httpd/wsgi

Next is the virtualhost section for Graphite-web. This section is very important, as you need to tell
Apache to look for Graphite-web. The virtualhost section looks like the following:

<VirtualHost *:8880>
ServerName yourserver name or server IP
DocumentRoot "/opt/graphite/webapp"
Errorlog /var/log/httpd/graphite_error.log
CustomLog /var/log/httpd/graphite_access.log common
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Put your hostname or IP address in ServerName, as shown in Figure 6-9. This is an important change
that you have to make. Scroll down to the WSGIScriptAlias section. There, you will see its setup, as follows:

WSGIScriptAlias / /opt/graphite/conf/graphite.wsgi

<VirtualHost *:8880>
ServerName 192.168.10.100
DocumentRoot "/opt/graphite/uebapp”
Errorlog /opt/graphite/storage/log/webapp/error. log
Customlog Jopt/graphite/storage/log/webapp/access. loy common

# I've found that an ecqual number of processes & threads tends

# to show the best performance for Graphite (ymmv).

WiGIDaemonProcess graphite processes=3 threads=5 display-name='%{GROUP}' inactivity-timeout=120
WSGIProcessGrowp graphite

WSGIApplicationGroup %{GLOBAL}

WiGIInportScript fopt/graphite/conf/graphite.wsyi process-group=graphite application-group=%{GLOBAL}

# X000 You will need to create this file! There is a graphite.wsgi.example
# file in this directory that you can safely use, just copy it to graphite.wgsi
WEGIScriptAlias / Jopt/graphite/conf/graphite,wsgi

W0 To serve static files, either:
django-adnin.py collectstatic --noinput --settings=graphite.settings
* Install the vhitenoise Python package (pip install whitenoise)
or
* Collect svatic files in a directory by running:
django-admin.py collectstatic --noinput --settings=graphite.settings

# And set an alias to serve static files with Apache:
Alias fcontent/ Sfopt/graphite/webapp/content/
<Location "/content/">

SetHandler None
</Location>

R R R

# X000 In order for the djange admin site media to work you
# must change BDJANGO_ROOTE to be the path to your django
# installation, which is probably something like:
# /fusr/lib/pythonZ.é/site-packages/django
#hlias /media/ "BDJANGO_ROOT®/contrib/admin/media/"
Alias /media/ "/usr/local/lib/pythonZ.7/disc-packages/django/contrib/admin/media/™
<Location "/media/">
SetHandlexr /fusr/lib/python2.7/site-packages/django
</Location>

# The graphite.wsgi file has to be accessible by apache. It won't
I # be wisible to clients because of the DocumentRoot though.

Figure 6-9. Configuring the virtualhost section of graphite.conf

Open another SSH session to the current server and copy /opt/graphite/conf/graphite.wsgi.
example to graphite.wsgi.

[vishneo@localhost /]$ cd /opt/graphite/conf/
[vishneo@localhost conf]$ sudo cp graphite.wsgi.example graphite.wsgi

Scroll down to the section for django admin, and in Alias /media, add the pathto "/usr/local/lib/
python2.7/dist-packages/django/contrib/admin/media/".

Alias /media/ "/usr/local/lib/python2.7/dist-packages/django/contrib/admin/media/"
<Location "/media/">
SetHandler /usr/lib/python2.7/site-packages/django
</Location>
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Next, we move to the section for graphite.wsgi and add "Require all granted" inside <Directory /
opt/graphite/conf>.have commented two other options here:

<Directory /opt/graphite/conf/>
Require all granted
#0rder deny,allow
#Allow from all
</Directory>

Finally, we will add a few <Directory> directives before </VirtualHost> to allow content from /opt/
graphite/webapp/content/

<Directory /opt/graphite/webapp/>
Require all granted

</Directory>

<Directory /opt/graphite/webapp/content/>
Require all granted

</Directory>

Once finished, press Esc and then :wg, to save the file and exit from the editor.
Now you have to add one line to the httpd. conf file, so that it can listen to port 8880. Before doing that,
you must make sure that port 8880 is allowed through the firewall. Add the port to the firewall, as follows:

[vishneo@localhost /]$ sudo firewall-cmd --permanent --add-port=8880/tcp
[vishneo@localhost /]$ sudo firewall-cmd --reload

Now let’s add the port 8880 to httpd. conf.
[vishneo@localhost /]$ sudo vi /etc/httpd/conf/httpd.conf

Under Listen 80, add another line, as follows:
Listen 8880 so it should look like below:
Listen 80
Listen 8880

What is accomplished here is the running of another Apache instance on port 8880, so that we can
access Graphite on that port. Press Esc and then :wg, to save the file and exit from vi. Now restart the Apache
server, as follows:

[vishneo@centylog conf.d]$ sudo service httpd restart

Before accessing Graphite using your web browser, you have to chown a few files for Apache to access,
as follows:

[vishneo@localhost /]$ sudo chown apache /opt/graphite/storage/log/webapp/

Now you will run the Graphite-web interface. Open a browser and type http://yourip:8880, to see if
Graphite-web is running.
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Asyou can see in Figure 6-10, Graphite-web is running. but there is no data. Also, there is a broken
image appearing in the middle of the screen. To fix this issue, you have to install pytz, as follows:

[vishneo@localhost /]$ sudo yum install pytz
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Figure 6-10. Graphite-web console running on port 8880

Restart httpd.
[vishneo@localhost /]$ sudo service httpd restart

Now open the browser and type the URL http://yourip:8880.

To check it out, click Metrics » Carbon » agents » localhost localdomain-a, asIdidn’t setup a
hostname here. If you have a hostname set up, it will show the hostname. It will open the tree. Then click
avgUpdateTime, as seen in Figure 6-11.
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Figure 6-11. Graphite console showing sample data
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Configuring Logstash to Send Data to Graphite

Asyou observed in the previous section, Graphite is now installed and configured, and you can see the
default data in the graph. However, the ultimate goal is to send the output to Graphite through Logstash. To
send the output to Graphite, you will use the Logstash plug-in for Graphite. You may define the Graphite
plug-in in your configuration file, as follows:

graphite {
}

Now let’s configure Logstash to send the output to Graphite (Figure 6-12). You will create a new file in
your /etc/logstash/conf.d directory named 06-graphitemetrics.conf

[vishneo@localhost conf.d]$ sudo vi 06-graphitemetrics.conf

input {
file {
path => "/var/log/httpd/access_log"
}
}
filter {
grok {
match => { "message" => "%{COMBINEDAPACHELOG}" }
}
date {
match => [ "timestamp” , "dd/MMM/yyyy:HH:mm:ss Z" ]
}
if [response] =~ /\d\d\d/ {
metrics {
meter => "apache.response.%{host}.%{response}"
add_tag => "metric"
clear_interval => "5"
flush_interval => "5"
}
}
}
output {
graphite {
fields_are metrics => true
include_metrics => ["“apache\.response\..*"]
host => "localhost"
port => "2003"
}
stdout {codec => rubydebug }
}
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input {
file {
path => "/var/log/httpd/access log"
1Y
!
filter {
grok {
match => { "message" => "% {COMBINEDAPACHELOG}" }
date {
match => [ "timestawp" , "dd/MMM/yyyy:HH:rmm:ss Z" ]
if [response] =~ /\didvd/ {

metrics {
meter => "apache.response.%{host}.%{response}"
add_tag => "metric”
clear interval => "S"
flush interval => "5"

output {
graphite {
fields are metrics => true
include metrics => ["“apache) .responsel..*"]
host => "localhost"”
port => "2003"
1
5
stdout { codec => rubydebug }

1
i

Figure 6-12. Configuring Logstash to send output to Graphite

There are several important things to note here. First, I've used Logstash plug-in metrics. We have an
http response code and have added a tag, as well, to identify and look for it. Then we are flushing it in every
five seconds. Next, we introduce the Logstash plug-in to Graphite. We include the metrics and provide the
host and port number for carbon-cache.

Before restarting the services, you should always check to see if your Logstash configuration is correct,
so let’s run the test.

[vishneo@localhost /]$ sudo service logstash configtest

If you see Configuration OK, then all is well. Also, you have to make sure that Logstash user has
permission to read the /var/log/httpd/access_log.

[vishneo@localhost /]$ sudo setfacl -m u:logstash:r /var/log/httpd/access_log
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Now let’s restart the services.

[vishneo@localhost /]$ sudo service logstash restart
[vishneo@localhost /]$ sudo /etc/init.d/carbon-cache restart

Now it’s time to check if you are getting any data in Graphite. Point your browser to http://
yourip:8880. At the top left, you will see Metrics. Expand it by clicking the Metrics folder. Under that, you
will see a new folder with the name apache. Click that folder, and then you will see response » hostname.
Under that, you will see folders with the response code. You can see the graphs by clicking the response code
folder and then the entries inside that. There are a few important things to note here.

¢  Youshould have a busy web site that is sending access logs to your access_log file.

e  Make sure that Logstash user has permission to read the file, which I mentioned in
an earlier section.

As shown in the Figure 6-13, you are now getting the graphs in Graphite through Logstash. You can see
all of the graphs displayed on a single screen. How is that done? Click Dashboard at the top right, then click
apache, and keep clicking it until you see the name ending with a response code, such as 200,304,400, and so
on. Click apache.response.hostname.200, and you will see the options for count, rate at 1m, 15m, and 5m.

Craghile Comparer
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Figure 6-13. Graphite interface showinggraph for count 200

It's time to rejoice that you are seeing the graphs in Graphite (Figure 6-14). You can do many things
with Graphite, including monitoring of the system load, RAM load, and processor load, and comparing the
results. A combination of ELK Stack and Graphite is an excellent option for server administrators.
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Figure 6-14. Showing graphs in Graphite dashboard

Securing Graphite-web

As we are running Graphite-web on a public IP, it’s very important to have some type of security. Thus, we
will configure a simple http-based authentication. Let’s first create a directory in /opt/graphite, as follows:

[vishneo@localhost graphite]$ sudo mkdir /opt/graphite/auth
We have set the folder, now let’s give permission to Apache.
[vishneo@localhost graphite]$ sudo chown -R apache:apache /opt/graphite/auth

We will use htpasswd to create a new user and give it a password to secure Graphite-web. Let’s create
the user, as follows:

[vishneo@localhost graphite]$ sudo htpasswd -c /opt/graphite/auth/.passwd admgraphite
New password:

Re-type new password:
Adding password for user admgraphite

Now you have to configure Apache. Open sudo vi /etc/httpd/conf.d/graphite.conf.
[vishneo@localhost graphite]$ sudo vi /etc/httpd/conf.d/graphite.conf

In the graphite. conf file, add the following code at the end of the file, just before </VirtualHost>:
<Location "/">

AuthType Basic
AuthName "Private Area"
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AuthUserFile /opt/graphite/auth/.passwd
Require user admgraphite
</Location>

Press :wq to save and exit vi. Restart Apache.
[vishneo@localhost graphite]$ sudo service httpd restart

Your Graphite-web installation is now secure. When you open your browser and point it to your
Graphite-web URL, it will ask for username/password.

Installing Graphite on Ubuntu 16.04.1 LTS

In earlier sections, we installed and configured Graphite, Carbon, and Whisper on CentOS 7. Now we will
install it on Ubuntu 16.04.1 LTS.

Always update your repository and the system, if updates for packages are available. To accomplish this,
run the following command:

vishneo@ubuntu:~$ sudo apt-get update && sudo apt-get upgrade

Once the upgrades are complete, install the packages you need. I am including Apache2 as well,
assuming that it’s a fresh Ubuntu installation.

vishneo@ubuntu:~$ sudo apt-get install build-essential graphite-web graphite-carbon python-
dev libapache2-mod-wsgi libpg-dev python-psycopg2 apache2

While installing the packages, you will see a prompt asking:

The /var/lib/graphite/whisper directory contains the Whisper database files. You may want to keep
these database files even if you completely remove graphite-carbon, in case you plan to reinstall it later.
Remove database files when purging graphite-carbon. Respond to this prompt with No.

Once the installation is complete and you have everything installed, you must configure it on the
Ubuntu server. First, let’s configure Carbon. In Ubuntu 16.04.1 LTS, the Carbon configuration files are
located in /etc/carbon. The default settings are good enough for us to move ahead and configure Graphite.
Before doing that, however, add carbon-cache to boot.

vishneo@ubuntu:~$ sudo vi /etc/default/graphite-carbon

Change CARBON_CACHE_ENABLED=false to CARBON_CACHE_ENABLED=true. That’s it. Start the carbon-
cache services, as follows:

vishneo@ubuntu:/etc/carbon$ sudo service carbon-cache start
Verify that it is running.
vishneO@ubuntu:/$ sudo service carbon-cache status
carbon-cache.service - Graphite Carbon Cache
Loaded: loaded (/1ib/systemd/system/carbon-cache.service; enabled; vendor preset:

enabled)
Active: active (running) since Mon 2016-10-10 14:21:37 UTC; 9min ago
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Main PID: 11740 (carbon-cache)
CGroup: /system.slice/carbon-cache.service
L—11740 /usr/bin/python /usr/bin/carbon-cache --config=/etc/carbon/carbon.conf
--pidfile=/var/run/carbon-cache.pid --logdir=/var/log/carbon/ start
Oct 10 14:21:37 ubuntu systemd[1]: Starting Graphite Carbon Cache...
Oct 10 14:21:37 ubuntu systemd[1]: Started Graphite Carbon Cache.
Oct 10 14:28:34 ubuntu systemd[1]: Started Graphite Carbon Cache.

Now that it’s running, it’s time to configure Graphite. Enter the following commands:

vishneo@ubuntu:/$ cd /etc/graphite/
vishneo@ubuntu:/etc/graphite$ sudo vi local settings.py

In this file, change a few settings. For example, I have changed time zone to UTC.
TIME_ZONE = 'UTC'
Now make sure the following are uncommented:
LOG_RENDERING_PERFORMANCE = True
LOG_CACHE_PERFORMANCE = True
LOG_METRIC_ACCESS = True

That's all there is to it!

Configuring Graphite-web

In Ubuntu, you have to copy the configuration files to /etc/apache2/sites-available
vishneO@ubuntu:/$ cd /usr/share/graphite-web/

vishneo@ubuntu:/usr/share/graphite-web$ sudo cp apache2-graphite.conf /etc/apache2/sites-
available/

vishneo@ubuntu:/usr/share/graphite-web$ cd /etc/apache2/sites-available/

vishneO@ubuntu:/etc/apache2/sites-available$ sudo vi apache2-graphite.conf

Change the port to 8880 and press :wq to save and exit the vi editor. You will access Graphite on that
port. To do this, you have to add port 8880 in the Apache config file, as follows:

vishneO@ubuntu:/etc/apache2$ sudo vi /etc/apache2/ports.conf

Listen 80
Listen 8880

In addition, add port 8880 to your firewall.
vishneO@ubuntu:/$ sudo ufw allow 8880/tcp

Rules updated
Rules updated (v6)
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To proceed you must now disable the default site.

vishneO@ubuntu:/etc/apache2$ sudo a2dissite 000-default
Site 000-default disabled.

Now, enable Graphite-web, as follows:

vishneO@ubuntu:/etc/apache2$ sudo a2ensite apache2-graphite
Enabling site apache2-graphite.

To activate the new configuration, you have to run service apache2 reload. Restart Apache to invoke
the changes.

vishneo@ubuntu:/etc/apache2$ sudo service apache2 reload

Let’s check if Apache is running.

vishneO@ubuntu:/etc/apache2$ sudo service apache2 status
apache2.service - LSB: Apache2 web server

Oct 10 14:21:
Oct 10 14:21:
Oct 10 14:21:

Loaded:
Drop-In:

Active:
Docs:
Process:
CGroup:

public] does

Oct 10 14:21:

public] does

Oct
Oct
Oct
Oct
Oct
Oct

10
10
10
10
10
10

14:21:
14:21:
14:56:
14:56:
14:56:
14:56:

—11880
F—12908
F—12909
F—12910
F—12911
F—12912
F—12913
F—12914
F—12917
F—12922
F—12933
L—12934
39 ubuntu
39 ubuntu
39 ubuntu
not exist
39 ubuntu
not exist
40 ubuntu
40 ubuntu
35 ubuntu
35 ubuntu
36 ubuntu
36 ubuntu

loaded (/etc/init.d/apache2; bad; vendor preset: enabled)
/1ib/systemd/system/apache2.service.d

L—apache2-
active (running) since Mon 2016-10-10 14:21:40 UTC; 35min ago
man:systemd-sysv-generator(8)

12885 ExecReload=/etc/init.d/apache2 reload (code=exited, status=0/SUCCESS)
/system.slice/apache2.service

/usr/sbin/apache2 -k start

/usr/sbin/apache2 -k start

(wsgi: graphite) -k start

(wsgi:_graphite) -k start

(wsgi:_graphite) -k start

(wsgi: graphite) -k start

(wsgi: graphite) -k start

Passenger watchdog

Passenger core

Passenger ust-router

/usx/sbin/apache2 -k start

/usr/sbin/apache2 -k start

systemd.conf

systemd[1]: Starting LSB: Apache2 web server...
apache2[11840]: * Starting Apache httpd web server apache2
apache2[11840]: AH00112: Warning: DocumentRoot [/usr/share/foreman/

apache2[11840]: AH00112: Warning: DocumentRoot [/usr/share/foreman/

apache2[11840]: *

systemd[1]: Started LSB: Apache2 web server.

systemd[1]: Reloading LSB: Apache2 web server.
apache2[12885]: * Reloading Apache httpd web server apache2
apache2[12885]: *

systemd[1]: Reloaded LSB: Apache2 web server.
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Database Creation

It's time to create the database, as we are using the default setup.

vishneO@ubuntu:/etc/apache2$ cd /usr/1ib/python2.7/dist-packages/graphite/
vishneO@ubuntu:/usr/lib/python2.7/dist-packages/graphite$ sudo python manage.py syncdb

It will ask you to create a superuser, so say Yes. Then it will ask you few questions, so just follow the process.
vishneO@ubuntu:/usxr/1ib/python2.7/dist-packages/graphite$ sudo python manage.py syncdb
You have installed Django's auth system, and don't have any superusers defined.
Would you like to create one now? (yes/no): yes

Once you've finished, the database is created.

vishneO@ubuntu:/$ sudo chown _graphite: graphite /var/lib/graphite/graphite.db

Check to see if Graphite is running on your server at port 8880 (Figure 6-15). Point your browser to
http://yourip:8880.

Figure 6-15. Graphite is running on Ubuntu 16.04.1 LTS
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Check to see if any data is coming up (Figure 6-16).
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Figure 6-16. Graphite showing data

Configuring Logstash to Send Output to Graphite

As you have done in earlier sections, you will use the 06-graphitemetrics.conf file here as well.
vishneo@ubuntu:/$:/etc/logstash/conf.d$ sudo vi 06-graphitemetrics.conf

Copy the content of the conf file in this one, and restart Logstash and Carbon. Change the path of the
Apache log file to /var/log/apache2/access.log.

Test the config first, as follows:
vishneo@ubuntu:/etc/logstash/conf.d$ sudo service logstash configtest
If you see Configuration OK all is ok to go ahead
vishneo@ubuntu:/etc/logstash/conf.d$ sudo service logstash restart

vishneo@ubuntu:/etc/logstash/conf.d$ sudo service carbon-cache restart

Apache log files are owned by root, and Logstash user doesn’t have the required permissions to read
them. Thus, to read the file, you have to grant these permissions to Logstash user, as follows:

vishneo@ubuntu:/$ sudo setfacl -m u:logstash:r /var/log/apache2/access.log

It should now be working as it had on CentOS 7.
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Summary

In this chapter, you installed Graphite on CentOS 7 and Ubuntu 16.04.1 LTS and configured Logstash to send
output to Graphite using Logstash graphite. You have also learned what the Logstash and Graphite setups
can be used for and how to do the following:

e Install Graphite, Carbon, and Whisper

e  Configure Graphite, Carbon, and Logstash

e  Configure Apache to run Graphite-web

e  Configure Logstash to send output to Graphite

In next chapter, you will learn more about how to get alerts and notifications, based on changes in data,
using Watcher, which is a plug-in for Elasticsearch.
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Configuring Elasticsearch Watcher/

In the previous chapter, you configured Graphite with Logstash to access time-based data and graphs to
compare results. It’s also a good configuration for server admins to use to view and analyze the performance
of services and applications.

Over the last few years, however, server admins had to work toward making servers and applications
more secure. To accomplish this, they often looked for new ways to receive notifications or alerts.
Configuring the ELK Stack makes server admins’ lives a lot easier, because they can monitor logs from
different servers at a centralized location and analyze them as well.

However, if more information is required, you'll want to trace the incidents on your servers. You'll want
to have notifications and alerts sent to you for any suspicious activity. In addition, you may also want to see
notifications and alerts about the health of your server, server load, storage space left on the device, and
so forth. To achieve this, an excellent plug-in for Elasticsearch is available: Elasticsearch Watcher. With the
Watcher AP], you can create, manage, and check your “watches.”

Watcher is a commercial product, and you can get a 30-day trial license. It's recommended that you use
it on your production servers, to implement a proper alerting system.

We will now install and configure Watcher.

Installing Watcher on CentQS 7

Asyou have already installed Elasticsearch on the server, you only have to install the plug-in now. By default,
the Elasticsearch installation directory is /usr/share/elasticsearch/. Let’s change the directory.

[vishneo@centylog /]$ cd /usr/share/elasticsearch/
Next, you will install the license and plug-in.

[vishneo@centylog elasticsearch]$ sudo bin/plugin install license

-> Installing license...

Trying https://download.elastic.co/elasticsearch/release/org/elasticsearch/plugin/
license/2.4.0/1license-2.4.0.zip ...

Downloading ....... DONE

Verifying https://download.elastic.co/elasticsearch/release/org/elasticsearch/plugin/
license/2.4.0/1license-2.4.0.zip checksums if available ...

Downloading .DONE
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The license is now installed. Next, let’s install the Watcher plug-in.

[vishneo@centylog elasticsearch]$ sudo bin/plugin install watcher

-> Installing watcher...

Trying https://download.elastic.co/elasticsearch/release/org/elasticsearch/plugin/
watcher/2.4.0/watcher-2.4.0.zip ...

0o - Ve -

Verifying https://download.elastic.co/elasticsearch/release/org/elasticsearch/plugin/
watcher/2.4.0/watcher-2.4.0.zip checksums if available ...

Downloading. DONE

@EEEERECEACECEECACEECACEECACEECAREERARECEACACCACECEECECEERR

@ WARNING: plugin requires additional permissions @

o o o o o o o o o o o o o o

java.lang.RuntimePermission getClasslLoader

java.lang.RuntimePermission setContextClassLoader

java.lang.RuntimePermission setFactory

See http://docs.oracle.com/javase/8/docs/technotes/guides/security/permissions.html
for descriptions of what these permissions allow and the associated risks.

* ¥ G

*

You must answer “yes” to the preceding warning, as the Watcher plug-in requires these permissions in
order to work properly.

Continue with installation? [y/N]y
Installed watcher into /usr/share/elasticsearch/plugins/watcher

The Watcher plug-in is now installed on your server. Restart Elasticsearch.
[vishneo@centylog elasticsearch]$ sudo service elasticsearch restart
To test if Watcher is working, run the following commands:

[vishneo@centylog elasticsearch]$ curl -XGET 'http://localhost:9200/ watcher/stats?pretty’
{
"watcher_state" : "started",
"watch_count" : 0,
"execution_thread pool" : {
"queue_size" : 0,
"max_size" : 0
b
"manually stopped" : false
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As shown in Figure 7-1, the plug-in is working and showing you the output as well. Let’s view the output.

D vithna 0 certylogatuied tharedelaticsearck = ]
e Edt ew Wrdow Help

H &R B2 RBFS &4 J0 % €W

;.'u.:)\.l:.::F:e:\!?lo\': e;L‘vc‘::::a:chii n‘;n )’321‘ .'.l.'.:.lp:':";ncaln:u.:9:&)‘_\!1‘_(.:::1.':“:: rpretey’

"seacted”,

“manually_stopped” : false

[vishuelBcentylog elsaticacazchlé

Figure 7-1. Testing Watcher installation

There are two things on which you need to focus: watch_count and execution_thread pool. watch_count
has a value of 0, and execution_thread pool is empty, because we didn’t set up any watches yet, but that’s OK.

Remember: The trial version of Watcher is valid for 30 days, and you can use all the features. After 30
days, you must buy a subscription in order to use it.

Installing Watcher on Ubuntu 16.04.1 LTS

Installing Watcher on an Ubuntu 16.04.1 LTS machine is similar to installing Watcher on CentOS 7. You have
to run the following commands:

vishneo@Ubuntu:~# cd /usr/share/elasticsearch/

vishneo@Ubuntu:~# /usr/share/elasticsearch$ sudo bin/plugin install license

-> Installing license...

Trying https://download.elastic.co/elasticsearch/release/org/elasticsearch/plugin/
license/2.4.0/1license-2.4.0.zip ...

Downloading ....... DONE

Verifying https://download.elastic.co/elasticsearch/release/org/elasticsearch/plugin/
license/2.4.0 /license-2.4.0.zip checksums if available .

Downloading .DONE

Installed license into /usr/share/elasticsearch/plugins/license

Installing Watcher plugin:

vishneo@Ubuntu:~ # /usr/share/elasticsearch$ sudo bin/plugin install watcher

-> Installing watcher...

Trying https://download.elastic.co/elasticsearch/release/org/elasticsearch/plugin/
watcher/2.4.0/watcher-2.4.0.zip ...

N e o

Verifying https://download.elastic.co/elasticsearch/release/org/elasticsearch/plugin/

watcher/2.4.0/watcher-2.4.0.zip checksums if available ...
Downloading .DONE
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g s g ot g ot g ot gt gt gt gt gt gt g ot g ot g ot g ot g ot

@ WARNING: plugin requires additional permissions @
CPECRECREEREECRACCACCACREECEACRACCACRRECRACRACRACRACRRERREE@

* java.lang.RuntimePermission getClassLoader

* java.lang.RuntimePermission setContextClassLoader

* java.lang.RuntimePermission setFactory

See http://docs.oracle.com/javase/8/docs/technotes/guides/security/permissions.html
for descriptions of what these permissions allow and the associated risks.

Continue with installation? [y/N]y

Installed watcher into /usr/share/elasticsearch/plugins/watcher

Watcher is now installed. Next, restart Elasticsearch and test Watcher.
vishneo@Ubuntu:~# /usr/share/elasticsearch$ sudo service elasticsearch restart
To test whether Watcher is working, run the following commands:

vishneo@Ubuntu:~# curl -XGET 'http://localhost:9200/ watcher/stats?pretty’
{
"watcher_state" : "started",
"watch_count" : o,
"execution_thread pool" : {
"queue_size" : 0,
"max_size" : 0
1
"manually stopped" : false

Watcher is installed properly on our Ubuntu 16.04.1 LTS server. As explained previously, the watch_
count has a value of 0, and execution thread pool is empty, as you haven’t configured any watches yet.

Configuring Watches for Logs

Configuring a watch to check logs in a given time period is easy. The main components that you should have
in your watch are scheduling, condition, and action. Scheduling is important for checking logs periodically
for events. Condition is added to see if there are any alerts. If your watch finds an alert, you should have
defined an action to be taken, such as sending an e-mail, and so forth.

Let’s configure a watch using these three components. In Chapter 1, we created an index named
Logstash. Let’s use that index in our watch. The following watch will search the Logstash index for errors
every 15 seconds. Use curl to call the Watcher API.

[vishneo@centylog]$curl -XPUT "http://localhost:9200/ watcher/watch/logstash watch' -d '{

"trigger" : {

"schedule" : { "interval" : "15s" }
s
"input" : {

"search" : {
"request” : {
"indices" : [ "logstash" ],
"body" : {
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Ilqueryll : {
"match" : { "message": "error"

}5
"condition" : {
"compare" : { "ctx.payload.hits.total" : { "gt" : 0 }}

}
}
"actions" : {
"log error" : {
"logging" : {
"text" : "Found {{ctx.payload.hits.total}} errors in the logs"
}
}
}

When you run this code, it should produce the following message:
{"_id":"logstash_watch"," version":1,"created":true}

This means that your watch is created and running. Now let’s see what the preceding code is actually doing.

e  You can schedule a control to check how often a watch should be triggered. The
code "schedule" : {"interval" : "15s"}"is atrigger that will execute every 15
seconds. The input will get the data to evaluate and use search, so that a watch can
search for the data in your logs.

¢  You have added a condition to see if any error is found in the logs. The code
"condition" : {"compare" : {"ctx.payload.hits.total" : {"gt" : 0 }}is
added to check it. The parameter compare lets us compare the values.

e Another important step is to add an action. You have configured a watch to make
sure that you receive alerts or notifications of events. The parameter "actions"
defines what action is needed once the condition is met. You can send an
e-mail or write the error into a file. The code "actions” : { "log error" :

{ "logging" : { "text" : "Found {{ctx.payload.hits.total}}
errors in the logs" is sending the message to Elasticsearch whenever it finds an
€error.

To check it, let’s run another command that was run in an earlier section:

[vishneo@centylog]$ curl -XGET 'http://localhost:9200/ watcher/stats?pretty’
And the output is:
{
"watcher state" : "started",
"watch_count" : 1,
"execution_thread pool" : {
"queue_size" : 0,
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"max_size" : 5
1
"manually stopped" : false

}

Asyou can see clearly, the watch_count is now 1, which means that the watch has been created and will
be monitoring the Logstash index every 15 seconds. All three conditions are included in the preceding code.
You will see more examples in upcoming sections, which will help you understand more about defining
actions when an error is detected.

Now delete the watch that you've created that checks the index every 15 seconds, as we will do a more
realistic configuration next, and it will create more issues. To delete a watch, issue the following command:

[vishneo@centylog]$ curl -XDELETE 'http://localhost:9200/ watcher/watch/logstash_watch'

This will delete the watch that you had created for our experiment.

Configuring Kibana for Watches

In the previous section, you learned how to create and delete watches in Elasticsearch. You will now see how
we can integrate the watches with Kibana. Let’s use the same example as in the previous section, to create a
watch to monitor the errors in the logs.

[vishneo@centylog /]$ curl -XPUT 'http://localhost:9200/ watcher/watch/logstash watch' -d '{

"trigger" : {

"schedule" : { "interval" : "15s" }
by
"input" : {

"search" : {
"request” : {
"indices" : [ "logstash" ],
"body" : {
Ilqueryll : {
"match" : { "message": "error"

}5
"condition" : {
"compare" : { "ctx.payload.hits.total" : { "gt" : 0 }}

}
}s
"actions" : {
"log error" : {
"logging" : {
"text" : "Found {{ctx.payload.hits.total}} errors in the logs"
}
}
}
}
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Watcher maintains a full history of all watches, and a new history index is created daily with
-watch_history-YYYY-MM.DD. Search for the index with .watch_history*.

Once you run the preceding code, open a browser and point it to http://yourip:5601. Then open
Kibana, go to settings, and in the index name or pattern field, type .watch_history*. In the Time-field
name, select trigger event.triggered time.You will see a screen similar to the one shown in Figure 7-2.

Index Paltems

 filoboas-*
watzh_hkbary®

logstash-*

Configure an index pattern

I CHIEH 18 US0 KIDANA YOU MUSt COrNIQura af Ieast ona INdex Paitem. index Paltems a0 USd 10 Kienlily Tho ELSIoSEarch INdex 10 1un SOarch and analylios againsl. They are also used 1o
carfigure figkcs

7 Indecx conlalns lime-based evenls
Use avanl times to create indax names [DEPRECATEDN

Indée nama or pattam

Pattems allow you 10 deline dynamis INdex Names using ~ &8 3 wikeard, Example

walch_higtory™

Do not expand index patten when searching Mot secommenced)

Time-lold name @ efresh feide

igger_ovent tiggered_tima

Figure 7-2. Creating an index pattern for watches in Kibana

As you can see in Figure 7-2, click the Create button, and it’s done. Click the Discover tab at the top left
of the screen, select the newly created Index Pattern, .watch_history*, and you will see a screen similar to
the one shown in Figure 7-3.
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Figure 7-3. Configured watch data

Figure 7-3 shows us the result of all the configured watches on the system.

Sending Alerts to E-mail

You can configure Watcher to send alerts to an e-mail ID. Here, I am going to talk about configuring a Gmail
account only. In your Watcher JSON, you have to add the following code:

"actions": {
"email admin": {
"email": {
"to": "'Admin <vishneo@gmail.com >'",
"subject": "{{ctx.watch_id}} executed",
"body": "{{ctx.watch_id}} executed with {{ctx.payload.hits.total}} hits"

Now you have to add the following code to elasticsearch.yml. Add it to the end of the file.

watcher.actions.email.service.account:
work:
profile: gmail
email defaults:
from: 'Admin <admin@host.domainy'
bcc: supprt@host.domain
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smtp:
auth: true
starttls.enable: true
host: smtp.gmail.com
port: 587
user: <username>
password: <password>

That'’s it. Now you can receive notifications in your Gmail account.

Configuring Sense Editor

Thus far, you have been creating watches using the command line. Though it’s OK to create watches from
the command line, it would be better if you had an editor to write your code and run it simultaneously. To

achieve this, install Sense Editor, with which you can type and submit requests to Elasticsearch and also run
it using the Sense Editor console.

Installing Sense Editor

Sense Editor is a Kibana app. As you already have Kibana installed, all you have to do is to go to the bin

directory of Kibana and install the plug-in. The installation process is the same both for CentOS 7 and
Ubuntu 16.04.1 LTS.

[vishneo@centylog /]$ cd /opt/kibana/
[vishneo@centylog kibana]$ sudo ./bin/kibana plugin --install elastic/sense

As shown in Figure 7-4, the Sense Editor is installed properly.

ED vishne0@xcentylog:optiibana
Fle Edt Wew Window Hep
H SR BE PP A DO % e

basna]é sude . /bin/kibasa plugin -—-install elaseic/sense

Extracting plugin archive

Extrsction couplete

Oprimizing and caching browser bundles...
Flugin installation complete
[viskmeOBcentylog kxbanals [l

Figure 7-4. Installing the Sense Editor for Kibana

To open the Sense Editor, open a browser and point it to http://yourip:5601/app/sense. You will be
greeted with a screen similar to that shown in Figure 7-5.
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Wrile typing & request. Sense wil make euggestions which you ¢an than accept oy reting EeuTad. Thise SUGGESIONS 478 Made Dased On 1hi IGZUES! SLIUCIUNS 35 Wi 85 YO indkots and types
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1he s eparaie: belween hem
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Figure 7-5. Sense Editor opening screen

Next, click the Get to work button, and you will see a screen similar to that shown in Figure 7-6.

ey 2018, 89,25 T

“query*s {
*match_all*: ()

Figure 7-6. Sense Editor showing two panes

Asyou can see in Figure 7-6, the Sense Editor shows two panes. The pane on the left is the editor in
which you will enter your code to submit to Elasticsearch and to create the watches. The right pane displays
the responses from Elasticsearch. In previous sections, you have submitted your code to Elasticsearch from
the command line. Next, you will submit your code to Elasticsearch using Sense app, and you will see the
response as well.

Here, I have written the code to search the .watch_history index with the date:

GET .watch_history-2016.09.29
/_search
"query": {
"match_all": {}
1

104



CHAPTER 7 © CONFIGURING ELASTICSEARCH WATCHER

Just click the green button next to _search on the right side. Once you click the button, you will see the
following response from Elasticsearch. As you can see in Figure 7-7, Elasticsearch shows the response to the
code you have written in Sense. The output pane is showing us the result of the .watch_history-YYYY-MM-DD
search.

“au
*mateh_adl®: ()

n( ko002 | Cagtions iy transfora( iy, .+ J*}) L\, payload”

i tregext,
T resultly, (IRout (Vi . v )* | (transforn( i, .+ )=} | (astfons iy, transFora( L. .+ 1))\, searehi)

Figure 7-7. The reponse from Elasticsearch

You can write watches in the Sense Editor and see the response as well. Sense takes the commands in
curl-like syntax, as we ran the watches code using the Linux command line.

Creating an Index Using Sense

You can easily create an index using Sense. For example, see the following:
PUT /apache_error?pretty=true

"acknowledged": true

}

When you run this code from the Sense Editor, Elasticsearch will create an index.
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Listing Watches

You can list all of your watches stored in .watches index. Using Sense Editor, you can search all the
configured watches (Figure 7-8).

Figure 7-8. A search for configured watches

Asyou can see in Figure 7-8, the watches that you have configured are shown. Thus far, only watch is
configured.

Deleting Watches

You can delete watches permanently, using Sense or from the command line, as follows:

[vishneo@centylog /]$curl -XDELETE "http://localhost:9200/ watcher/watch/logstash watch'
From Sense
DELETE _watcher/watch/logstash_watch

Sense Editor History

You can check history with the Sense Editor UI, by clicking the Clock button next to the server field in the
upper-right corner of the screen. Once you click the Clock button, we will see a screen similar to that shown
in Figure 7-9.
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hupdleeaihest $200

History
watch_histoey-2015.09.29 (5 minutes ago)
watch_histery-2015.09.27 (8 minutes age)
watth_history-2016.09 29 (7 minutes agc)
triggered_witches/_search (7 minutes age)
wartches/_search [15 minutes agol

¢-204_search (19 mirutes age)

tory-2016-0%-23/_search (21 minutas ago)

ogatach-2016.08.29/_search [22 minutes agd

Lol .. |

SET .watch_history-2016, 9,20
7_seareh
"query®: (
“match_sll": ()

O AN e e

Figure 7-9. Sense Editor history

Sense can show as many as the last 500 requests made to Elasticsearch.

Sense Editor Settings

Next to history, you will see a Settings button. From there, you can check and apply the Settings options provided
by Sense. Once you click the Settings button, you will see a screen similar to that shown in Figure 7-10.
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hupdleeaihest $200
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Fant Size
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Autocomplete

N Fick
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o

Figure 7-10. Settings section of the Sense UI

The Settings screen provides a few options. They are:
e  Font Size: You can adjust font size with this option.
e Wrap long lines: Use this to wrap long outputs.

e Autocomplete: This is an interesting option, and you should enable both the Fields
and Indexes and the Aliases options. When you write your code in Sense Editor,
autocomplete helps to see which Fields are there. Autocomplete for Indexes and
Aliases helps you to quickly select the correct ones, as many might be saved.

Sense Editor Help

Help appears next to the Settings button. Click it, and you will see a screen similar to that shown in Figure 7-11.
There are two tabs on this screen:

e Request format: This shows how you can write the code in Sense Editor.

e Keyboard tips: These are keys that you can use in the editor.
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Figure 7-11. Sense Editor Help screen

Summary

In this chapter, you installed the Watcher and Sense Editor plug-ins on CentOS 7 and Ubuntu 16.04.1 TLS.
You successfully configured Watcher, and you were able to see the output using Kibana. You also installed
a Kibana app called Sense Editor, to run inside Kibana and to send code inputs to Elasticsearch. You also
learned about Sense UI and how to do following:

e  Checkhistory in the Sense UI
e Adjust Settings in the Sense Ul
e  View the Help section in the Sense UI

In next chapter, you will learn how to secure a cluster, using the Shield plug-in for Elasticsearch. I will be
covering the following topics:

¢  How to prevent unauthorized access
e  How to protect the integrity of the data

e  How to audit your data
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Securing the ELK Stack with Shield

By now you have ELK Stack configured and running. Nevertheless, we still haven’t addressed the most
important part: security. When you deploy ELK Stack to a production environment, you cannot let the world
have access to your data. You need a system and a set of restrictions for accessing your data. Today, when
hackers, script kiddies, and bots are scouring the Internet for private corporate information, you must make
sure that your data is secure and know just who is accessing that data and what they are retrieving.

Shield is a plug-in for Elasticsearch, and it is what you need to secure your Elasticsearch clusters. In a
nutshell, here are the main Shield features:

o [P filtering

e  Authentication

e Authorization

¢ Node encryption
e  Auditing

To learn more about these features, let’s install the Shield plug-in for Elasticsearch. Shield is a
commercial plug-in, and a 30-day free-trial license is available.

Elastic Shield is a commercial plug-in. You will have to pay for it once the trial period expires. Why am
I recommending a commercial product here? The answer is that when speaking about production servers
and ELK clusters, you'll require a program that has 24/7 support. If something goes wrong, you will be able
to call someone to resolve the issue, rather than searching through public forums and possibly waiting
for an answer to your question. Downtime in a production environment is very expensive for a company.
Furthermore, the commercial plug-in is always up to date, with the latest versions of ELK Stack. To obtain a
commercial license, you can subscribe using the following link: www.elastic.co/subscriptions.

Search Guard is an open source alternative to Shield. It is available at the following address:
https://floragunn.com/searchguard/.

Preinstallation Setup

To install the latest version of Shield, you should have the following:
e Java7orJava8

e Elasticsearch 2.4 and the Elasticsearch license
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Installing Shield on Cent0S 7

On CentOS 7, the Elasticsearch home directory is set at /usr/share/elasticsearch. To change the
directory, use the following:

[vishneo@centylog ~]$ cd /usr/share/elasticsearch/
Once inside the directory, you will install the plug-in.

[vishneo@centylog elasticsearch sudo bin/plugin install shield

[sudo] password for vishneo:

-> Installing shield...

Trying https://download.elastic.co/elasticsearch/release/org/elasticsearch/plugin/
shield/2.4.0/shield-2.4.0.zip ...

0oL o - T

Verifying https://download.elastic.co/elasticsearch/release/org/elasticsearch/plugin/
shield/2.4.0/shield-2.4.0.zip checksums if available ...

Downloading .DONE

@ WARNING: plugin requires additional permissions @

CEEEEREEEECECAECACEECACEECACEECAREECACECEACACEACECEECECEERR
* java.lang.RuntimePermission setFactory

Visit the following link for descriptions of what these permissions allow and their associated risks:
http://docs.oracle.com/javase/8/docs/technotes/guides/security/permissions.html.

Continue with installation? [y/N]y
Installed shield into /usr/share/elasticsearch/plugins/shield

Now that Shield is installed, as seen in Figure 8-1, let’s start Elasticsearch:

[vishneo@centylog ~]$ sudo service elasticsearch start

[vishneOfcentylog elasticsearch]é sudo bin/plugin install shield

[2udo] password for vishne0:

-» Installing shield...

Trying hreps://download.elascic. co/elasticsearch/release/org/elasticsearch/plugin/shield/2.4.0/shield-2.4.0.21p ...

DML OBATNY .2 e eeessmsnsssmasasassasassessssesssasssssnssssasssssssnsssansssessssasessesasnnsssastasassasasessstantetastatasaatasnasasatantatanasaanannnn DONE
Verifying hteps://download.elastic.co/elasticsearch/release/org/elasticsearch/plugin/shield/2. 4.0/shield-2.4.0.2ip checksuns if available ...

Dowmloading .DONE

g VABNING: plugin requires additional permissions [

* java.lang.PuntimePermission setFactory

See http://docs.oracle.com/javase/8/docs/technotes /quides/security/pernissions. htal
for descriptions of what these permissions allow and the sssociated risks.

Continue with installation? [Y/N]Y

Installed shield into fusr/share/elasticsearch/plugins/shield

[vishneOfcentylog elasticsearch]s

Figure 8-1. Installing Shield for Elasticsearch on CentOS 7

This command checks the logs in /var/log/elasticsearch/youcluster.log, and you should see
something like the following:

[2016-08-15 04:59:11,430][INFO ][plugins ] [centylog] modules [reindex,
lang-expression, lang-groovy], plugins [license, shield], sites []
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Shield is now installed and loaded properly. You have to configure Shield for user authentication, but
we will do that later.

Installing Shield on Ubuntu 16.04.1 LTS

The Ubuntu Elasticsearch home directory is located at /usr/share/elasticsearch. Change that directory to
the following:

vishal gnutech@instance-1:/$ cd /usr/share/elasticsearch/
Now we will install Shield for Elasticsearch. First, install the license.

vishal gnutech@instance-1:/usr/share/elasticsearch$ sudo bin/plugin install license
Now let’s install the plug-in.

vishal gnutech@instance-1:/usr/share/elasticsearch$ sudo bin/plugin install shield

Shield is now installed on Ubuntu 16.04.1 LTS, as shown in Figure 8-2. Restart Elasticsearch to load
the plugin.

Vishal gnutech@instance-1:sudo service elasticsearch restart

1/ cd fusc/aharefelasticsearch/ 0
$/ust/shacefelasticasarchi suds bin/plugin install license .

-» Installing license...

Teying hutps: //dewnlosd, elastic. co/elasticasarch/eel /orgsel la licensesZ.3.5/11cende-2.5. 5. 51D ..o

Downloading ....... DONE

Verifying https://download. elastic. 1 forg/el 1 flicenses2.3.5/1icense~2.3, 5. 21p checksus if svailable ...

Downloading .DOKE
Installed license ints fusc/shace/elasticsesrch/plugins/licerss
1/usc/share/elasticsearchi sudo bin/plugin install shield
> Installing shield...
Trying hetpa://downlosd. elastic. co/elasticseacch/eelease/org/elasticsearch/plugin/shield/2. 3. 5/skield-2.3. 5. 24p ...
T T e T A i L Rk o h e R TR DoNE
Verifying https://download.elastl forgiel h/plugin/ahield 2. 3. 8/obield-2. 3, 5. 2ap checkaaus if svadlable ...
Dosmloading .DONE
Installed shield into /fusr/share/elasticsearch/plugins/shield
1/ust/ahare felasticasacchg

Figure 8-2. Installing Shield for Elasticsearch on Ubuntu 16.04.1

Asyou can see in Figure 8-3, Shield is loaded and displaying a message that your plug-in is running,
but it didn’t find any user in file /etc/elasticsearch/shield/users. We will configure the user in a later
section. Before we move ahead, let’s review some Shield features in depth.
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tail -f el leg

1 [Firestar] heep size [1015.6ab], comgressed ordimary object pointecs [true]

] [Firestar] mmx file [£5535] for peocess Likely too low, consider increasing to at least [65536]
[2016-08-15 M &9: 0'! SS5][INFO ][node 1 [Fizestar] initislized
[2016-08-15 08:49:07,556] [INFO ](node ] [Firestac] scarcing .
[2046-08-15 05:49:07, 749 ] [INFO |[tcanspoct 1 [Fizestaz] Mllﬂ\_“ﬂ.lut 1427.0.0,1:9300), bounmd addresses ([::1]:9300), (127.0.0.1:9300)
(2006-08-15 09149107, 754] [ IRFO uannng 1 [Firestar]
[2016-08-15 05:49:10,827][INFO Tvice ] nev_master {4 $1127.0.0.111127.0.0.1:9300), ceasen: sen-disco-join(elected as master, (0] joad
ra received)

1

1 MllﬂLud.lui 1127.0.0.1: 9200}, bound_addreases {[::1]:9200), (127.0.0.1:9200)
] [Firestar] scarced

] [Fireataz] recovered [0] indices into cluster_atate

1 [Firestar] stopping ...

] [Fizestaz] scopped

1 closing ...

1

1

Piledriver] version[2.
] [Piledriver] imitializ:

PAA[LEIF6], budldSOE4I9E,/20L6-07-2TT10: 362 S2Z)

Figure 8-3. Shield for Elasticsearch is loaded

IP Filtering

You can do application-level filtering of IP addresses and decide what IPs you wish to allow and disallow. For
example, you can write a rule such as the following in your elasticsearch.yml. To allow an IP:

shield.transport.filter.allow: "192.168.1.1"
To disallow an IP:
shield.transport.filter.deny: "192.168.1.10"

One thing to note here is that allow rules will always appear first, followed by deny rules. For example,
they should be arranged as follows:

shield.transport.filter.allow: "192.168.1.1"
shield.transport.filter.deny: "192.168.1.10"

These are just examples for now; you will see more realistic approaches in later sections.
Similarly, you can allow multiple IPs.

shield.transport.filter.allow: ["192.168.1.1", "192.168.1.11",
"192.168.1.21", 192.168.1.99"]

You can use an array as well, which will block all connections that are not allowed.
shield.transport.filter.deny: all
You can do hostname filtering by using the following statement:

shield.transport.filter.deny: '*.yahoo.com'
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Authentication

Shield provides various methods for authentication. Authentication means that users must prove their
identity, either by passwords, keys, or anything else that you want to check as input.

Shield supports various methods to authenticate a user. Per the official Shield documents, a realm is
used to authenticate users. A realm is a user database employed by the Shield plug-in. The following types of
realms are supported by Shield:

e Native: This is the default built-in authentication system of Shield. You can add users,
remove users, or assign roles using the REST API. For more information on how the REST
APIworks, visit waw.elastic.co/guide/en/shield/current/native-realm.html.

e File: As the name suggests, this is a file-based authentication system built into Shield
by default.

Shield also supports external systems to authenticate users:
e  LDAP: Authentication using the LDAP protocol.
e Active Directory: Authentication using the Active Directory protocol.

e  PKI: Authentication via a public key

Adding a User to Shield

Now let’s start with adding an admin user.
[vishneo@centylog elasticsearch]$ sudo bin/shield/esusers useradd es admin -r admin -p admin123

Now when we add a user in Shield, it updates two files in /etc/elasticsearch/shield: users and
users_role. There is another file, roles.yml, in which you can see the roles defined by default, as follows
(see also Figure 8-4):

[vishneo@centylog /]$# sudo vi /etc/elasticsearch/shield/roles.yml
# ALl cluster rights
# A1l operations on all indices

admin:
cluster:
- all
indices:
- names: '*'
privileges:

- all

# monitoring cluster privileges
# A1l operations on all indices
power_user:
cluster:
- monitor
indices:
- names: '*'
privileges:
- all
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# Read-only operations on indices
user:
indices:
- names: '*'
privileges:
- read

# Defines the required permissions for transport clients
transport_client:
cluster:
- transport_client

# The required permissions for the kibana 4 server
kibana4_server:
cluster:
- monitor
indices:
- names: '.kibana'
privileges:
- all

B AlL cluster rights
¥ AL opezations on all indices
adwin:
clustes:
- all
indices:
- names; ‘v
privileges:
- all

§ cluater peivileges
¥ ALl ioms on all indices

# Read-only operations on indices

indices:
- nameg: 'V
privileges:
Eead

# The sequiced pechissions £oF the Kidans 4 Jerver
kibanad_server:

- nemes: ‘.kibana
privileges:
- all

*Jets/elascicaensch/shinld/Eoles. yul™ 601, LISEC

Figure 8-4. The content of roles.yml

Save and quit the editor by entering :wq and pressing Enter. Now that you have added a user, restart
Elasticsearch, as follows:

[vishneo@centylog elasticsearch]$ sudo service elasticsearch restart
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Let’s check to see if we can connect to Elasticsearch without a user.

[vishneo@centylog elasticsearch]$ curl -XGET 'http://localhost:9200/'
{"error":{"root_cause":[{"type":"security exception”,"reason":"missing authentication token
for REST request [/]","header”:{"WWW-Authenticate":"Basic realm=\"shield\""}}],"type":"secur
ity exception","reason":"missing authentication token for REST request [/]","header”:{"WWW-

Authenticate":"Basic realm=\"shield\""}},"status":401}
Asyou can see, we can't, so let’s now access it using user admin, which we created earlier.

[vishneo@centylog elasticsearch]$ curl -u es_admin -XGET 'http://localhost:9200/'
Enter host password for user 'es_admin':

{
"name" : "centylog",
"cluster name" : "Cluster 1",
"version" : {
"number" : "2.3.5",
"build_hash" : "90f439ff60a3c0f497f91663701e64ccdoledbbs",
"build_timestamp" : "2016-07-27T10:36:52Z",
"build snapshot" : false,
"lucene_version" : "5.5.0"
1
"tagline" : "You Know, for Search"
}

Now the Elasticsearch data is secured with Shield, as shown in Figure 8-5.

[vishneO@Bcentylog ~]§ curl -u es_admin -XGET 'http://localhost:9200/'
Enter host password for user 'es_admin':

{

" "

name” : "Centylog”,

"cluster_name” : "Linode-centy”,

"version” : {

“number” : "2.4.0",

“build_hash” : "ce9£0c7394dee074091ddlbcde9469251181£cS55",
“"build_timestamp” : "2016-08-29T09:14:17Z",
"build_snapshot” : false,

"lucene_version” : "5.5.2"

b

"tagline™ : "You Know, for Search”

Figure 8-5. Testing user authentication

Figure 8-6 shows you that you are getting an Authentication Exception. As you have added a user
es_admin with admin privileges, you will first add it to Kibana, and then you will try to access the web
interface. Change the directory to /opt/kibana/config and open kibana.yml. Go to the following section:

#elasticsearch.username:
# elasticsearch.password:
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Uncomment both the fields and put the username/passwd as shown below
elasticsearch.username: "es_admin"
elasticsearch.password: "admini123"

Status: Red A

Heap Total (GB) Heap Used (GB) Load
1.04 1.02 0.05, 0.04, 0.19

Response Time Avg (ms) Response Time Max (ms) Requests Per Second
0.00 0.00 0.00

Installed Plugins
Name Slatus
pluginsense + Ready
v Ready
A Adthertication Exceplion
v Ready
+ Ready

v Ruady

plugin:spyhodes + Aeady
pluginstatusPage < Ruady

plugin:taghe_vie ¥ Feady
Figure 8-6. Kibana can’t access Elasticsearch data without user authentication

We have enabled user authentication in Kibana, as shown in Figure 8-7. Now press :wq to write and quit
from the vi editor. Restart Kibana.

[vishneo@centylog config]$ sudo service kibana restart

# The default application to load.
kibana.defaultAppId: "discover"”

-

If your Elasticsearch is protected with basic auth, these are the user credentials

used by the Kibana server to perform maintenance on the kibana_index at startup. Your Kibana
users will still need to authenticate with Elasticsearch (which is proxied through

the Kibana server)
elasticsearch.username: "es_admin"”
elasticsearch.password: "adminl23"

o W

Figure 8-7. Adding a user in kibana.yml

We have enabled user authentication in Kibana, as shown in Figure 8-7. Now press :wq to write and quit
from the vi editor. Restart Kibana.

[vishneo@centylog config]$ sudo service kibana restart
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It’s time to check if you can authenticate the Kibana interface with the credentials provided in
kibana.yml. Open your browser and point it to http://localhost:5601 or, if it'’s running on a public IP,
http://yourip:5601.

As you can see in Figure 8-8, Kibana is now asking for the authentication information. Use the
information from kibana.yml, and you will be able to access the dashboard.

x
I I . Authentication Required
AV ¥ ][- -
L

12075601 requeres 3 usemarns and
pasmword

Vour connaction to this site i not prvate

User Hame: ||

Papword:

Figure 8-8. Kibana is requesting authentication

Configuring Logstash to Use Authentication

Now you have to make changes in the conf files that you created in your Logstash. All that you have to do
is add the username and password in the output section of the config file and then restart Logstash. For
example, in your 01-webserver. conf file, edit it and include the user/password fields, as shown here:

output {
elasticsearch {
hosts => ["localhost:9200"]
user => es_admin
password => admin123

}
}

[vishneo@centylog conf.d]$ sudo service logstash restart

And that’s all you really have to do to configure Logstash to use authentication.

Configuring Filebeat to Use Authentication

In Chapter 3, you installed Filebeat to send data from a remote server to your centralized ELK Stack. As you
have now enabled authentication, you must make changes to Filebeat as well.

First, log into the remote server that you configured to send data to our ELK Stack, now for Filebeat.
Once logged in, change the directory to /etc/filebeat and open filebeat.yml.

vishneo@srv [/etc/filebeat]# sudo vi filebeat.yml
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Once the file is opened, go to the section ###Elasticsearch as output, and scroll down a bit until it says
the following:

# Optional protocol and basic auth credentials.
#protocol: "http"
#username: "es_admin"
#password: "password"

Now uncomment three lines—protocol, username, and password—and fill out the username and
password that you have created. The protocol will be only "http". The final entries should look like the
following:

protocol: "http"
username: "es_admin"
password: "admini23

In the password field, you will put the password that you have set. Press :wq to save the file and exit from
the editor.

We have enabled authentication over http, as shown in Figure 8-9. Now let’s check Kibana to see if we
are receiving the data.

# Base config file used by all other beats for using libbeat features
SESEEHEAREH R R R EEEEE Duput SRR B AE R e

# Configure what outputs to use when sending the data collected by the beat.
# Multiple outputs may be used.
output:

##¢ Elasticsearch as output
#elasticsearch:
# Array of hosts to connect to.
# Schene and port can be left out and will be set to the default (http and 2200)
# In case you specify and additional path, the scheme is required: hcep://localhost:9200/path
# IFPve addresses should always be defined as: https://[2001l:db38::1]:9200
# hosts: ["1 .1 .1 .2 :9200"]

# Optional protocol and basic auth credentials.
protocol: "https”

username: "es_admin”
password: “adminl23”

Figure 8-9. Configuring Filebeat to use authentication

Asyou can see in Figure 8-10, Elasticsearch, Logstash, Kibana, and Filebeat are now using the
authentication that you have configured, and your data now is secure.
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Selected Fislds Cictober rd 2016, 18 20:53 719 - October 3rd 2016, 183553 719 — by 30 sconds

Awalable Finlds n

X ] o ] X ol
index
More A
_tpe T
Tine source
Eeeat hostranms
e b October Jrd 2016, 18132116.667  geceage: 2016-10-03 14102114 SHTP connection from [127.0.0.11:36351 (TCP/IP comnection count =

Ptimestamp: October Ird 2016, 1

:“n. input_type: log cownt: 1 fiel - beat.hosthome: srv.tic-hosting.com beat.name:
i hosting.com tags: beats_imput_codec_plain_spplied _id: AVerolQ yR-8GTwishbc
host e
Input_type
. v October Jrd 016, LE132016.660  geggager 2016-10-0F 14:02:14 SMTP commection from (localkost) [127.0.0.1:36351 closed by QUIT gversiom: 1
et Primestamp: October Jrd 2016, 19:32:16.667 count: 1 fields: - beat.hostnase:
e T-hosting.com source: JSvar/log/ecismainlog offset: 2,268,640 type: log input_type:
om tags: beats_input_codec_plain_asplied _idi AVeRollyR-8GTwishiD _type:r lag
tag
[ )

Figure 8-10. Kibana displaying output from the remote server using Filebeat

Authorization

gEimetamp 7w
- I
id 4 i ] — -
b1 % 1@ 18X 18 2400 m®r 18N 122700 1280 1 o 123000 18300 18.324X 183300

16,661 source: JSear/log/eximomainlog type:

_dndex: filebeat-2016.10.08

-hasting.com host: srv.

_indexi filebeat-2016.1

hosting.com beat.name: srv,

hasting.c

While configuring the user, you have seen that roles.yml has predefined roles and authorization for Shield.

Let’s take a look at the roles.yml file.

[vishneo@centylog conf.d]$ sudo vi /etc/elasticsearch/shield/roles.yml
# A1l operations on all indices

admin:
cluster:
- all
indices:
- names: '*'
privileges:

- all

# monitoring cluster privileges
# ALl operations on all indices
power_user:
cluster:
- monitor
indices:
- names: '*'
privileges:
- all

# Read-only operations on indices

user:
indices:
- names: '*'
privileges:
- read
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Asyou can see in Figure 8-11, user roles are defined.
¢ Inthe preceding section, admin is a super user.
e clusteris cluster-related privileges. Here, admins have privileges for all the clusters.

e - all provides access to all indexes.

[l All cluster rights
# All operations on all indices
admin:
cluster:
- all
indices:
- names: '*!
privileges:
- all

# monitoring cluster privileges
# All operations on all indices
power_user:
cluster:
- monitor
indices:
- names: '¥!
privileges:
- all

# Read-only operations on indices

user:
indices:

- names: '¥*!

privileges:

- read

# Defines the required permissions for transport clients
transport_client:
cluster:
- transport_client

# The required permissions for the kibana 4 server
kibanad server:
cluster:
- monitor
indices:
- names: 'logstash-*'
privileges:
- view_index_metadata
- read
"/etc/elasticsearch/shield/roles.yml"™ 74L, 1454C

Figure 8-11. Showing the content of roles.yml in the Shield directory
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You can use predefined roles from this template while adding users with eusers. For example, you can
add a user such as the following:

[vishneo@centylog elasticsearch]$ sudo bin/shield/esusers adduser -joe -p password -r logstash
Here, the user is inheriting the role of user Logstash.

# The required role for logstash users
logstash:
cluster:
- manage_index_templates
indices:
- names: 'logstash-*'
privileges:
- write
- delete
- create_index

Similarly, you can assign different roles and access privileges to different users.

Node Encryption

One of the features available in Shield is to encrypt traffic using SSL/TLS certificates. You can use a
self-generated SSL/TLS certificate or a certificate authority (CA) signed by one of the certification
authorities, such as Verisign. Traffic encryption halts the sniffing of your data in plain text. Refer to
www.elastic.co/guide/en/shield/current/ssl-tls.html for more information.

Auditing of Security Events

It is very important that you keep track of events happening on your server, especially security events such as
failed login attempts or perhaps refused connections or firewall warnings. Auditing gives you full insight into
events on your nodes or information about attacks.

To enable auditing, all that you have to do is to add aline in your /etc/elasticsearch/elasticsearch.ymifile.

shield.audit.enabled: true

You can save audit logs in two ways:
e Inaccess.log
e Bycreating an Elasticsearch index on the same cluster

For outputs, you have to enable shield.audit.outputs: [index, logfile]. You can specify different
log types, for example:

e authentication_failed [realm] for every realm failed authentication
e access_denied

...and a lot more. You can also specify such levels as WARN, DEBUG, ERROR, and so forth.
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Audit logging settings must be configured in /etc/elasticsearch/shield/logging.yml.
[vishneo@centylog elasticsearch]$ sudo vi /etc/elasticsearch/shield/logging.yml

As you can see in Figure 8-12, by default, logs are stored in access . log, which is located in the
/var/log/elasticsearch directory.

iguEATion £or the sudit tEil legs

1 beyond INFO, a0 £ wach entey
4, tampered_requ
teigoered by elasticsearch

oS sccess_granted, _granted, _failed [<reslm>]. In sddition, intern
¢ be logged for “access_granted” entry type.

¥

¥

[l

i

'

¥

# INFO tled, d, tampered_request, X o access_granted
§ DEBUG ¢
¥

al

¥

I

Figure 8-12. Default logging.yml

Summary

In this chapter, you learned how to secure your ELK Stack, using Shield and the basic authentication
method. You also discovered some important Shield features, including

e [P filtering

e Authentication

e Authorization

¢ Node encryption
e  Auditing

In the next chapter, you will learn about Logstash input and output plug-ins.
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Logstash Plug-ins

Logstash has many input plug-ins and codecs. All of the plug-ins are available as gems and hosted on
rubygems.org. All of the plug-ins can be managed by bin/logstash-plugin. Using this script, you can
install, uninstall, and remove plug-ins.

Note To learn more about gems, see: https://en.wikipedia.org/wiki/RubyGems.

To understand better how plug-ins work, take a look at the setup diagram shown in Figure 9-1.

LOGSTASH

Output

Input Plugin
Plugins

Source Destination
Filter Plugins

Figure 9-1. How plug-ins work

Asyou can see in Figure 9-1, when you receive data from the source, it has been processed by Input
plug-ins first and then processed by Filter plug-ins, and, finally, an Output plug-in sends the data to
destination as defined. For example, note the following configuration of file 01-webserver.conf, which
you have created:

input {

file {

path => "/var/log/httpd/access_log"
start_position => "beginning"

—
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In the preceding code snippet, input is defined as file and has provided the path. You will see more
input options in later sections.

filter {
if [type] == "apache-access"

{

We are defining the filter solely to get the information needed from the log.

output {
elasticsearch {
hosts => ["localhost:9200"]

}

We have defined the output as elasticsearch. We will see more output options in later sections.
Let’s see some examples using bin/logstash-plugin. First, to see what parameters are available, run
the following command from /opt/logstash/:

[vishneo@centylog logstash]$ bin/logstash-plugin -h

Usage:

bin/logstash-plugin [OPTIONS] SUBCOMMAND [ARG] ...
Parameters:

SUBCOMMAND  subcommand

[ARG] ...  subcommand arguments

Subcommands:
install Install a plugin
uninstall Uninstall a plugin

update Update a plugin
pack Package currently installed plugins
unpack Unpack packaged plugins
list List all installed plugins
Options:

-h, --help print help

As you can see in Figure 9-2, bin/logstash-plugin -h shows the list of options provided by the script.

[vistneOBcentylog logstash]é bin/logstash-plugin <h

Usage:
bin/logstash-plugin [OFTIONS] SUBCOMMAND [ARG] ...

Farameters:

SUECOILND suseommand
LAFE] «ne subcommand Srguuents
Subccmmands:
inseall Install a plugin
uninstall Uninstall a plugin
update Update a plugin
pack Package currently installed plugins
ungack Unpack packeged plugins
iz List all installed pluging
Opricns:
~h, ==help print help

[istne0feentylog Logstashl [l

Figure 9-2. Options provided by logstash-plugin
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Listing Logstash Plug-ins

Logstash provides an option to list all of the plug-ins currently available. To list the plug-ins, issue the
following command:

[vishneo@centylog logstash]$ bin/logstash-plugin list

logstash-codec-collectd
logstash-codec-dots
logstash-codec-edn
logstash-codec-edn_lines
logstash-codec-es_bulk
logstash-codec-fluent
logstash-codec-graphite
logstash-codec-json
logstash-codec-json_lines
logstash-codec-line
logstash-codec-msgpack
logstash-codec-multiline
logstash-codec-netflow
logstash-codec-oldlogstashjson
logstash-codec-plain
logstash-codec-rubydebug
logstash-filter-anonymize
logstash-filter-checksum
logstash-filter-clone
logstash-filter-csv
logstash-filter-date
logstash-filter-dns
logstash-filter-drop
logstash-filter-fingerprint
logstash-filter-geoip
logstash-filter-grok
logstash-filter-json
logstash-filter-kv
logstash-filter-metrics
logstash-filter-multiline
logstash-filter-mutate
logstash-filter-ruby
logstash-filter-sleep
logstash-filter-split
logstash-filter-syslog pri
logstash-filter-throttle
logstash-filter-urldecode
logstash-filter-useragent
logstash-filter-uuid
logstash-filter-xml
logstash-input-beats
logstash-input-couchdb_changes
logstash-input-elasticsearch
logstash-input-eventlog
logstash-input-exec
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logstash-input-file
logstash-input-ganglia
logstash-input-gelf
logstash-input-generator
logstash-input-graphite
logstash-input-heartbeat
logstash-input-http
logstash-input-http_poller
logstash-input-imap
logstash-input-irc
logstash-input-jdbc
logstash-input-kafka
logstash-input-log4j
logstash-input-lumberjack
logstash-input-pipe
logstash-input-rabbitmq
logstash-input-redis
logstash-input-s3
logstash-input-snmptrap
logstash-input-sqs
logstash-input-stdin
logstash-input-syslog
logstash-input-tcp
logstash-input-twitter
logstash-input-udp
logstash-input-unix
logstash-input-xmpp
logstash-input-zeromq
logstash-output-cloudwatch
logstash-output-csv
logstash-output-elasticsearch
logstash-output-email
logstash-output-exec
logstash-output-file
logstash-output-ganglia
logstash-output-gelf
logstash-output-graphite
logstash-output-hipchat
logstash-output-http
logstash-output-irc
logstash-output-juggernaut
logstash-output-kafka
logstash-output-lumberjack
logstash-output-nagios
logstash-output-nagios_nsca
logstash-output-null
logstash-output-opentsdb
logstash-output-pagerduty
logstash-output-pipe
logstash-output-rabbitmg
logstash-output-redis
logstash-output-s3
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logstash-output-sns
logstash-output-sqs
logstash-output-statsd
logstash-output-stdout
logstash-output-tcp
logstash-output-udp
logstash-output-xmpp
logstash-output-zeromq
logstash-patterns-core

Figure 9-3 shows the list of all of the plug-ins available for Logstash.

cash]é clear
Logstash]$ bin/logstash-plugin list

Figure 9-3. The Logstash plug-in list

You can also see the plug-ins versions by running the following command (Figure 9-4):
[vishneo@centylog logstash]$ bin/logstash-plugin list --verbose

logstash-codec-collectd (2.0.4)
logstash-codec-dots (2.0.4)
logstash-codec-edn (2.0.4)
logstash-codec-edn lines (2.0.4)
logstash-codec-es_bulk (2.0.4)
logstash-codec-fluent (2.0.4)
logstash-codec-graphite (2.0.4)
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logstash-codec-json (2.1.4)
logstash-codec-json _lines (2.1.3)
logstash-codec-1line (2.1.2)

Figure 9-4. The output of logstash-plugin in verbose mode

Installing Logstash Plug-ins

Installing Logstash plug-ins is easy. All you need is a working Internet connection, and you will be able to
install the plug-in from the repository hosted by https://rubygems.org. Thus, for example, if you want to
install the logstash-input-http plug-in (Figure 9-5), issue the following commands:

[vishneOfcentylog logstash]§ sudo bin/logstash-plugin install logstash-input-http
Validating logstash-input-http

Installing logstash-input-http

Installation successful

[vishneO@centylog logstash]s [|

Figure 9-5. Installing the Logstash plug-in

vishneo@centylog logstash]$ sudo bin/logstash-plugin install logstash-input-http
Validating logstash-input-http

Installing logstash-input-http

Installation successful
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Updating Plug-ins

Updating a plug-in is very important, because if you are using the RPM/DEB-based distribution, when you
update Logstash, sometimes the newer version does not come with certain plug-ins that you may have
installed previously. If you just need to update one or a few plug-ins, you can update them by name, as follows:

[vishneo@centylog logstash]$ sudo bin/logstash-plugin update logstash-input-http

This command will update logstash-input-http, if there is an update available for it. If you want to
update all the plug-ins, you have to run the following command:

[vishneo@centylog logstash]$ sudo bin/logstash-plugin update

There may be a situation in which some users might see a message about the version incompatibility
of the plug-ins. In such cases, do not update the plug-in. Wait for the repos to be updated with the new
compatible version.

If you do not want to verify the updates, you can run the update command with the --no-verify

option, as follows:

[vishneo@centylog logstash]$ sudo bin/logstash-plugin update --no-verify

Removing Plug-ins

To remove a plug-in, run the following command:

[vishneo@centylog logstash]$ bin/logstash-plugin uninstall logstash-input-http

Logstash Input Plug-ins

Using input plug-ins, Logstash can read events from a specific source. There are lots of input plug-ins
available. I will address a few of those that are relevant to this book, as indicated in Table 9-1.

Table 9-1. Logstash Input Plug-ins

Plug-in Description

Beats Receives events from the Elastic Beats framework

Elasticsearch ~ Reads query results from an Elasticsearch cluster

File Streams events from files

Graphite Reads metrics from the Graphite tool
HTTP Receives events over HTTP or HTTPS
Stdin Reads events from standard input
Syslog Reads syslog messages as events
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Beats Input Plug-in

We used this input plug-in previously in Chapter 4, when we were receiving inputs to Logstash using
Filebeat. Required configuration options are as follows:

beats {
port => ...
}

Let’s review the example that we configured earlier in Chapter 4 (see also Figure 9-6).

input {
beats {
port => 5044
}
}
output {
elasticsearch {
hosts => "localhost:9200"
index => "%{[(Fmetadata][beat]}-%{+YVVV.MM.dd}"
document_type => "%{[Cmetadata][type]}"”
}

Figure 9-6. Example of Beats plug-in used in Chapter 4

input {
beats {
port => 5044
}

}

output {
elasticsearch {
hosts => "localhost:9200"
index => "%{[@metadata][beat]}-%{+YYYY.MM.dd}"
document_type => "%{[@metadata][type]}"
}

}
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The Beats input plug-in offers the configuration options shown in Table 9-2.

Table 9-2. Beats Input Plug-in Configuration Options

Configuration Options

Description

add_field

codec

congestion_threshold

host

port

ssl

ssl _certificate

ssl certificate authorities
ssl_key

ssl verify mode

tags

target field for_codec

type

Adds a field to an event. For example:
add_field =>{
“logs” => “beats”

}
The value type should be hash.

A codec used for input data. It can be used both for input and output.
For example, the Graphite codec reads Graphite-formatted lines.

You can use this if something is taking a lot of time to process. Using
this option, you can invoke a timeout, such as when something is
blocking the Logstash pipeline.

IP address or hostname on which to listen

The port number on which to listen

This option can be used to encrypt plain text traffic.
Identifies which SSL certificate to use

Used to validate the certificate

The key used for SSL

Used for server verification of the client

Adds any number of tags for your events

The default field to which the codec will be applied

Adds a type field to your events for a specific input

Elasticsearch Input Plug-in

To read existing data, you can use the Elasticsearch input plug-in from an existing Elasticsearch cluster or
index. For example, in your configuration file, you can use the following code:

input {
elasticsearch {
hosts => ["localhost"]
index => "logstash"
}
}

Here, we are reading data of the index "logstash" on localhost. This code will run amatch_all query
on all of the documents of the index "logstash".

If you can’t do a match to a specific query, for example, if you were indexing apache_access logs, you
would want to match the query for code 404. In that case, you can use a query syntax.

query => '{ "query": { "match": { "statuscode": 404 } } }'
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The correct way to include it in the configuration file is as follows:

input {

elasticsearch {

hosts => ["localhost"]
query => '{ "query": { "match": { "statuscode": 404 } } }'

index => "logstash"

}
}

This will now match the query status code 404, but only in all of the documents of the index, as shown

in Table 9-3.

Table 9-3. Elasticsearch Input Plug-in Configuration Options

Configuration Options

Description

add_field
ca_file
codec

docinfo

docinfo_fields
docinfo_target
hosts

index

password

query

scan

scroll

size

ssl

type

tags

user

Simply adds an event to a field
SSL certificate authority file

A codec used for input data

If this is set, you should include Elasticsearch document information, such as

index, type, and the ID in the event

List of document metadata

Where to move the Elasticsearch document info

List of Elasticsearch hosts to be used for querying

The index to search

Password authentication

Query to execute for a specific value

This enables the Elasticsearch scan search type.

This controls the keep alive time in seconds for the scrolling request.
This option can be used to specify the maximum number of hits per scroll.
Used to enable SSL

Lets you add a type field to any of your events

Adds any number of arbitrary tags

A basic authentication

File Input Plug-in

A File input plug-in reads a file such as tail in GNU/Linux systems, but it reads the file from beginning. The

configuration options are shown in Table 9-4.

file {

}

path => ...
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Table 9-4. File Input Plug-in Configuration Options

Configuration Options

Description

add_field

close_older

codec
delimiter

discover_interval

exclude

ignore_older
max_open_files

path
sincedb_path

sincedb_write interval

start_position

stat_interval

type
tags

Simply adds an event to a field

The file input closes any files that were last read in the specified timespan (in
seconds ago). The default is one hour.

A codec used for input data
Sets the new line delimiter. Defaults to "\n".

How often (in seconds) we expand the file name patterns in the path option
to discover new files to watch.

Allows you to exclude the file types using this configuration

When the file input discovers a file that was last modified before the specified
timespan in seconds, the file is ignored.

Specifies the maximum number of file handles this input consumes at any
one time

Specifies the path of a file, for example, /var/log/httpd/access_log

This input type can specify the path of the sincedb database file. It resides in
the user’s home directory, for example, /home/vishne0/.sincedb.

Specifies a time interval for writing to the sincedb database

With this input, you can specify from where Logstash starts reading the file—
from the beginning or from the end.

Allows you to specify the time period to stat files, to see if they have been
modified

Used to add a type field to any of your events

Adds any number of arbitrary tags to your event

See the following for a more realistic example, as used in earlier chapters:

input {
file {

path => "/var/log/httpd/error.log"
start_position => "beginning"

type => "logs"
}
}

Make sure that user logstash has permission to access the logfile. To do this, just run the following

command:

[vishneo@centylog ~]$ setfacl -m u:logstash:r /var/log/httpd/error log

This will give user logstash permission to read the error_log file.
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Graphite Input Plug-in

The required configuration options for the Graphite input plug-in are as follows:

graphite {
port => ...
}
A more realistic example is as follows:
input {
graphite {
port => 2003

type => "graphite"

The Graphite input plug-in configuration options are shown in Table 9-5.

Table 9-5. Graphite Input Plug-in Configuration Options

Configuration Options

Description

add_field Simply adds an event to a field

codec A codec used for input data

host Used to specify the host

mode Provides values server, client. The default value is server.
port Used to specify the port number

ssl_cert The value type here should be the path to the SSL certificate.
ssl _enable Used to enable SSL

ssl_extra_chain_cert
ssl_key
ssl_key passpharse

An array of extra certificates
Used to provide an SSL key

Used to provide an SSL password

ssl verify Used to verify the identity of the SSL certificate

stat_interval Allows you to specify the time period to stat files, to see if they have been
modified

type Adds a type field to any of your events

tags Adds any number of arbitrary tags to your event

HTTP Input Plug-in

The Logstash HTTP input plug-in can be used to send signals of multiline events over HTTP(S). This HTTP
input plug-in can also be used to receive webhook requests from other applications. It also supports basic
HTTP authentication. You can also use SSL and send data encrypted over HTTPS.
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The HTTP input plug-in required option is as follows:

Input {
http {

host => "0.0.0.0" # default
port => 8080 # default

}
}

The HTTP input plug-in configuration options are shown in Table 9-6.

Table 9-6. The HTTP Input Plug-in Configuration Options

Configuration Options

Description

add_field

codec

additional codecs
host

port

keystore
keystore_password
password

port
response_headers
user

verify mode

type

tags

threads

Simply adds an event to a field

A codec used for input data

With this, you can apply specific codecs for specific content types.
Codec used to decode the incoming data

Used to specify port number

The JKS keystore used to validate the client’s certificates
Sets the truststore password

Basic password authentication

The port to bind to

Specifies a set of custom headers

Specifies username for authentication

Set this option to verify the client certificate method.
Allows you to add a type field to any of your events
Adds any number of arbitrary tags to your event

The maximum number of threads to use

Stdin Input Plug-in

The Stdin input plug-in reads events from standard output. You used the Stdin input plug-in in Chapter 1.

Note the following example:

[vishneo@centylog ~]$ ./logstash -e 'input { stdin { } } output { stdout {} }'

Required configuration options

stdin {
}
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The Stdin input plug-in configuration options are shown in Table 9-7.

Table 9-7. Stdin Input Plug-in Configuration Options

Configuration Options Description

add_field Simply adds an event to a field

codec A codec used for input data

tags Adds any number of arbitrary tags to your event
type Allows you to add a type field to any of your events

Syslog Input Plug-in

The Syslog input plug-in is very useful, as Syslog runs on every GNU/Linux machine. With the Syslog input
plug-in, you can read events from network devices. The Syslog input only supports RFC3164. For more
information on RFC, visit waw.ietf.org/rfc/rfc3164.txt. The perfect way to use this plug-in is for a
setup in which you have too many servers, and you want them all to send their inputs from Syslog to the
centralized logging server. On the centralized logging server, you can configure Logstash to read the events
from Syslog.

The Syslog input plug-in required configuration is as follows:

syslog {

A more realistic example of this is as follows:

input {
syslog {
type => syslog
port => 514
}

The Syslog input plug-in configuration options are shown in Table 9-8.

Table 9-8. The Syslog Input Plug-in Configuration Options

Configuration Options Description

add_field Simply adds an event to a field
codec A codec used for input data
facility labels Default values are: "kernel"”, "user-level”, "mail", "system", "security/

authorization", "syslogd", "line printer", "network news","UUCP", "clock",
"security/authorization"”, "FTP", "NTP", "log audit", "log alert", "clock",
"localo", "local1", "local2", "local3", "local4"”, "locals", "local6", and
"local7".

These labels are defined in RFC3164.

(continued)
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Table 9-8. (continued)

Configuration Options Description

host The IP address listened to

locale Used to specify a locale to be used for date parsing, using either a IETF-BCP47 or
POSIX language tag

port The port to listen on

severity labels Labels for severity levels, as defined in RFC3164

timezone Used to specify a time zone canonical ID to be employed for date parsing

tags Adds any number of arbitrary tags to your event

type Allows you to add a type field to any of your events

use_labels Use label parsing for severity and facility levels

Logstash Output Plug-ins

As in the case of input plug-ins, Logstash provides many output plug-ins as well. An output plug-in is used to
send the data to a specific destination.
You have used a few output plug-ins in previous chapters, including:

e  FElasticsearch output plug-in, in Chapter 3
e  Graphite output plug-in, in Chapter 6

You will now learn about the output plug-ins that are relevant to this book, as described in Table 9-9.

Table 9-9. Logstash Output Plug-ins

Plug-ins Description

Elasticsearch Stores logs in Elasticsearch
File Writes events to a file

Graphite Writes metrics to Graphite
Syslog Sends events to a Syslog server
Stdout Sends events to a Syslog server

Print events to standard output

Elasticsearch Output Plug-in

You used this output plug-in in Chapter 3. The Elasticsearch output plug-in stores logs in Elasticsearch, and
as we are also using Kibana in this book, you must retrieve the output using the plug-in.
The plug-in supports the following configuration option:

elasticsearch {

}
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The more realistic example used in Chapter 3 is shown here:

output {
elasticsearch {

hosts => ["localhost:9200"]

user => es_admin

password => admin123

}

stdout { codec => rubydebug }

}

The Elasticsearch output plug-in configuration options are shown in Table 9-10.

Table 9-10. Elasticsearch Ouput Plug-in Configuration Options

Configuration Options

Description

action

cacert

codec
doc_as_upsert
document_id
document_type
flush_size
hosts
idle_flush_time
index

keystore
keystore_password

manage_template

parent

password

path

proxy

retry max_interval
routing

script

script_lang
script_type
script_var_name

scripted upsert

To perform an action, the default values are index, delete, create, and update
Validates the server certificate by providing a . cer or . pem file

A codec used for data output

Enables it for update mode

The document ID for the index

The document type to write events to

The plug-in uses the bulk index API for improved indexing performance.
Sets the host(s) of the remote instance

The amount of time since the last flush before a flush is forced

The index used to write the events

The keystore used to present a certificate to the server

Sets the password

Unless you set up the option manage_template, a default mapping template
will apply, such as logstash-%{+YYYY.MM.dd.

For child documents, the ID of the associated parent
Authenticates the Elasticsearch user with a password

The path at which the Elasticsearch server lives

Sets the address of a forward HTTP proxy

Sets the maximum interval between bulk retries

A routing override to be applied to all processed events

Sets the script name for scripted update mode

Sets the language of the script used

Defines the type of script referenced by the script variable inline
Sets the variable name passed to the script

If enabled, the script is in charge of creating a nonexistent document.
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Configuration Options

Description

sniffing

sniffing delay
ssl

ssl certificate
verification

template

template name
template overwrite
timeout

truststore

truststore password

upsert

user

workers

This setting asks Elasticsearch for the list of all cluster nodes and adds them to
the hosts list.

How long to wait, in seconds, between sniffing attempts
Enables an SSL/TLS-secured communication to an Elasticsearch cluster

Option to validate the server’s certificate

You can set up your own path with this option.

This configuration option defines how the template is named inside
Elasticsearch.

The template_overwrite option will always overwrite the indicated
template in Elasticsearch with either the one indicated by the template or
the one included.

Sets the timeout for network operations and requests sent to Elasticsearch

The JKS truststore to validate the server’s certificate. Use either :truststore
or :cacert.

Sets the truststore password

Sets upsert content for update mode. Create a new document with this
parameter as a json string if document_id doesn't exist.

Username to authenticate a user for Elasticsearch

The number of workers to use for this output

File Output Plug-in

The file output plug-in writes events to files on disk. You have to specify the path to the files for the events to
be stored. The required configuration option is as follows:

file {
path => ..
}

The more realistic example of the configuration that you saw in Chapter 3 follows:

input {
file {

path => "/var/log/httpd/access log"
start_position => "beginning"

}
}
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The File output plug-in configuration options are shown in Table 9-11.

Table 9-11. The File Output Plug-in Configuration Options

Configuration Options Description

codec The codec used for the data output

create_if deleted If the file is deleted and the event is coming and has to be stored in the file, it
will create the file again.

dir mode Directory access mode to use

file_mode File access mode to use

filename failure If the generated path is invalid, the events will be saved into this file, inside the
defined path.

flush_interval Flush interval for flushing writes to log files

gzip Compresses the output in gzip before writing to disk

path The path to the file to write

workers The number of workers to use for this output

Graphite Output Plug-in

With the Graphite output plug-in, you can take the inputs from any log files and pass them to Graphite. The
required configuration is as follows:

graphite {

You used the following code in Chapter 4 with the Graphite output:

output {
graphite {
fields_are metrics => true
include metrics => ["*apache\.response\..*"]
host => "localhost"
port => "2003"
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The Graphite output plug-in configuration options are shown in Table 9-12.

Table 9-12. The Graphite Output Plug-in Configuration Options

Configuration Options

Description

codec
exclude_metrics

field are metrics

host
include_metrics

metrics

metrics_format
nested_object_separated
port

reconnect_interval
resend_on_failure
timestamp field

workers

The codec used for the data output
Use this to exclude a metric.

An array indicating that these event fields should be treated as metrics
and will be sent to Graphite

Hostname
Include only regex-matched metric names

Used for metric names and values. For example, you have used the
following in Chapter 6:

metrics {

meter => "apache.response.%{host}.%{response}"

Defines the format of the metric string

Port to connect to Graphite server

Interval between reconnect attempts to Carbon

Indicates that metrics should be resent, if there is a failure
Use this field for the timestamp, instead of @timestamp.

The number of workers to use for this output

Syslog Output Plug-in

The Syslog output plug-in isn’t supplied by default in Logstash. The plug-in is maintained by the
community, and you can use it if you want to send events to Syslog. It will be useful if you want to send some
specific device logs or possibly application logs from a remote server.

However, you can install it using the following command:

[vishneo@centylog logstash]$ bin/logstash-plugin install logstash-output-syslog

The Syslog output plug-in configuration options are shown in Table 9-13.
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Table 9-13. The Syslog Ouput Plug-in Configuration Options

Configuration Options  Description

codec The codec used for the data output

appname Application name for Syslog messages

facility Facility label for Syslog messages

host Syslog server IP to connect to

include_metrics Include only regex-matched metric names

message Message text to log

msgid Message ID for Syslog

port Syslog server port to connect to

procid Process ID for Syslog messages

protocol Syslog server protocol

rfc Syslog message format you can use: RFC3164 or RFC5424
severity Severity label for Syslog. For example, warning, critical, error, and so on
sourcehost Source host for Syslog messages

workers The number of workers to use for this output

Stdout Output Plug-in

You can use this simple plug-in to print Stdout. The output is helpful for debugging. In earlier chapters, you
used Stdout in your configuration files, using the following configuration:

output {
stdout { codec => rubydebug }
}
Required configuration options are:
stdout {
}

Stdout output plug-in configuration options are shown in Table 9-14.

Table 9-14. Stdout Output Plug-in Configuration Options

Configuration Options Description
codec The codec used for the data output
workers The number of workers to use for this output

Summary

In this chapter, you learned about Logstash plug-ins. You also learned about how input and output plug-ins work
and about their configuration options, using some realistic examples of configurations in previous chapters.

In the next chapter, you will see how to integrate Logstash with the Puppet and Foreman
configuration-management tool.
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Managing the ELK Stack with
Puppet and Foreman

At this point, you have learned about the ELK Stack in depth. Next let’s move on to how to use a
configuration-management tool and how you can build the ELK Stack setup using the tool. The
configuration-management tool is called Puppet, from Puppet Labs, and server administrators use it to
automate, configure, and manage server infrastructure.

A well-executed plan using Puppet gives you a lot more time to work on other aspects of server
infrastructure, such as hardening security or scaling the infrastructure, rather than spending time on
configuration or updating the servers.

Puppet comes in two versions: Puppet Enterprise and open source Puppet. Puppet can be installed on
any GNU/Linux distribution. Puppet works in a Master/Agent setup: Puppet master is the main server that
controls the nodes that you then use to call Puppet agents.

At this point, you have a working ELK Stack setup running. In this chapter, you are going to configure
Foreman and Puppet. To do so, you have to get two new freshly installed servers, either CentOS 7 or Ubuntu
16.04.1 LTS, as you prefer. For the setup, you must have at least two servers: Puppet master and Puppet node.

Installing Puppet and configuring Puppet agents is quite complicated. You will use Foreman. Foreman is an
open source project that helps administrators manage servers, including configuring, updating, and monitoring
them. Using Foreman, you can automate tasks and install applications. Foreman comes with a useful GUI
interface, and it is very easy to configure. For more information on Foreman, visit https://theforeman.org.

Installing Foreman on CentOS 7

Prerequisites

To begin installing Puppet master, you have to make sure that your hostname is set up, or Foreman will not
install and return an error. You will set up a demo hostname, so that the Foreman installer doesn’t return any
errors. To check your hostname, issue the following command:

[vishneo@localhost ~]$ hostname -f
localhost

As you can see in Figure 10-1, it returned localhost as hostname. You must change it, however. Change
the /etc/hosts file, as follows:

[vishneo@localhost ~]$ sudo vi /etc/hosts

Inside the hosts file I have below content
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127.0.0.1 localhost localhost. localdomain localhostd localhost4. localdomaindg
:l localhost localhost.localdomain localhosté localhost6. localdomainé

Figure 10-1. The content of the /etc/hosts file

You have to add one more entry, to make sure that you have your hostname set up properly, as shown in
Figure 10-2. If you already have a public IP and a complete DNS setup, you can go ahead and skip this part.

127.0.0.1 localhost localhost.localdomain localhostd localhostd. localdomaindg
HH ! localhost localhost.localdomain localhosté localhosté. localdomainé
192.168.1.103 puppet.centylabs.con puppet

Figure 10-2. Hostname added to /etc/hosts

As shown in Figure 10-2, I have added a hostname for my server. I am using a server from Linode,
so that’s why it's named puppet.centylabs.com. Remember, this is just a demo hostname. Once this is
complete, you will add an entry in /etc/hostname, as follows:

[vishneo@localhost ~]$ sudo vi /etc/hostname

Remove localhost entry and add puppet in your /etc/hostname at the top. Save the file, press :wg, and
exit the vi editor.
Now run the following command, to check the hostname:

[vishneo@localhost ~]$ hostnamectl
[vishneo@localhost etc]$ hostnamectl
Static hostname: puppet
Transient hostname: puppet
localhost.localdomain
Icon name: computer-vm
Chassis: vm
Machine ID: 72863e389b584a4dab36fae7f3bffda2
Boot ID: 87603902f29c4eabagf312d1f5bo6ald
Operating System: CentOS Linux 7 (Core)
CPE OS Name: cpe:/o:centos:centos:7
Kernel: Linux 4.7.0-x86_64-1inode72
Architecture: x86_64

Asyou can see, it shows the hostname that you have just set up. Because the hostname is set up
correctly, we will now move ahead and install Foreman. Another important point here is that you must
have at least 4GB of RAM and 2GB of hard drive. Visit this page for Foreman hardware requirements:
https://theforeman.org/manuals/1.13/index.html#3.1.2HardwareRequirements.

Finally, as these are new systems, we need to ensure that the firewall configuration is running and
allowing the connection to the ports of the various services installed in this chapter. The subject of the
firewall configuration and the strengthening of the system should be properly addressed for a production
system, but for this system, the following commands will produce a working configuration.

For Centos:

firewall-cmd --permanent --zone=public --add-port=22/tcp
firewall-cmd --permanent --zone=public --add-port=443/tcp
firewall-cmd --permanent --zone=public --add-port=5601/tcp
firewall-cmd --reload
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For Ubuntu:

ufw allow 22/tcp
ufw allow 443/tcp
ufw allow 5601/tcp
ufw enable

Adding Repositories

First, you have to add the EPEL repository on CentOS 7 (Figure 10-3), as follows:

[vishneo@puppet ~1$ sudo rpm -ivh https://dl.fedoraproject.org/pub/epel/epel-release-
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latest-7.noarch.rpm Retrieving https://dl.fedoraproject.org/pub/epel/epel-release-latest-7.

noarch.xpm

warning: /var/tmp/rpm-tmp.HDaJol: Header V3 RSA/SHA256 Signature, key ID 352c64e5: NOKEY

Preparing...
Updating / installing...
1:epel-release-7-8

HHHHH A [100%]

HHHEHHHHHRAHH AR [100%)]

[vishneOApuppet ~]% sudo rpm -ivh https://dl.fedoraproject,org/pub/epel /fepel-release-latesc-7.noarch. rpm

[sudo] password for vishneO:

Retrieving https://dl.fedoraproject.org/pub/epel /epel-release-latesc-7.noarch. rpa
warning: /var/tap/rpm-tap.HDaJol: Header V3 RSA/SHAZS56 Signature, key ID 352c64e5: NOFEY
FEFFEFRAFAF AR AR FE R FEdF [100%]

Preparing...
Updacing / installing...
l:epel-release-7-8

Figure 10-3. Adding the EPEL repository

Next, you will add the Puppet4 and Foreman repositories, as follows:

FERRFAARFARRR AR AR RRRERF [100%]

[vishneo@puppet ~1$ sudo rpm -ivh https://yum.puppetlabs.com/puppetlabs-release-pci-el-7.

noarch.xrpm

Retrieving http://yum.puppetlabs.com/puppetlabs-release-el-7.noarch.rpm

warning: /var/tmp/rpm-tmp.EAS1Og: Header V4 RSA/SHA512 Signature, key ID 4bd6ec30: NOKEY

Preparing...
Updating / installing...
1:puppetlabs-release-22.0-2

HHHH A [100%)]

HHHHH AR [100%)]
[vishneo@puppet ~]$ sudo yum install epel-release https://yum.theforeman.org/

releases/1.13/el7/x86_64/foreman-release.rpm

All of the repositories are now installed. Run the following command to list them (Figure 10-4).

[vishmeoBpappet 1§ sudo yum repolist
Loaded plugina: fastestairzer
toresan

toresan-plugins

(1/2): foreman-pluging/x85_64/prisary_db
(2/2) foreman/x86_64/primary_db
Londing mifxox speeds from cached hosteile
* base: mirrors.linode.com

* epel: epel.mirror.angkess.id

* extzas: mirrozs, linede.com

* updates: mirrors.linode.cos

repo id

Dase /T in86_64

epel/xhé_gd

wxrzas/T/x86_64

Eorenan/x8s_s4
Eorenan-pluging,Kis_s4
puppetlabs-pol/us6_64
updates/7/xB5_64

repelist: 23,316

[vistncodpapper <34 1l

Figure 10-4. The installed repository list

tepo niame
Cent0S-T - Base

Extra Packages for Enterpeise Linax 7 - x86_64
Cent0S=T = Exteas

Foreman 1.13

Foreman pluging 1.13

Puppet Laba PCL Repository el 7 - x36_64
Cent05-7 - Updates

2.9 %8
2.9 kB
78 B
144 k8

00:00:00
00:00:00
00:00:01
00100107

status
5,007
10,673
302
284
259

94
2,507
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[vishneo@puppet ~1$ sudo yum repolist
The next step is to install Foreman. To accomplish this, run the following command:

[vishneo@puppet ~]$ sudo yum install foreman-installer

foremsn-insvaller noarch 1:1.13.0-1. 817 toresan
Installing for dependencies:

audit-1ibs-python *36_64 2.4.1-5.¢17 base
checkpolicy xB6_64 17 base
-t noatck Eoresan
libogroup *86_64 base
Libsesanage-pyThon ®E6_64 base
libyanl *B6_64 base
policyesreutila-python #06_64 base
Puppet-agent x06_64 puppeelabs-pcl
Python-Thy Boateh 0.7  bame
Tuby x86_64 base
Tuby-1Eb noatek base
Tuby-Libs *B6_64 base
Tubyyes-ansl roarch pel
Tubygen-bigdecinal *B6_64 base
Tubypgen-cLasg nroatel toresan
tubygen-hashie noarch toreman
rubpgen-nighlie noarck Eorusan
Tubygen-ic-cinsole *86_64 base
TubygEa-3son *86_64 baze
Tubygen-kato noarch toresan
Tubypta-kato_parsecs roarch Eoresan
rubygen-kafo_wizards noarch toresan
rubpgen-1itle-plugger moarel Eoresar
rubygen-1logying noarch toresan
rubyges-sulti_jscn noazch orean
Tubygen-poserbar noarch toresan
rubjges-payeh #B6_64 base
rubygen-rdoc noarch base
rubjyeas roarch base
zelino-policy noarch updates
Fulinm-policy-taEgered Boarek updates
setools-libs x86_64 base

Transaction Sumsary

Install 1 Packege (+32 Dependent packeges)
Total download size: 35 N

Ingtalled size: 56 M
1z tnis ok [pra: ]

Figure 10-5. List of packages and dependencies needed for Foreman

This will show you a long list of packages and dependencies to be installed (Figure 10-5). Press y, and

then Enter, to install everything.

While installing, it will prompt you with a message for accepting the importing key for the repositories.

Retrieving key from file:///etc/pki/xpm-gpg/RPM-GPG-KEY-foreman
Importing GPG key Ox7DFE6FC2:
Userid : "Foreman Release Signing Key (1.13) <packages@theforeman.org>"
Fingerprint: 84e7 90df fbid 2eae c429 c6bcd 4ea2 f7e7 7dfe 6fc2
Package : foreman-release-1.13.0-1.el7.noarch (@/foreman-release)
From . /etc/pki/rpm-gpg/RPM-GPG-KEY-foreman
Is this ok [y/N]:y
Retrieving key from file:///etc/pki/xpm-gpg/RPM-GPG-KEY-puppetlabs-PC1
Importing GPG key 0x4BD6EC30:
Userid : "Puppet Labs Release Key (Puppet Labs Release Key) <info@puppetlabs.com>"
Fingerprint: 47b3 20eb 4c7c 375a a9da ela0d 1054 b7a2 4bdé ec30
Package : puppetlabs-release-pc1-1.1.0-2.el7.noarch (installed)
From . /etc/pki/xrpm-gpg/RPM-GPG-KEY-puppetlabs-PC1
Is this ok [y/N]: y
Retrieving key from file:///etc/pki/xpm-gpg/RPM-GPG-KEY-puppet-PC1
Importing GPG key OxEF8D349F:
Userid : "Puppet, Inc. Release Key (Puppet, Inc. Release Key) <release@puppet.com>"
Fingerprint: 6f6b 1550 9cf8 e59e 6e46 9f32 7f43 8280 ef8d 349f
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Package : puppetlabs-release-pci-1.1.0-2.el7.noarch (installed)
From 1 /etc/pki/xrpm-gpg/RPM-GPG-KEY-puppet-PC1

Is this ok [y/N]: y

Retrieving key from file:///etc/pki/xrpm-gpg/RPM-GPG-KEY-EPEL-7
Importing GPG key 0x352C64E5:

Userid : "Fedora EPEL (7) <epel@fedoraproject.org>"
Fingerprint: 91e9 7d7c 4a5e 96f1 7f3e 888f 6a2f aea2 352c 64e5
Package : epel-release-7-8.noarch (installed)

From : /etc/pki/rpm-gpg/RPM-GPG-KEY-EPEL-7

Is this ok [y/N]: y

Type y and press Enter for each message. Once complete, Foreman will be installed with all its
dependencies. You now run foreman-installer to install the required packages (Figure 10-6).

[vishneOBpuppet ~]§¢ sudo foreman-installer
Preparing installation Debug: Automatically imported foreman proxy::param

Figure 10-6. foreman-installer installing all of the packages and dependencies

[vishneo@puppet ~]$ sudo foreman-installer

As seen in Figure 10-6, you are using foreman-installer, which is a collection of Puppet modules. It
will install everything required for a working Foreman setup. It uses OS packaging. As we are installing it on
CentOS 7, it will use the RPM packages. The installation will take some time to complete.

Once the installation is complete, it shows a message with the following content:

[vishneo@puppet ~]$ sudo foreman-installer
Installing Done [1200%] [+veveennn

...........................................................................................

Success!

e Foreman is running at https://puppet.centylog.com.

e Initial credentials are admin/QohXZt7BaaeESFWp.

e  Foreman Proxy is running at https://puppet.centylog.com:8443.

e  Puppet master is running at port 8140.

e Thefulllogisat /var/log/foreman-installer/foreman-installer.log.

Save the details, as you will need them to log into Foreman. Now simply access the Foreman admin
page at https://yourip. As Foreman is using a Puppet SSL certificate, it will display a certificate not valid
warning. Just accept it as valid. You can remove the warning by installing a signed SSL certificate for your
domain. The login page looks like the one shown in Figure 10-7.
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Figure 10-7. Foreman login screen

Installing Foreman on Ubuntu 16.04.1 LTS

Before proceeding with the installation of Foreman on Ubuntu 16.04.1, you have to set up the hostname, as
you did with CentOS 7 (Figure 10-8). Run the following command:

vishneo@ubuntu:~$ sudo vi /etc/hosts

127.0.0.1 localhost
12°7.0.1.1 ubuntu.menbers. linode.com ubuntu
192.168.1.203 puppet.ubulogy.com puppe

el localhost ipé6-localhost ip6-loopback
£f02::1 ipf-allnodes
£f02::2 ipf-allrouters

Figure 10-8. Adding a hostname in the /etc/hosts file on Ubuntu 16.04.1 LTS

Change the hostname in /etc/hostname as well, as shown here:

vishneo@ubuntu:~$ sudo vi /etc/hostname

In the hostname, I have removed the default hostname and entered puppet. Verify if the hostname has
changed, as follows:

vishneO@puppet:~$ sudo hostnamectl
[sudo] password for vishneo:
Static hostname: puppet
Icon name: computer-vm
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Chassis:

Machine ID:

Boot ID:
Virtualization:
Operating System:
Kernel:
Architecture:
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vm
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
gemu

Ubuntu 16.04.1 LTS

Linux 4.6.5-x86 64-linode71
x86-64

The hostname is changed, so now let’s move ahead and install Foreman. To install Foreman, issue the

following commands:
vishneo@ubuntu:~$ wget https://apt.puppetlabs.com/puppetlabs-release-pci-xenial.deb
vishneo@ubuntu:~$ sudo dpkg -i puppetlabs-release-pci-xenial.debvishneo@ubuntu:~$ sudo dpkg

-1 puppetlabs-release-pci-xenial.deb

Now let’s enable the repositories (see also Figure 10-9).

vishneo@ubuntu:/$ echo "deb http://deb.theforeman.org/ xenial 1.13" | sudo tee -a /etc/apt/

sources.list.d/foreman.
vishneo@ubuntu:/$ echo
sources.list.d/foreman.
vishneO@puppet:~$ wget

list

"deb http://deb.theforeman.org/ plugins 1.13" | sudo tee -a /etc/apt/
list

-q https://deb.theforeman.org/pubkey.gpg -0- | apt-key add -

tp://deb.chef
f xeni 13
http:
/ plugin:

Figure 10-9. Adding repositories and keys on Ubuntu 16.04.1 LTS

Let’s install Foreman (Figure 10-10) using the following command:

vishneO@puppet:~$ sudo apt-get update &% sudo apt-get install foreman-installer

y=kart

w-logging ruby-m

ort bundler

et-sgent cake ruby ruby

wean ruby-hashie

7-1ogging ruby-minitest ruby uby-01 £uby-pover-assert

Figure 10-10.

Installing Foreman on Ubuntu 16.04.1 LTS
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While installing Foreman, it will ask you to authenticate a few Ruby packages (Figure 10-11). Just type y
and press Enter.
vishneOfpuppet:~§ sudo foreman-installer

Inscalling Debug: /Stage[main]/Foreman::Database::Poscgresgl/ 1 I B R

Figure 10-11. Installing packages needed by Foreman

Now run foreman-installer.
vishneO@puppet:~$ sudo foreman-installer

Once the installation is complete, it will display these details:
e Foreman is running at https://puppet.ubulogy.com.
¢ Initial credentials are admin/t75CxjMohLop5vd9.
e Foreman Proxy is running at https://puppet.ubulogy.com: 8443.
e  Puppet master is running at port 8140.
e Thefulllogis at /var/log/foreman-installer/foreman.log.

As mentioned earlier, access Foreman using your hostname, if you have a valid name server, or use your
public IP: https://yourpublicip. As Foreman is using a puppet SSL certificate, it will display a certificate
not valid warning. Just accept it as valid. You can remove the warning by installing a signed SSL certificate for
your domain.

As shown in Figure 10-12, Foreman is running on the Ubuntu server.

Figure 10-12. Foreman running on Ubuntu 16.04.1
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Now let’s go back to the CentOS 7 server on which you installed Foreman earlier. Before logging in, run
the Puppet agent, to add the server itself, as it’s the first host. Change the directory to /opt/puppetlabs and
issue the following command:

[vishneo@puppet puppetlabs]$ sudo bin/puppet agent --test [sudo]
password for vishneo:

Info: Retrieving pluginfacts

Info: Retrieving plugin

Info: Caching catalog for puppet.centylog.com

Info: Applying configuration version '1473158139'

Notice: Finished catalog run in 0.15 seconds

Log in to Foreman using the credentials you've got. After login, you will see a dashboard similar to the
one shown in Figure 10-13.

. FOREMAN
- Hosis -

Infrastructure -

Overview

Qaeach | - Generated o 06 Sep 16:09  Manage dashboard =

Host Configuration Status Hast Configuration Chart

[ Hosts that had perdormed modilications withoul emr

[ Hosts in eror state a
[l Good host reports in the List 35 minues

[ Hosts that had pending changes o 100%
[ Ot of sync hosts. 0

[ Hosts with no repons o

|} Hosts with alers dsabied o

Total Hosta: 1

Latest Events Run distibution in the lask 30 minutes

Mo interesting reports received In the las! week

s

it IRIER SR4AS W

Figure 10-13. Foreman dashboard

Asyou can see in Figure 10-13, the dashboard shows the one host that you have just added. Before we
move forward and install the ELK Stack using Foreman, you must install the ntp module for Foreman, as
Puppet requires time accuracy. To install the module, change the directory to /opt/puppetlabs/ and run
the following command:

[vishneo@puppet puppetlabs ~]$ sudo bin/puppet module install puppetlabs-ntp [sudo] password
for vishneo:

Notice: Preparing to install into /etc/puppet/environments/production/modules ...

Notice: Downloading from https://forgeapi.puppetlabs.com ...

Notice: Installing -- do not interrupt ...

/etc/puppet/environments/production/modules

puppetlabs-ntp (v4.2.0)

puppetlabs-stdlib (v4.12.0)
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The module is installed on your Puppet master server. Next, we will add it to Foreman. Open the
Foreman admin console, and go to Configure » Puppet Classes, as shown in Figure 10-14.

FOREMAN

Host groups
Global parameters

moortfram puppet centiylob com | [REERUEEEEED]

Emvircaments
Class name nviranments and de cumentation Host groups Hasts Paramaters Variables Adtions
Classes
Conflg groups
Smart variables

Srart clASs pArameters
Figure 10-14. Configure » Puppet » Classes

As shown in Figure 10-14, when you are on the Puppet classes screen, click Import from [hostname]
(Figure 10-15).

FOREMAN

Meniter - Hosts - Configura-  Infrastiuelure -

Puppet classes

Impon fom puppet. centylats. com

Class mams Enviranments and documentation Hus! groups Hosls Paramalers Variables

Blo entries fourd

Figure 10-15. Puppet classes screen. Click Import from [hostname]

As you can see in Figure 10-15, when you click Import from [hostname], you will see a screen like the
one shown in Figure 10-16, with the modules added.

. FOREMAN

Monitars  Hostse  Configures  Infrastouchure «

Changed environments

Select the changes you want to realize in Foreman
Togah: & Hew | & Updend € Oosome

(o] Environment Oparation Puppel Modules

production Aot rip and stk

Figure 10-16. Showing modules added in Foreman
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Figure 10-16 shows the modules that are now added in Foreman. You have to check the module and
click Update (see Figure 10-17).

FOREMAN

Monitor - Hosts « Ceonfigure - infrastructure «

Changed environments

Selact the changes you want to realize in Foreman
Togge: & tew | & Upsasd | &

= Environment Operation Puppel Modules

’ production Ackd ntp and siain

e m

Figure 10-17. Updating modules in Foreman

As shown in Figure 10-17, once you click Update, you will see a screen similar to the one shown in
Figure 10-18.

FOREMAN

Mondter -  Hests.  Configwe-  Bfrastructure -

Puppet classes

Qsemch - Impart from puppet centylabs. com L"
Class name Environments and documentalion Host groups Hosts Paramelers Variables
mcuction ) &0 o Debsa | -

o 0 Dette
gesinstall ] [] o L

LTET i} L] o D
ervice o [ 0 ek
0 o 0 e
tages ] 1 ] Detas

Displaying all 7 entries

Figure 10-18. ntp is installed

The ntp module is now installed, as shown in Figure 10-18. If you want to edit the default settings of ntp,
go to Puppet classes, click ntp, and then click the Smart Class Parameter tab, scroll down, and click servers.
You will see a screen similar to the one shown in Figure 10-19.

155



CHAPTER 10 © MANAGING THE ELK STACK WITH PUPPET AND FOREMAN

Infrastructure =

Puppel Ciass Smart Class Parameler | Smart Varables

@

Fuppat production
Enviranmasnts
esinet
_ Pammer. —
ervine enable Description
Sevice ensuie 5 o
Whether {he arman varabie value is managed by Fosernan
senvice manage
Pammeter Slring
i type

© Parameter types

Usé Puppel
stepout default @ Explain uso Puppot dotau
i Defaull valua S{8nlp.:params: severs)
Value o use when There is no match
s

Figure 10-19. Editing the default settings of ntp

As shown in Figure 10-19, you can edit the ntp setting if you wish to do so. So now you are ready to
install ntp on your managed hosts. Go to hosts » All hosts » Select the host and then click edit. There, click
Puppet Classes, and you will see the available classes. In my case, I can see ntp and stdlib. Click ntp, and it
will expand. Click the + (plus) sign in front of ntp, and it will add the module to Include Classes shown on the
left side. Click the Submit button to save the changes. You have now added ntp (Figure 10-20).

Configure « Infrastructure

Manage host

Host  Puppet Classes  Interfaces  Parameters  Additional information

Included Classes Avallable Classes

L -]

+ i +m
nitp: config o
nitp:ingzall Ld
nitp:params o
ntp:service <@
e

Figure 10-20. Adding ntp

156



CHAPTER 10 © MANAGING THE ELK STACK WITH PUPPET AND FOREMAN

As shown in Figure 10-20, you have added ntp, now change the directory to /opt/puppetlabs and run
the Puppet agent again to see the changes, as follows:

[vishneo@puppet puppetlabs ~]$ sudo bin/puppet agent --test

[sudo] password for vishneo:

Info: Retrieving pluginfacts

Info: Retrieving plugin

Info: Loading facts

Info: Caching catalog for puppet.centylabs.com

Info: Applying configuration version '1473161198'

Notice: /Stage[main]/Ntp::Install/Package[ntp]/ensure: created

Notice: /Stage[main]/Ntp::Config/File[/etc/ntp.conf]/content:

--- /etc/ntp.conf 2016-05-31 10:11:10.000000000 +0000

+++ /tmp/puppet-file20160906-9595-u318fq 2016-09-06 11:26:44.388403291 +0000
@@ -1,58 +1,40 @@

-# For more information about this file, see the man pages

-# ntp.conf(5), ntp_acc(5), ntp_auth(5), ntp_clock(5), ntp_misc(5), ntp_mon(5).
+# ntp.conf: Managed by puppet.

+it

+# Enable next tinker options:

+# panic - keep ntpd from panicking in the event of a large clock skew
+# when a VM guest is suspended and resumed;

+# stepout - allow ntpd change offset faster

+tinker panic 0

-driftfile /var/lib/ntp/drift
+disable monitor

# Permit time synchronization with our time source, but do not
# permit the source to query or modify the service on this system.
-restrict default nomodify notrap nopeer noquery

+restrict default kod nomodify notrap nopeer noquery

+restrict -6 default kod nomodify notrap nopeer noquery
+restrict 127.0.0.1

+restrict -6 ::1

¥

¥

¥

+# Set up servers for ntpd with next options:

+# server - IP address or DNS name of upstream NTP server

+# iburst - allow send sync packages faster if upstream unavailable
+# prefer - select preferrable server

+# minpoll - set minimal update frequency

+# maxpoll - set maximal update frequency

+server 0.centos.pool.ntp.org

+server 1.centos.pool.ntp.org

+server 2.centos.pool.ntp.org

¥

¥

+# Driftfile.

+driftfile /var/lib/ntp/drift

157



CHAPTER 10 © MANAGING THE ELK STACK WITH PUPPET AND FOREMAN

+ + + + + + +

-# Permit all access over the loopback interface. This could
-# be tightened as well, but to do so would effect some of
-# the administrative functions.

-restrict 127.0.0.1

-restrict ::1

-# Hosts on local network are less restricted.

-#restrict 192.168.1.0 mask 255.255.255.0 nomodify notrap

-# Use public servers from the pool.ntp.org project.

-# Please consider joining the pool (http://www.pool.ntp.org/join.html).
-server 0.centos.pool.ntp.org iburst

-server 1.centos.pool.ntp.org iburst

-server 2.centos.pool.ntp.org iburst

-server 3.centos.pool.ntp.org iburst

-#broadcast 192.168.1.255 autokey # broadcast server
-#broadcastclient # broadcast client
-#broadcast 224.0.1.1 autokey # multicast server
-#multicastclient 224.0.1.1 # multicast client
-#manycastserver 239.255.254.254 # manycast server

-#manycastclient 239.255.254.254 autokey # manycast client

-# Enable public key cryptography.
-#crypto

-includefile /etc/ntp/crypto/pw

-# Key file containing the keys and key identifiers used when operating
-# with symmetric key cryptography.

-keys /etc/ntp/keys

-# Specify the key identifiers which are trusted.
-#trustedkey 4 8 42

-# Specify the key identifier to use with the ntpdc utility.
-#requestkey 8

-# Specify the key identifier to use with the ntpq utility.
-#controlkey 8

-# Enable writing of statistics records.

-#statistics clockstats cryptostats loopstats peerstats
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-# Disable the monitoring facility to prevent amplification attacks using ntpdc
-# monlist command when default restrict does not include the noquery flag. See
-# CVE-2013-5211 for more details.

-# Note: Monitoring will not be disabled with the limited restriction flag.
-disable monitor

Info: Computing checksum on file /etc/ntp.conf

Info: /Stage[main]/Ntp::Config/File[/etc/ntp.conf]: Filebucketed /etc/ntp.conf to puppet
with sum dc9e5754ad2bb6f6c32b954c04431doa

Notice: /Stage[main]/Ntp::Config/File[/etc/ntp.conf]/content: content changed '{md5}
dc9e5754ad2bb6f6c32b954c04431doa’ to '{md5}1f44e40bd99abd89f0a209e823285332"

Info: Class[Ntp::Config]: Scheduling refresh of Class[Ntp::Service]

Info: Class[Ntp::Service]: Scheduling refresh of Service[ntp]

Notice: /Stage[main]/Ntp::Service/Service[ntp]/ensure: ensure changed 'stopped’ to 'running’
Info: /Stage[main]/Ntp::Service/Service[ntp]: Unscheduling refresh on Service[ntp]

Notice: Finished catalog run in 5.05 seconds

Now, when I ran Puppet again, it installed, configured itself, and restarted the service. Let’s go back to
your web GUI and see if it’s showing any changes.

Go to Host » All Hosts. You will then you see a reports screen (Figure 10-21). Click the top report, and
you will see that it configured ntp.
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Figure 10-21. Foreman is installed and ntp is configured

Simple, no? Now we will move on to the most important part: installing the ELK Stack using Foreman
and Puppet.
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Installing Logstash Using Puppet and Foreman

Issue the following command to install Logstash:

[vishneo@puppet ~1$ sudo puppet module install elasticsearch-logstash
Notice: Preparing to install into /etc/puppet/environments/production/modules ...
Notice: Downloading from https://forgeapi.puppetlabs.com ...
Notice: Installing -- do not interrupt ...
/etc/puppet/environments/production/modules
343~ elasticsearch-logstash (v0.6.4)

a3a electrical-file concat (v1.0.1)

aaa
aa puppetlabs-stdlib (v4.12.0)

a
Now go to web GUL. Click Configure » Puppet » Classes and click Import from [hostname], as you
did for ntp previously. Once you click Import [hostname], it will show you a Changed environments screen.
Select the check box and click Submit. Once you click Submit, it will take you to the Puppet Classes page.
You will see what changes you have to make in the default module settings in the next section.
Now, to add it to your host, go to Hosts » All hosts and click edit, at the far right. Once you are on the
screen, click Puppet Classes and you will see “logstash” in the list, as shown in Figure 10-22.

FOREMAN

Menitor - Hosts - Corfigure - Infrastroctorg - Agminister «

Edit puppet.centylabs.com

Manage host Disssaciale hosl

Puppel Clisses nteefaces Paraniel ors Adatioral Infarmaticn

Included Classes Available Classes
np -]

Figure 10-22. Logstash module in Available Classes

Click logstash, and it will expand. Then click the + (plus) sign to add it to Included Classes.
As shown in Figure 10-23, the Logstash module is added. To move ahead, you have to make some
modifications in the Logstash module configuration.
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Figure 10-23. Logstash added

Open the web GUI, and go to Configure » Puppet Classes. Click logstash and then, on Smart Class
Parameter, scroll down to manage repo. Check Override, then in Parameter type, select boolean and set the
default value to true, as shown in Figure 10-24.

orfigure = Infrastructure = Adminisber =

” ackage
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O Parameter types

Usa Puppet
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Vaue to use when thene is na match

Figure 10-24. Editing the Logstash managerepo parameter

As seen in the figure, we have made two changes to the default settings. You also have to make sure that
itinstalls Java, so click Java install and then check override and put true in the default value field, as shown
in Figure 10-25.

161



CHAPTER 10 © MANAGING THE ELK STACK WITH PUPPET AND FOREMAN

Infrastructure -

Puppet praduction
Environments

Parameler *

Description
Ovarride
Whelhes Ihe smart variable value i manages by Foremar
T
m e e
Ly
O Farameter type
use Pugpet
defaull @ Explan use Puppel default
Detault value e

Figure 10-25. Configuring Java install parameters for the Logstash module

Once complete, click Submit and run the Puppet agent.

[vishneo@puppet puppetlabs]$ sudo bin/puppet agent --test

[sudo] password for vishneo:

Info: Retrieving pluginfacts

Info: Retrieving plugin

Info: Loading facts

Info: Caching catalog for puppet.centylabs.com

Info: Applying configuration version '1473165431'

Notice: /Stage[main]/Logstash::Repo/Yumrepo[logstash]/ensure: created

Info: changing mode of /etc/yum.repos.d/logstash.repo from 600 to 644

Notice: /Stage[main]/Logstash::Package/Logstash::Package::Install[logstash]/
Package[logstash]/ensure: created

Notice: /Stage[main]/Logstash::Config/File[/etc/logstash/patterns]/ensure: created

Notice: /Stage[main]/Logstash::Config/File[/etc/logstash/plugins]/ensure: created

Notice: /Stage[main]/Logstash::Config/File[/etc/logstash/plugins/logstash]/ensure: created
Notice: /Stage[main]/Logstash::Config/File[/etc/logstash/plugins/logstash/filters]/ensure:
created

Notice: /Stage[main]/Logstash::Config/File[/etc/logstash/plugins/logstash/codecs]/ensure:
created

Notice: /Stage[main]/Logstash::Config/File[/etc/logstash/plugins/logstash/inputs]/ensure:
created

Notice: /Stage[main]/Logstash::Config/File[/etc/logstash/plugins/logstash/outputs]/ensure:
created

Notice: /Stage[main]/Logstash::Config/File[/etc/logstash/conf.d/logstash.conf]/ensure:
defined content as '{md5}d41d8cd98f00b204€9800998ecf8427e"

Info: 1ls-config: Scheduling refresh of Class[Logstash::Service]

Info: Class[Logstash::Service]: Scheduling refresh of Logstash::Service::Init[logstash]
Info: Logstash::Service::Init[logstash]: Scheduling refresh of Service[logstash]

Notice: /Stage[main]/Logstash::Service/Logstash::Service::Init[logstash]/Service[logstash]/
ensure: ensure changed 'stopped' to 'running'

Info: /Stage[main]/Logstash::Service/Logstash::Service::Init[logstash]/Service[logstash]:
Unscheduling refresh on Service[logstash]

Notice: Finished catalog run in 23.82 seconds
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Notice: /Stage[main]/Logstash::Java/Package[java-1.7.0-openjdk]/ensure: created

Notice: /Stage[main]/Logstash::Service/Logstash::Service::Init[logstash]/Service[logstash]/
ensure: ensure changed 'stopped' to 'running'

Info: /Stage[main]/Logstash::Service/Logstash::Service::Init[logstash]/Service[logstash]:
Unscheduling refresh on Service[logstash]

Notice: Finished catalog run in 20.70 seconds

[vishneo@puppet puppetlabs]$ java -version

openjdk version "1.8.0 102"

OpenIDK Runtime Environment (build 1.8.0 102-b14)

Open]DK 64-Bit Server VM (build 25.102-b14, mixed mode)

Bingo!! Logstash and Java both are installed and configured. Let’s check to see if we can start Logstash
by default, as follows:

[vishneO@puppet puppet]$ sudo service logstash start

[vishneo@puppet puppet]$ ps aux | grep logstash

logstash 16662 100 4.6 1433088 94516 pts/0 SN1 12:50 0:05 java -XX:+UseParNewGC
-XX:+UseConcMarkSweepGC -Djava.awt.headless=true -XX:CMSInitiatingOccupancyFraction=75
-XX:+UseCMSInitia

tingOccupancyOnly -Djava.io.tmpdir=/var/lib/logstash -Xmx500m -Xss2048k -Djffi.boot.library.
path=/opt/logstash/vendoxr/jruby/1lib/jni -XX:+UseParNewGC -XX:+UseConcMarkSweepGC -Djava.awt.
headles

s=true -XX:CMSInitiatingOccupancyFraction=75 -XX:+UseCMSInitiatingOccupancyOnly -Djava.
io.tmpdir=/var/lib/logstash -Xbootclasspath/a:/opt/logstash/vendor/jruby/lib/jruby.jar
-classpath : -Djr

uby.home=/opt/logstash/vendoxr/jruby -Djruby.lib=/opt/logstash/vendoxr/jruby/lib -Djruby.
script=jruby -Djruby.shell=/bin/sh org.jruby.Main --1.9 /opt/logstash/lib/bootstrap/
environment.rb logst

ash/runner.rb agent -f /etc/logstash/conf.d -1 /var/log/logstash/logstash.log

vishne0 16694 0.0 0.1 112660 2380 pts/0 S+ 12:50 0:00 grep --color=auto logstash

Yes! The Logstash is installation is complete, as you can see in Figure 10-26. You can now configure it as
explained previously in Chapter 1.

[wistneO@puppet puppec]d ps aux | grep logstash

100 4.6 1433088 94516 pee/0  SHL 12150 0108 Java -0 ¢ -0t HiseC GC -Djava.avt.headlessetre -X0GCNSInitiatingOccupancyFraction=Ts -Xi:+UseCHSIndtia
1y ~Djawa. io. tapdic=/vas/, [logatash -Xax$00m -X222048k -DICL1.boot. Jibzazy.pathe/cpt/logetash/vendos/ Jouby/lab/ns +UseParievil - +UanCy 4 GC -Djawa. awt. headl
Ina - -0 € Ouly -Dieve.ic.tapdice/ver/lib/logstash -3bootclasspeth/e: fopt/logstash/vendor /druby/1ib/iruby. Jar -classpach 1 -Dic
b -Djruby.script=jruby -Diruby.shells/bin/sh org.jruby.Main --1.9% fept/logstash/lib/bootstrap/environment.th logst

vishned 16694 0.0 0.1 112460 2380 prs/o
[vishrel@puppet puppet]s

=suto logstash

Figure 10-26. Running Logstash on Puppet master
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Installing Elasticsearch Using Puppet and Foreman

We will now install Elasticsearch (Figure 10-27).

[vishneo@puppet puppetlabs]$ sudo bin/puppet module install elasticsearch-elasticsearch
[sudo] password for vishneo:
Notice: Preparing to install into /etc/puppet/environments/production/modules ...
Notice: Downloading from https://forgeapi.puppetlabs.com ...
Notice: Installing -- do not interrupt ...
/etc/puppet/environments/production/modules

elasticsearch-elasticsearch (v0.13.2)

ceritsc-yum (v0.9.8)

puppetlabs-apt (v2.3.0)

puppetlabs-stdlib (v4.12.0)

richardc-datacat (v0.6.2)

[vishneO@puppet puppetlabs]¢ sudo bin/puppet module install elasticsearch-elasticsearch
Notice: Preparing to install into /etc/puppetlabs/code/environments/production/modules ...
Notice: Downloading from https://forgeapi.puppetlabs.com ...

Notice: Installing -- do not interrupt ...
/etc/puppetlabs/code/environnents/production/modules

a4&a- elasticsearch-elasticsearch (v0.13.2)

444 ceritsc-yum (v0.9.8)

444 puppetlabs-apt (v2.3.0)

444 puppetlabs-stdlib (v4.12.0)

4434 richardc-datacat (vu.a.aj

-

Figure 10-27. Installing the Elasticsearch plug-in using Puppet

You have now installed the Elasticsearch plug-in, as shown in Figure 10-27. Run the Puppet agent,
as follows:

[vishneo@puppet puppetlabs]$ sudo bin/puppet agent --test
[sudo] password for vishneo:

Info: Retrieving pluginfacts

Info: Retrieving plugin

Info: Loading facts

Info: Caching catalog for puppet.centylabs.com

Info: Applying configuration version '1473167384'

Notice: Finished catalog run in 0.60 seconds

Again, go to the web GUI and to Configure » Puppet Classes, and click Import from [hostname]. Check
on it, as shown in Figure 10-28, and click update.
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Figure 10-28. Elasticsearch module added to Foreman

Go to Puppet Classes, click Elasticsearch, click manage repo, and then tick override. Also, change the
default value to true and Key type to boolean. You must change the value of repo version. Scroll down and
click on repo version, click override and put “2.x” in the Default value field. Now click Submit. Once again,
go to Hosts » All Hosts, and then go to edit and select Puppet Classes. Here, you will see that Elasticsearch is
inside Available Classes. You must repeat the steps you completed for installing Logstash. Click Elasticsearch,
then click the + (plus) sign in front of Elasticsearch, and it will add it to Included Classes (Figure 10-29).
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Figure 10-29. Elasticsearch added to Included Classes

As shown in Figure 10-29, click Submit and run the Puppet agent again.

[vishneo@puppet puppetlabs]$ sudo bin/puppet agent --test

Info: Retrieving pluginfacts

Info: Retrieving plugin

Info: Loading facts

Info: Caching catalog for puppet.centylabs.com

Info: Applying configuration version '1473171508'

Notice: /Stage[main]/Elasticsearch::Repo/Yumrepo[elasticsearch]/baseurl: baseurl changed
"https://packages.elastic.co/elasticsearch/true/centos' to 'https://packages.elastic.co/
elasticsearch/2.x/centos’

Notice: /Stage[main]/Elasticsearch::Repo/Yumrepo[elasticsearch]/gpgkey: gpgkey changed
"https://packages.elastic.co/GPG-KEY-elasticsearch' to 'http://packages.elastic.co/GPG-KEY-
elasticsearch’

Info: /Stage[main]/Elasticsearch::Repo/Yumrepo[elasticsearch]: Scheduling refresh of
Exec[elasticsearch _yumrepo yum clean]
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Info: /Stage[main]/Elasticsearch::Repo/Yumrepo[elasticsearch]: Scheduling refresh of
Exec[elasticsearch _yumrepo yum clean]

Notice: /Stage[main]/Elasticsearch::Repo/Exec[elasticsearch_yumrepo_yum clean]: Triggered
'refresh' from 2 events

Notice: /Stage[main]/Elasticsearch::Package/Package[elasticsearch]/ensure: created

Info: /Stage[main]/Elasticsearch::Package/Package[elasticsearch]: Scheduling refresh of
Exec[remove_plugin dir]

Notice: /Stage[main]/Elasticsearch::Package/Exec[remove plugin dir]: Triggered 'refresh'
from 1 events

Info: Computing checksum on file /etc/init.d/elasticsearch

Notice: /Stage[main]/Elasticsearch::Config/Augeas[/etc/sysconfig/elasticsearch]/returns:
executed successfully

Elasticsearch is installed as well. Before you go ahead and start Elasticsearch, there is one more thing
that you must do. Just run the following command:

[vishneo@puppet puppetlabs]$ sudo /usr/bin/systemctl unmask elasticsearch

Installing Kibana Using Puppet and Foreman

Finally, let’s install Kibana. Elasticsearch doesn’t provide a Puppet module for Kibana, so we will search for
the Kibana module at https://forge.puppet.com. The most downloaded module is lesaux/kibana4. Let’s
install that one now, as follows:

[vishneo@puppet puppetlabs]$ sudo bin/puppet module install lesaux-kibana4 Notice: Preparing
to install into /etc/puppet/environments/production/modules ...
Notice: Downloading from https://forgeapi.puppetlabs.com ...
Notice: Installing -- do not interrupt ...
/etc/puppet/environments/production/modules
lesaux-kibanag (v1.0.17)
puppetlabs-apt (v2.3.0)

Now go to web GUI, click Configure » Puppet Classes and then click Import [hostname]. You will see

the Kibana module that you have just installed. Now just check it and click Update. You have added the
Kibana4 module, as shown in Figure 10-30.

FOREMAN

Monitor « Hosts = Configure « Infrastructure « Adminisher «

Changed environments

Select the changes you want to realize in Foreman
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Figure 10-30. Adding the Kibana module to Foreman

Now that you are back to the Puppet Classes screen, click Kibana4. Click manage repo check override,
then Submit. Go to Hosts » All Hosts and click edit, at the far right of the host. Next, click the Puppet
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Classes tab, then click Kibana4. It will expand. Now click the + (plus) sign in front of Kibana4. It will add it to
Included Classes. Click Submit. It’s time to run the Puppet agent again.

[vishneo@puppet /]$ sudo puppet agent --test

Info: Retrieving pluginfacts

Info: Retrieving plugin

Info: Loading facts

Info: Caching catalog for puppet.centylabs.com

Info: Applying configuration version '1473175172'

Notice: /Stage[main]/Kibana4::Install::Package/Yumrepo[kibana-4.5]/ensure: created
Info: changing mode of /etc/yum.repos.d/kibana-4.5.repo from 600 to 644

Notice: /Stage[main]/Kibana4::Install::Package/Package[kibana4]/ensure: created
Notice: /Stage[main]/Kibana4::Service/Service[kibana4]/ensure: ensure changed 'stopped' to 'running'
Info: /Stage[main]/Kibana4::Service/Service[kibana4]: Unscheduling refresh on
Service[kibana4]

Notice: Finished catalog run in 59.61 seconds

Good one! Kibana4 is now installed, configured, and it has started as well. You can access the GUI at
http://yourip:5601
Asyou can see in Figure 10-31, you can access the Kibana dashboard now.

Enmeme = Configure an index pattern

n order to e Kibana vou must configure at beast one index pattern. Indet patters a% used o identify the Elasticsearch indes o run search and analybics against. They are also used to configure felds.

# Indeax contains time-based evarts
s event tiness B0 caate indht namies [DEPRECATED]

Imdhe name or pathern

Iogetach-*

[ o o ince: pabben when semrching (hit secominended

Figure 10-31. Kibana configured using Puppet and Foreman

Summary

In this chapter, you learned how to set up the ELK Stack using Puppet and Foreman. You configured the ELK
Stack to have a centralized logging system in place for your remote servers and applications. You were also
introduced to Puppet and Foreman, which give you more control and make it easier to maintain the ELK
Stack and any other servers you wish to add.

You have learned how to install Puppet and Foreman in CentOS 7 and Ubuntu 16.04.1. You have also
learned about

e Installing Foreman and Puppet
e Installing the ELK Stack modules for Puppet

¢  Configuring Foreman
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