T Security
Risk Control
Management

An Audit Preparation Plan

Raymond Pompon

Apress’

ww.allitebooks.co


http://www.allitebooks.org
http://www.allitebooks.org

IT Security Risk Control
Management

Raymond Pompon

Apress’

Ivww .l litebooks.cond



http://www.allitebooks.org
http://www.allitebooks.org

IT Security Risk Control Management: An Audit Preparation Plan

Raymond Pompon
Seattle, Washington
USA

ISBN-13 (pbk): 978-1-4842-2139-6 ISBN-13 (electronic): 978-1-4842-2140-2
DOI10.1007/978-1-4842-2140-2

Library of Congress Control Number: 2016952621
Copyright © 2016 by Raymond Pompon

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting, reproduction
on microfilms or in any other physical way, and transmission or information storage and retrieval, electronic
adaptation, computer software, or by similar or dissimilar methodology now known or hereafter developed. Exempted
from this legal reservation are brief excerpts in connection with reviews or scholarly analysis or material supplied
specifically for the purpose of being entered and executed on a computer system, for exclusive use by the purchaser

of the work. Duplication of this publication or parts thereof is permitted only under the provisions of the Copyright
Law of the Publisher’s location, in its current version, and permission for use must always be obtained from Springer.
Permissions for use may be obtained through RightsLink at the Copyright Clearance Center. Violations are liable to
prosecution under the respective Copyright Law.

Trademarked names, logos, and images may appear in this book. Rather than use a trademark symbol with every
occurrence of a trademarked name, logo, or image we use the names, logos, and images only in an editorial fashion
and to the benefit of the trademark owner, with no intention of infringement of the trademark.

The use in this publication of trade names, trademarks, service marks, and similar terms, even if they are not identified
as such, is not to be taken as an expression of opinion as to whether or not they are subject to proprietary rights.

While the advice and information in this book are believed to be true and accurate at the date of publication, neither
the authors nor the editors nor the publisher can accept any legal responsibility for any errors or omissions that may
be made. The publisher makes no warranty, express or implied, with respect to the material contained herein.

Managing Director: Welmoed Spahr

Acquisitions Editor: Susan McDermott

Developmental Editor: Laura Berendson

Technical Reviewer: Mike Simon, Dena Solt

Editorial Board: Steve Anglin, Pramila Balen, Laura Berendson, Aaron Black, Louise Corrigan,
Jonathan Gennick, Robert Hutchinson, Celestin Suresh John, Nikhil Karkal, James Markham,
Susan McDermott, Matthew Moodie, Natalie Pao, Gwenan Spearing

Coordinating Editor: Rita Fernando

Copy Editor: Kim Burton-Weisman

Compositor: SPi Global

Indexer: SPi Global

Distributed to the book trade worldwide by Springer Science+Business Media New York, 233 Spring Street,

6th Floor, New York, NY 10013. Phone 1-800-SPRINGER, fax (201) 348-4505, e-mail orders-ny@springer-sbm.com,
or visit www. springer.com. Apress Media, LLC is a California LLC and the sole member (owner) is Springer
Science + Business Media Finance Inc (SSBM Finance Inc). SSBM Finance Inc is a Delaware corporation.

For information on translations, please e-mail rights@apress.com, or visit www.apress. com.

Apress and friends of ED books may be purchased in bulk for academic, corporate, or promotional use.
eBook versions and licenses are also available for most titles. For more information, reference our Special Bulk
Sales-eBook Licensing web page at waw.apress.com/bulk-sales.

Any source code or other supplementary materials referenced by the author in this text is available to
readers at www.apress.com. For detailed information about how to locate your book’s source code, go to
WWW.apress.com/source-code/.

Printed on acid-free paper

Ivww .l litebooks.cond



mailto:orders-ny@springer-sbm.com
www.springer.com
mailto:rights@apress.com
www.apress.com
www.apress.com/bulk-sales
http://www.apress.com/
http://www.apress.com/source-code/
http://www.apress.com/source-code/
http://www.allitebooks.org
http://www.allitebooks.org

To all the defenders out there working unnoticed to keep us safe.

Ivww .l litebooks.cond



http://www.allitebooks.org
http://www.allitebooks.org

Ivww .l litebooks.cond



http://www.allitebooks.org
http://www.allitebooks.org

Contents at a Glance

About the AUthOr ........c.ccsniemnsmn s ———————_——— Xxiii
About the Technical REVIEWET ........ccusesmsmmsssmssmsssmsssmssmssssssssssssssssssssssssssnsssnsssnsns XXV
AcknowledgmeEnts .......ccvermsssssssmnnnnnmmssssssssssssnsssesssssssssssnnnsssesssssssnsnnnnnssssssssssnnnnnns XXvii
INtroduction.........cccuvsmnmsmis s ———————————— XXIX
Part I: Getting a Handle on Things .......ccciunnsemmmmmsssssnnmmssssssnmsssssssnnsssnes 1
Chapter 1: Why Audit?.........ccceummmmmmmmmsmmmmmmmmmmmsssssssmmmmsmssssssssssssesssssssssssssssessnsnns 3
Chapter 2: Assume Breach ........cccccmmmussssnnmmssssssnmmssssssssssssssssssssssssssssssssnnsssssssnnnns 13
Chapter 3: Risk Analysis: Assets and Impacts........cccccrmnsmnmssmnmssssmssssssssssnssnes 23
Chapter 4: Risk Analysis: Natural ThreatS.......ccccsmmmmmmmmmssssssnnnmmmmmsssssssssnsssssnnns 39
Chapter 5: Risk Analysis: Adversarial RiSK ......ccccssrrrssssssssssssnsssssssssssssssssssssssssssss 51
Part II: Wrangling the Organization...........cccounseemmmmmmmnmmsssesssnmmmmns 67
Chapter 6: SCOPE ....cucuremrrsssmmrsssnnmsssnnsssssnsssssnssssansesssnsesssnsesssnsesssnnesssnnesssnnssssnnssssas 69
Chapter 7: GOVEIrNANCE .....uuuveeussssssssssssssssssssssssssssssssssssssssssnnnsnsssssssssssnnnnnsssssssssssnn 81
Chapter 8: Talking to the SUitS .......cccccussemmmmnnsemmmmnssnn s —————— 99
Chapter 9: Talking to the TEChS ......ccccusremmrnssssennmnsssssnnnsssssn s annnes 113
Chapter 10: Talking 10 the USersS .......cccccmmmmssemnmmssssssnmmsssssssmssssssssssssssssssssssnnnns 123
Part Ill: Managing Risk with Controls..........cceesrvemmsmssssssssssssssssssssnes 131
Chapter 11: POlICY ...ccceeeemmmrressssssssssssnsssssssssssssssnnsssssssssssssnssnnssssssssssssnnnnnsssssssssns 133
Chapter 12: Control DeSigN......ccusssrrrssssnnsssssssssssssssssnsssssssnssssssssnnssssssnnnssssssannnss 145
Chapter 13: Administrative Controls .........cucvemmemnmmmmmmmmssssssnnmmmssssssmmmm.. 153

v

Ivww .l litebooks.cond



http://www.allitebooks.org
http://www.allitebooks.org

CONTENTS AT A GLANCE

Chapter 14: Vulnerability Management...........cccccuneemmmmnssnmnmmsssssnnmnsssssssssssssssns 165
Chapter 15: People Controls .........ccceurmssmmnmmssssnsnmmssssnsnssssssssnsssssssssssssssnnssssssnnnnss 175
Chapter 16: Logical Access CONtrol........cc.cccurssemrrssansssssnsmsssnsssssssssssnssssssnssssansss 187
Chapter 17: Network SeCUrity .....cccccsrrrrrsmssssssnnssnsnssssssssssssssssssssssssssssnssnsssssssssnns 197
Chapter 18: More Technical Controls.......ccccuseemmnnsssnnnmmsssssnnmsssssssssssssssnsssssssnnns 219
Chapter 19: Physical Security Controls........cccccnusmmmsssnsmsssnsssssnsssssnsssssssssssnnsnas 231
Chapter 20: Response Controls .......ccccvrummmsssmssnnnnmsmmmsssssssssssssssssssssssssssssssnsnns 239
Part IV: Being Audited.........ccccemmmmmmmmmmmmmmmnnnnnmnnmnmmmmmmsssssssssssssssssssnns 259
Chapter 21: Starting the Audit...........ccccmmnnimns s —————————— 261
Chapter 22: Internal Audit........cocecmrrmssnnnmnsssssnmnsmssssmesssssmesssss—————— 275
Chapter 23: Third-Party SeCUrity....cccccimmmmmmmmnmmsnmmmmsmmmmsssssssssssssssssssssssssssssssnns 283
Chapter 24: Post Audit Improvement ............ccccinnnemmmmnnnssnmmmmssssnmnssssnmsssnn 293
INA@X.csieiiiesrsmsnsssssn s sm s s ———————— 301

vi

Ivww .l litebooks.cond



http://www.allitebooks.org
http://www.allitebooks.org

Contents

AbOUt the AULNOL ....cceuiiiieeeiiirenessirsessrrssssssrssnsss s s s nnsssasnnssssssnnnsssssnnnssssnsnnnnnsnnnns XXiil
About the Technical REVIEWET ........cerrrrrrsmmmmssssssssmmsssssssssssssssssssssnnsssssssssssssnnnnsssnnnes XXV
AcknowledgmEents......ccceeumssssssnmnnnmsmsssssssssssssnnssssssssssssnsnsnsssesssssssssnnnnnssssssssssnnnnnns XXvii

L 0T T 0 XXix

Part I: Getting a Handle on Things ........cccicunsemmmmmnsemnnmmnsssssnmsssssssnnenns 1

Chapter 1: Why Audit?.........cccunmmmmmmmmmmmmmmmmmmsssssssnmmmmmsssssssssssssssssssssssssssssssssssnss 3

YOU Will Be AUGITEA.......ccocerererererseres e se e e e sn s sn e nn s nn e snsnnennnnnnnas 3
WRHAL IS @N AUGIE? ..ot bbb 3
Regulated Industries That Require AUCILS..........ccovieerrererrinnnesrse s enas 4
Regulated Industries Without EXpliCit AUAITS ......cccceeeieiecere e 4
Business Transactions Can Loop YOu into an AUdit............cccevrereeiereieresenesesesessessesessesessesesesassessssenens 5
A Lawsuit May Drag You into Something Worse Than an Audit ...........ccccocvnmennnnnnnnnnsenessssesesennnns 6
BuSINESS-10-BUSINESS AUILS......ccocreseirisisisisisiisisisssss s 6
Will/Should You Audit Your IT Security CONroIS?.........cccoeeverrnnsenrinnie s sessssssesessssssssesssenns 6

Audit MiSCONCEPLIONS.....ccveeeeeeceecteriere e r e r e r e sn e resnesnsnnennenrnnan 7
The Burden of AUt IS 0N YOU........covvnrnrr s 7
Aim Higher Than COMPIANCE ..o s 7

AUItS Are USETUL.....ccoereieiicciii s 7
Audits MaKe YOU LOOK GOOU ........curuemrnsrmsisnssssiisssssisissssssssssssssssssssss s ssssssssssssssssssssssssssssssassnsans 8
The Audit as @ FOrcing FUNCLION ........cococeerre e ree e re e sa e sae e sae e se e e sas e ae e sae e saesassesannenes 8

AU TYPES ..ot rre e sresse e se e se e a e se s e s e a e saesa e srennenrena e s e nrennennennennnnnnnnnnnnnnan 9
IS0 27007 ...ceoereeeeeseeeesesseusess e eses s ss s s e b bR AR AR 9
THE SSAE 16 .....cueueereereereuesceessessesseasesssssssss s s s s s et 9

vii

Ivww .l litebooks.cond



http://www.allitebooks.org
http://www.allitebooks.org

CONTENTS

POIDSS....ooceeureueeeesesressessesses s sessesse s s s R bR R 10
A LH o 11 0] 37 A 1oLy o 10
What Is the Right Audit for YOU? ..o sne s 11
Chapter 2: Assume Breach ........cccuccumnssenmmssenmnssssmmsssssmssssssssssssssssssssssssssssnssssnnsesss 13
The Lesson of FOrt PUIaSKi ..o 13
THE INVINCIDIE ... 13
Ownership Changes Hand ... e 15
New Exploit Technology IS INtrodUCEM ...........ccoceerereceerreee e e 15
The Complexity Of IT SYSTEMS ......ccecceeeererrrcresrr s 16
ATangled Webh 0f COUE ......covieerererece s sr e nen s 17
Complexity and VUINEIaDIlity .........cocvveeerernseseserrnsese e ssss e s sessesssssessssssssessssssssssenses 18
Technical VUINErabilities ... s 19
Attackers Are Motivated ... ———— 19
The Assume Breach MiNdSet..........cococvnnnnnns s 20
Living in ASSUME BreaCh WOKIQ ..........ccoerererecee et 20
Chapter 3: Risk Analysis: Assets and Impacts........ccccusemmmsmrmmssenmsssesmsssenssssennens 23
WRY RISK...eectiitiieeireisessessessessessessessesssssessesssssessessesssssessessessessessessessssssssesssssesssssesssssessssnens 23
RiSK IS CONtEXt SENSITIVE ..o 24
Components 0f RiSK ........ccccevereieiirereresere e 24
Calculating LIKEINOOM ........cocvuieeeererreeerersseese s e e sese e sssssessssssssssessesssssessssssssssssssnsassenses 25
Calculating IMPACT .........coeriererrer e s sa e s aesaesaennes 26
IT ASSEL INVENTOIY .....coerirerer e e e s s e ae e s ae R aeae 27
ASSE Value ASSESSIMENT ....vivierersrersssssssss s —————— 27
ASSESSING IMPACT ... e e e ne 28
INAIFECE IMPACTS......cceierirere e s e e s ae e s aenae e 29
COMPLIANCE IMPACES ....veereererere vt re s e re s e s sae e s ae e sae e sa e sas e sae e s ae e e aesanaesaesesaenenaenens 30
Qualitative vs. QUANTILALIVE .........ceeereeeccec s 30
QUANTEALIVE ANAIYSIS ....vevererererererere e e et se e se e ne e ne et e e ne e e e 30
Clarifying YOUr QUAIITALIVE..........cccoerereeerereece e e 30

viii

Ivww .l litebooks.cond



http://www.allitebooks.org
http://www.allitebooks.org

CONTENTS

QUANTITALIVE ANAIYSIS ...veverreeereerireerererereras e rresessesesaesasseras e saesessesessesessesassesaesesaessssessssesassessesesssnssasanaens 34
Annualized LOSS EXPECLANCY ......cceveireiriiririinsis s sss s st sa s sassasse e sas e s st st st sas st st s sns s s s s sassn s 36
Formalizing YOUr RiSK PrOCESS ........ccucvierrmrsersmssessessesses s ses s s sessss s sss s s snssnssnssnssssnas 36
Chapter 4: Risk Analysis: Natural Threats........cccccumsemmmmmssssssnmsssssnsnsssssssssssssssnnns 39
DT ] (=] ] (] 39
RISK MOAEIING.......courerrerrrereerrsesessesresssesss e sse e e sse e s sas e sse s ss e ssesss e sss e s e ssnsesnsssnsnnns 40
Modeling Natural TRIEALS ........c.ccucrrerrersersensessesses s s se s sns s snssnssnssnsssnnens 41
Modeling Impact with Failure Mode Effects Analysis........c.cccccevrvrersrcscscescescescescenen, 43
SimMpPIe FMEA EXAMPIE......ccouiiierirerincrre et se e s sae sttt b sttt s e nennns 44
Breaking dowWn @ SYSTBM.........o.cceeecir et e s 45
ANAIYZING FUNCHONS.......oiceeeiccecrece et 46
Determining Failure EffECTS........ccoou it 46
Business IMPact ANAIYSIS.........ccoverenriiernneresessesesese s se s s sse e se s snsssnsenns 47
Documenting ASSUMPLIONS........cocuoerinmiiennerese s s 50
Chapter 5: Risk Analysis: Adversarial RiSK ......cccsssrrrmsssssssssssnnssssssssssssssssssssssssssns 51
A Hospital under AHACK..........cceerienre e 51
AdVErsarial RiSK ........cccuorereiiereniiesissssesssss s ss s s ss s sn s sss s snssssss s 52
OVErvieW Of ATEACKET TYPES .....oueeecrerieecririee s nnnp s 52
Understanding Attacker Capability ............ccoevrrernsenennesnse e 53
Technical Capability.........cccoeverererererrrrre s r e s nnnnns 53
TrCKErY Capability ...cccoveveeeerererreesererree s s e e s e s nnnnns 54

L 1L TSSOSO 55
TECNNIQUES. .. vveeeereeeeeses e s e s s s s e e s e e e s e R e e A e Re e e s s Re e e b e R e e e e e s e an e e nnans 55
Understanding Attacker INCENLIVES ........cccocevcercrrinci e 56
MONETArY INCENTIVES .....ooveciece e e e a e e e e e e e e e e e sn e e e nen 57
POlItiCal INCENTIVES.....c.cvieccererccce e 58
Personal INCENTIVES ..o 59

ix

Ivww .l litebooks.cond



http://www.allitebooks.org
http://www.allitebooks.org

CONTENTS

Common Attack TECHNIQUES ......c.ceueeeerrerere e n s 60
Kl CRAIN.....c.vieieeeicccsis et s et s e e s e e Re e e e s s e e e e npn s s 60
Stealing AUtNENTICALION. .........cceceee e 61
31 1 £ 62

Building the Adversarial RiSK MOUEL..........c.cceorrerrerrerrernrsersenses s e e e e sessessees 62
QUALITALIVE EXAMPIE......eceeeeereeereerereresesesersesessesessesessesas e saesessesessessssessssessssesssssssessssesassessenessessssssanaens 62
QUANTItative EXAMPIE......coceeeererere e r e sae s e ras e sae s sese s e sa s e sa s e sae e sae e saenesaesaesenaesenaenesannanaens 64

Part II: Wrangling the Organization............ccceevnvnnnnnssssssssssssssssssssnnss 67

Chapter 6: SCOPE .....c.cccurrrissmmmmmssssnnnmmsssssnnmssssssnnnesssssnnnessssnnsnessssnnnnsssssnnnnssssnnnnnss 69
DEVEIOPING SCOPE.....cocererererirer sttt e s n e e e sn e sn e sn e sn e snen e ns 69
Compliance Requirement Gathering ..........ccccoceeeeeeeresesesese e 4
ZBIO NN ON Pl nE s 71
PCI DSS SCOPING -....ecuceereeueererseseesesssesesessssesesssssse e s ssss e e sas s e e sasse e e s e ssa e e se s s e e e sesRe e e nesbans s b nsannas 73
SSAE SOC 1 SCOPING.....coirerrerirerrnerresessesesesssesss s esessesssseses e ssssessesessessssessssessesessessssessssessssessssessensanes 73
Supporting Non-IT Departments..........cceceirnieninrne e s sa s nas 73
DOUDIE CRECK......cciiictt i b s 73
Writing Scope Statements..........cccveeiceresnicrnr s 74
(000 101 =T 0 S 74
Control Effectiveness and EffiCIEBNCY .......ccccvvrerererererieressertesessesesesesesesessesessesessesessesassessssesssssssssanaens 75
Scoping Adjacent SYSTEMS........cccceeeerircr e e 75
SCOPE BAITIEIS.....ceceeeeeeierir e sa s sa e sa s sa e sa e n e sn e n s sa e sn e sa e sn e sn e n e e e e e nn e nn e nnenn e 76
LT (i L T T 77
PRYSICAI BAITIEIS......cceeveeeeresesreeesesseesesesss e sesesssss e e ss e e e s s e e s se s e sssa e e ssssasssessssessssssessnsnsssnssnes 78
PrOCESS BAITIEIS ... 78
Lo 011 0T 5 1 S 79
Start SMall and EXPANG ........coeeverererereesererereresersssessesessesessesasesassessesessessssessssessssssssssssssassessssessenssses 79
BUt NOE TOO SMAL ...t s 79

LS040 1= 0o 79



CONTENTS

Chapter 7: GOVEIrNANCE .......uuueussssssssssssssssssssssssssssnsssssssssssssnnnnssssssssssssnnnnnsssssssssssss & §

GOVErnanCe FraMEWOTKS ........ccoccciererierenesessssesse s e sss e s e sss e sse s ssesessessssessessssessssensens 82
TRE ISIMIS ..evoetecveeessssse st s s s s bbb bR 82
EStablish the ISMS ... n s 83
The ISMS Steering COMMILLEE........ccoveeeerereeeceririre e 83
Duties of the ISMS COMMITIEE.......cceeerreecr e 85
KBY ROIES ...ttt s et R e E s e e e e R e e e e s b e e e e npnnn s 86
ISMIS CRAITEY ...ttt s et e e e e e pnnn s 88
Obtain EXecutive SPONSOISHID .....cccoviveecrireeses s 90
Plan: Implement and Operate a Security Program ...........cccccvcvvrverrensnsensessessessessessensens 90
Decide upon and Publish the GOAIS ...........ccceeererererercerrse et res e re e e e sae e sae e sae e saesanaens 90
Do: Risk Treatment ...........cocvcrcrcrr e 91
RiSK TrE@tMEeNT........ccueceeeeeeee e b s e e n e n e e n e e s nnnnnnens 93
Check: Monitor and Review Security Program...........ccooeeevereressssssssssssssssssssssssssssses 97
Act: Maintain and Improve Security Program...........ccceceverersnesessessessessessessessessessassenns 98
Chapter 8: Talking to the SUtS ........ccccussemmminnsemmmmnsesn s —————— 99
When Security Appears t0 be Anti-BUSINESS ........ccccvververversenrensessesses s e sesssssenns 99
WHO REAIIY DECIABS? .....cereeereererereerereererseser e sesersesesaesessesassessssessssesassessessssessssessssesssssssessssessenessenssaes 100
Understanding the Organization...........cccccoceenvnnnncnnrncssse e 100
HOW 10 ASK....cveeeccrecec et s b e e e ae e s b et R e e R e Re e e ae e e e n e e 101
WHO DO YOU ASK .....coreueireirsesnsesisesse e se s sss s ss e sesssss s s s se e s se s ss s ssssessssnssssssssssssesssnssensens 101
WRAL 10 ASK....cuerieeieccrecirie et r s p s b e ae e b e e R e Re e e Re e e e R e e nenrnnan 101
What 10 DO With TRiS......ccoeererrcre e r s s s p e 103
ANSWErING QUESTIONS .....cceeuereerrerrerre e e sae s snesn s a e snesnesn e sa s snennesnennn s 103
DO The RESBAICH ...t enp s 103
Don’t Wander Qutside Your Area Of EXPErtiSE ........cocecrererererererenesesesseesesessssesesesssssssesessssesesesssssssens 104
HOW 10 TalK TREIE TAIK......eceeceerereeieisirseecres e ses e se s s s sss s s ssssnssssnens 104
EXPIAINING RiSK.....cccierirerierieriersisse st s s s s e e e se s e e s e sassnssn s e s sassnssnssesnns 105
Proposing @ Course 0f ACHION........cccceerererrererrereerereesereserere e sa s rse e s sesesae e saesas e saesesassesassasaesassesasnenes 107

xi



CONTENTS

Chapter 9: Talking to the Techs .........ccvcmmmnnsnmnmmnsssnnmnnssssnsmsssssssssssssssssssnnnns 113

IT SECUNTY VS. IT ..ttt n s n e e n e e s n e 114
TECHIE TraAPS....cecerererire sttt sr e n e sn e sr e n e nr s n e nn e nnen s 115
The Infinitely LoNg IT WOrK QUEUE .......c.coeevreeeiririceesiste e ssssns 115
Perpetual DESIGN .......ccceurueeererinresesisir e e e n s e s ae e s ne e e s e e e e 116
Dragging PrOJECTES ......cccouiueuecreririeeses et e s s e s enpn e e e 117
01T 00 117
Working with Other SEcurity Pros ........cccvvrvrvrrrresserses s 118
ST Ty 3T 118
T 1o R {0 G- 1T O 119
Chapter 10: Talking 10 the USers .......cccccmmmmmssmnmmmssssssnmmssssssnmsssssssssssssssssssssssnnns 123
Specific Challenges for the USErS ........cccevevrrrrerrerressen e e e s e seesens 123
0] T 01 1= 124
Different Paradigm, Different GOAIS.........cccvererrerereerererere s rre e sse e ras e sae e ae e aesesaesassesassenes 124
CURUIE ClASNES.....ccvitiicririiss i b 125
T0OIS for HElPINgG USEIS.......ccucieeiceesersinsessesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnnns 125
EMPAENY...ce e e R R 125
Let the Work FIOW SMOOTNIY ........cccoeiiecrccr e 126
WOrK With the USEIS .......cvvrirniniinisisiisisssissssisssi s sssnes 127
GEt USErS 0N YOUT SIUE ....ccoviririisisiniiiiisiss s 128
Security AWareness TraiNiNg .........cccccveeeerrsesessssssssss s sss s ses s sesssssssssssssssssssssssssnnes 129

Part lll: Managing Risk with Controls...........occeemmmmnnnnsssssscssnnnnnnnnns 131

Chapter 11: POICY .uuuuveeesrrsssssssmmssssssnssssssnsnssssssnsnssssssnsnssssssnnnssssssnnnsssssnnnnsssssnnnnss 133
WRAL IS POLICY? ..ottt e 133
WRAL ISI'T PONICY ... 134
L L L4108 2] 134
o0 T 1410 I 13T I 135
LG N 10T ] o[- 135
Policies Don’t Have 10 Be PerfeCt ... 135

xii



CONTENTS

Key Policy: SECUNtY POIICY.......ccovereeirenrsesresise s sss s e snsesnas 136
Components 0Of the POICY .......ccvecceerreecrreeses e 136
ST 10] o1 OO TTO RS PTTSS 136
POLICY GO ......cuceereeeeeeriese e a et e e e b e e e s e se et bese et s nse e e e nsnnnnnnes 136
CT01T ] 1 T - 136
RiSK MANAGEMENT........ccoovieeieerieeeeirie et s s e s ae e s se e e snnnnnas 136
Expectations for USEr BENAVIOK ...........cccecrerreieierirreesesirise e sss s sesssssnnens 137
SAMPIE SECUITY PONCY ...c.cveeeceerieeese et 137
Key Policy: Acceptable USage POLICY ........ccvverververrersersensessessessessessessessessessessesssssassessenns 138
0T | 139
LT P 139
o 1T o DT 1 41T 139
Handling the DAtA.........cccoveeveiererererere et rse e see s re e sa s sae e sae e saesasae e s e sa e e s ae e sae e saenanaesannenes 139
Handling the MACKINES........ccccceerererere et re e s sae e s s e saesasaesa s s e e sae e saesesaenasnesaenenes 139
DEFINE IMISUSE .....cocerriscssses i 140
SOCHAI MEUIA......eirreesirrririss s 140
Security RESPONSIDINTIES ...ccveveerererererrerereesererererasersesersesessesessesessesassessesessesesaessssessssessssessessssensnsens 140
SANCHIONS ...cvicr s 140
Sample Acceptable USAQE PONICY........ccoiverererererererersesersesersesessesessesssessssessessssessssessssesssnsssessssensssens 14
POLICY ROHOUL.........erereeer et sr s sn e nn s nn e n e nn e nnennennnnn 143
Chapter 12: Control DeSign......cccusserrrsssnnnmessssssssssssssssssssssnsssssssssssssssssnnssssssnnnnss 145
A Control Not Used Is @ Control Wasted...........c.cuouveremnenmnnnsnnsssssssssssss e 145
WHAL IS @ CONTIOI? ... 146
What IS @ GO0 CONLIOI? ..o 146
Proportionate t0 RiSK..........ccorurueienirineccrreeses e 146
Standardized and MEASUIEd...........c.cvuiureiririir s 147
DOCUMENTEM ... 147

xiii



CONTENTS

010 10 T RS 147
Controls in Combination...........ccovrmmnn s ——— 148
KBY CONIIOIS ....eeeveeereeereerereresserssessesessesessesassessssessssesasssssessssessssessesessesesssssssesssessesessensssssansensnsessenenes 148
Compensating CONTIOIS .........cccveeererererereres s e re s e s e s e saesesaesesserassesas e sae e s ae e saesanaenannesannenes 149
Control FUnctions and Failures...........cuvinninsnsssssss s 149
CONtrOl COSt ... ———————— 150
Reducing the Cost 0f CONTIOIS ..o 151
Chapter 13: Administrative Controls .........occemmmmmmmmmmmmmssssssnnmmmmssssssmmm.. 153
CONrol MAtUFITY......coeeeeceeeeeece e sr e sr e sr e n e sn e sn e nenn s nnennennnnens 153
Capability Maturity MOGEL..........cooercr e e e e 154
The Power of Good AdMIN CONTIOIS ... 155
Differences in DOCUMENLES ..........ccucceeimieneneressse s ssaesnas 155
Critical Admin Control: Asset Management...........ccocevevenenerenssessesses e sessessessessessenns 156
Sample Asset ManagemeNt POLICY ........cccvererererieresserssserseserseseseressersssessssessessssessssessssesssnsssessssesasaens 156
Sample Asset Management STANAard ............cccoeevrverrrererere e e e sae e saesesaenasaens 156
Critical Admin Control: Change Control ...........ccoeoeieeenese s e sneens 157
Sample Change Control POICY.........ccoceuruieicririrecrere e 158
Change Control STANUANTS...........coceerureeeirerieeere e 159
Change Control TraCKING......c.cucceererereresiressssesse e s s ses e ses s ss s sre e sesse st s e ss e sse e se e se e s e ssssesssnenns 159
Critical Admin Control: Application SECUKLY .......ccccevererererrre e seeseeeens 160
Sample Application SECUNILY POLICY ........cccoererererererrrreesisesssse s sssss s sesessnsens 160
Application Security StANAAIUS ..........cccceerererrrrerr e 161
SOtWArE ACQUISTTION.......coeeeieeeeceiriee e n e s e e r e s s 161
Critical Manual Control: Record and Media Management...........cccocevvvvvvvervensensennenns 162
Sample Record and Media Management POLICY .........ccovveverererereressersssersesessesessesessersssessssessesessesansens 162
Chapter 14: Vulnerability Management...........cccccusemmmnnssnmnmmssssssnmnssssssnsssssssnns 165
Organizing Vulnerability Management...........cccoevevrrernnssesses s sessessessessessenns 166
Sample Vulnerability Management POICY.........cccvccrrvererererereneseresersssersesessesessesessessssessesessesessesassens 166
Vulnerability Management Breakdown of ReSponsibilities.........ccccvrverererenererenseresseresersesessesesesennes 166

xiv



CONTENTS

Hardening Standards.............ccoeeierenncnncsesse e 167
Sample Hardening and Vulnerability Management Standard ............c.oooeoernenennnescscnnssescseseenenes 167
How to Fill in the Hardening Standards?...........cooeeeerncncnnseesesesieese e eenens 168

VUINErability DISCOVEIY ......covverereererieree e sse e e ssssse e saesas s saesaesas s snssaesassnssnssassnnses 169
Vulnerability NOtifiCatioN.........ccoeeererererrerere s rrs s re e ras e sas e sae e saesasaesassesaesesaenenans 169
DiSCOVEIY SCANNING ......cceverereeereerereerereesereressersesersesesassassesassessssessssessessssessssessssessssessessssssassessssesssnenes 169
VUINErability SCANNING.......ccovceverere s rere st res e re e a e aesesaesas e sae e saesesaenasaesassesae e naeenann 171
=Y T (L T0] J =T T 172
Dynamic ApPliCation TESTING........ccvererereriererrererereserereseres e rse e ssesessesessesassesassessesessesssassassesassesssnenes 172

Prioritization and RiSK SCOFNG.........cccueririrsrsirsirser s snssnanns 173
o 101 LT gl o 0] OO 173
0Tl 0] OO RSO S 173
More FOOd fOr TROUGNT ..o 174

o LU 11 T PSSR 174
Tz LI o T U OO TORSTTRSS 174

Chapter 15: People CONtrols .........cccrmmmssmmnmmssssnsnmsssssnsnssssssssnssssssssnsssssnnnnsssssnnnnss 175

Policy fOr the PEOPIE.........ccovereeireretrer et 175
Sample Human Resource SECUKtY POIICY........cccoceerereiererirnescriree e sssens 175

Employee RoIe ChANQES........cccvververrerierererserses e e ses e e se e s e e s snssassnssnssssnns 176

Background SCreeNINg........ccucveerrerieriessessissesses s s e e e sn s srssr s snssn e nnssnesnennenns 177
WHEN 10 CRBCK......coiiiiiiririiiiiiiisi s 178
WHO 10 CHECK......ciiiiiiiriiisisisisisi s 178
L L (0 1T 179
What to Do When There’s @ ProbIEm ... sssssssssssssssssssenes 180

Employment AGreements ... 180

Lot 1 0T U 11 T S 181

Sanctions for Policy Violations ..........c.ccceeeeeeceseessssssee s sss s s ses s sns s ssssssssssnnnnas 181

Managing the InSider TRreat ..........ccccvceeriresncrsress e 182
10 T (0T T OSSPSR 182
T T o 1171 T OSSPSR 183

XV



CONTENTS

Strong USer ManagEMENT.........cccviererrerrererrereresesesesessssessssessessssessssessssessssssssssssessssessssesssnssssssssesassens 183
Segregation 0f DULIES .......ccccveevererererertererre e s s s sr s sae e se e s ae e sae e saenesae e saesa e e sae e sae e nnesanaens 183
LA T0 T (T T U 184
1 =] ] T SRS 184
Processes, NOt INAIVIAUAIS ..........ccevcevveerciriennirree s sn e s sne s s sne s 184
Chapter 16: Logical Access CONtrol........ccccusseemnnnssssnnnssssssnssssssssssssssssssssssssssnnnes 187
Defining ACCESS CONIIO .........cceeererircir e sn e nrenn 187
Sample Logical ACCESS CONIOI POLICY .......cocovrurueererirreesiriseeseressee e sessnnens 187
AUNENTICALION ...t nn s 188
SOMETNING YOU KNOW ...ttt s s nse s nassssnssnsssnsnnes 188
SOMETNING YOU HAVE ...ttt s na s s s 189
SOMETNING YOU AFB.....vveeeirieteesessssee e a s s e s s e e se e e s nsn e e e nsnnnnes 190
Multifactor AUtENTICALION .........cococeece e 190
Authentication STANAAIAS ...........coceeeererererirerrr e 190
AULNOTIZALION ...t ————————— 192
Role-based ACCESS CONTIOL.........cuurcnrrinisisiisss bbb 192
N LS (o LI (10 2 10 o 194
Sample Authorization STANAArAS ...........cccceeerererierrrerr e sre e sae e aesaenens 194
ACCOUNTADIIILY.....ceueereeeeerecrerre e s e s s e a e r e r e n e sr e nesn e snesnesrennennennennn s 194
ACCESS CONTIOI TOOIS ....ueeveerieeresersesesesse e ssesese e e s e sse e sseses e sse e s sns e sse e s sse e ssessnsennes 195
Chapter 17: Network SECUritY ......cccceurrrrrsssssssnsnnnnsssssssssssssnsnnssssssssssssnsnnnsssssssssns 197
Understand Networking TEChNOIOGY.........cccoeeerrerrenerereseresrssesssse e sse s sesse s 197
Network-based AHACKS. ... 198
REMOTE EXPIOILS...cveiveieecee e e e s a e e e e e e e e e e e 199
ReMOte PASSWOIA GUESSING ......cecerrererrerererersersesersesessessssessssessssessesessessssessssessssessssessssssssssssessssessenenes 200
Drive-by-Download ALTACKS ......cccevereriri e ss s s sa e sa e sa e sr s sr s st st sr e sa e a e sa s sn e nn s 200
Network Denial 0f SEIVICE ... s 201
LS 1111 202
1 0T 0] 1T L1 [0 | SO S S SS 204

xvi



CONTENTS

Man-in-the-MiddI ... ——————————————— 204
Exfiltration of Data.........c.covnnnnnnn—————————— 205
NEetwork Controls..........covcricninnr 206
Sample NEtWOrk SECUIITY POLICY ........cououvueeeeerereieeirireieseses e sssnns 206
Network Security STANAANTS..........cco i 208
Network SECUrity PrOCEAUIES..........coruiecrertrecserie e e 208
FIFBWALIS ... 209
1D | TSRS 21
TransmisSiON ENCIYPLION .....cvvieeeeee e 212
Chapter 18: More Technical Controls.......ccccusseemmmssssnsnmmssssnsnsssssssssssssssnsssssssnnnns 219
Internet SErviCeS SECUILY .......cuieererere s e sr e e sn e sresn e nesn e snesnennenns 219
WED SEIVICES ... 219
E-M@II SECUIILY ...ttt b e e n e e 221
L1 R T o1 OO S 223
Encrypting Data at Rest..........ccccoveeeiiicnsceesnre e 224
Why IS EnCryption Hard t0 DO? ........cceceeerneenerisreesesssssese e sesessssssesesssssssssssssssssssssssssssssssssssssssns 225
Storage Crypto Policy and STandards ..........c.cooveeererneiesisennesesssssesesssse s sessssssessssssenes 226
TOKEMIZALION. ... ne e e e e e e e e e e s 226
MaIWare CONTIOIS ........cceciririre i 227
Anti-Malware Policy and Standards ..........c.ccccvvevererererenserenere s sessessssessesessessssessssessssessesesses 227
Malware Defense i DEPLN ..o e 227
Building Custom CoNtrolS..........ccocevceririercrsrsesse s sn e s snssnanns 228
Chapter 19: Physical Security Controls...........cceunssmmnmmssssnnnnsssssssssssssssnssssssnnnns 231
Getting a Handle on Physical SECUNLY ........ccceeeeeeeeiece e 231
Physical RiSK ASSESSIMENTS .........cccoiruiuieririrreesisisreese s s s e sesne e neas 232
Physical SECUNY POLICY ......cccceeeererreserenessesresssesesse s sse e e sss e ssesessesssssnnes 232
Sample PhySiCal SECUKILY PONICY.......cccerrrerererenesesersssesesesessssssesessssssesessssssesesssssssssssssssssessssssssssssssssnes 233
PErsONNEl SECUNLY .....ccvverierierierserrerse st s s s se e se e e e e sn e sn s sn e sn e sa e sn e sn e snenens 234
L (0T g U 234
L2111 oSS 234



CONTENTS

Security in the OffiCES .....c.cvriirerre e 235
Clean DESK PONICIES .......coceeeereeeeereeeese e 235
NEtwork ACCESS CONTIOIS.........cocoeeeeeececcee e 236

Secured Facilities CoNtrols............crnnnmnn s 236
RACKS AN0 CAQGES ....erverereerereereeersesersesersessssessssessesessssssssssssessssessssessesessessssessssessssessssessenssssssssessssessenenes 236
07 1 1 236
L 1 236
61T 1 237
Environmental CoNtrolS ... 237

Media and Portable Media Controls ... 237
Media DESIIUCTION .....ccociiiiiriiii i 237
10100 0] 0] OO RSRS 238

Convergence of IT and Physical Security CONtrols...........cccoocorrenererencsenenesessesesnenes 238

Chapter 20: Response CONtrols ........cccueenmmssssnsnmmssssnsnssssssssnssssssssnsssssnnnnsssssnnnnss 239

0T o 1 T TSRS 239
Sample LOGGing PONCY ......ccceeeererieeerirresesesise e ssssnsnnes 240
WhEAL YOU MUSTE LOG .....cereeecneresneesesesseesesessesesesesssss e ss s sessssssessssssssssessssssssssssssssssssssssssssssssssssans 240
LOOK AL YOUF LOGS ...vvcueereenecrerssseesessssessesessssssesessssssesessssssssessssasssssssssssnssssssssssssssssssssssssssssssssassnsnns 241
ProteCting YOUF LOGS.....cciierircrircrcer ettt sa e s e st st a e st e st st a e 243

Backup and FaAIlOVET.........cccuveverieererieerersee s ssee s sssessessessessesnsssesssessssssssassnsesaes 244
Keep Backups OffSite @nd SAFE .........cccceveriereriererererers e reressssessesessesessesessesssessssessssessssessessssesssnenes 244
WRAL 10 BACK UP ...ttt s s e a s st sa s st d ettt e n e s 244
BACKUP POJICY ...veveeereeereertrertsereeesaesesaesessesessesae e ssesesaesassssassesassessssessesessssassessssessssensssssssensesansensenenes 245
L 110 L=T ] (=T T 245

Business Continuity PIaNNINg...........cccuerernnsnsnsessss s ses s sss e snssessnssnssnssssnsnns 245
Sample Busingss Continuity POICY..........cococrrureiererincerereseeerese e 246
EXPectations fOr RECOVEIY ........coviieicrireris et ss s e e e np s s 246
Disaster ReCOVEry PIanNiNg..........ccoeoiiriirniernscre s ss e sss s s s s sns e sss e s s 247

Incident Response PIANNING.........ccccovicernnmresenenessesesse s sesse s 248
Incident RESPONSE POIICY ......ccouiueeririreeciririee sttt 248

xviii



CONTENTS

Incident RESPONSE PIaN.........cceoeeeeeereceeccceee e sse s sn e snesn e sn s sa e sn e nne e 249
LA L7 I 370 T 249
COMMUNICALION STATEGIES ...covrvrveererrrreerererree s ss e s ne e se e nnens 251
Procedures for COMMON SCENATOS ... 251
GAtNErING DALA.........ceeceereeecreriee e s s s s s nn s n e e e s e e nnas 252
HUNEING AN FIXING.....cociteecirirese e s e e s s e e 253
Legal Reporting REQUIrEMENTS ......cccoviueeeerireecririee e ss s ses s sneens 253
Working with Law ENfOrCEMENT...........ccceeriiecirrieeseserte et 254
Human Side of INCident RESPONSE.......cccoerurreererirrreeririre s eeas 254

ATter ACHION ANAIYSIS......ceererererererere s sse e sae e ssesse e sse s e saesaesaesaesassaesassassassaesanses 255
ROOTL CAUSE ANAIYSIS ....veveeeeereeereererserersesersessssessesessssesssssssessssessssessessssessssessssessssessessssesssssssssessssessenenes 255
EXECULIVE SUMIMAIY......ceieeerercreeersesersesesesesessesessesessssassesassessssessesessessssessssessssessssessenssssssssessssessenenes 256
o T (o T 256

Part IV: Being Audited........ouunmmmmmmnmmmmnmmmmmmmmmmmmnmmmnnnnnnnnnnmssssss 209

Chapter 21: Starting the Audit...........cccccnnsmmmnsmmmmnmmnssnmsssmses———————— 261
Getting Ready for AUdit ..........ccooveeeeemiienniese e 261
PiCKing @n AUCITON .........ccoceiierierseres s sn s sn e sr s sn s sn s nn e sn s nn s nnennennn 263
We're All 0N the SAME SIUE ..o 264
What Happens DUuring Audit ...........ccocrvrierrrinserserseses s sns e e s s sns s 264
SCOPE RBVIBW ...ttt b e st e R e e e e s s e e e e s nnn s 265
CONEFOI REVIBWN ...ttt st se s n e e e s e e e e 265
Audit EVIAENCE GANBIING ....cocoveeecererieeririsee s ss s s nn s 266
ROIES DUING @N AUGIL.......ceceeereeeeeirieeeer e s s enne e nnas 267
B8 0 L= T o 268
SSAE 16 AUGIES ....vuveesecessressesssessseesssesssnesssesssssssssssssssssssssssssssssssssssssssnsssmssssnsssmssssnsssmssssnsssmssssnsssssssnns 269
IS0 27001 AUILS «..veovverrreeseesessseessssssssessesssssssssssssssssssssssssssssssssmsssssssssssssssssmssssssssmssssssssmssssnssssssssneses 27
PCIDSS AUGIL.....uoorveueeseessressnsssssessnessssssssssssssssssssssessssssssssssssssssssmssssnsssmssssssssmssssnsssmssssssssmssssnssssssssnesss 272
Disagreeing With AUAITOrS .........cceceveercrsessir s snennenns 273

Xix



CONTENTS

Chapter 22: Internal Audit ........consmmmmmmmmmmmmmmmssssn s ———————————————. 2 19

The Role of Internal Audit............cccviiiniin 275
Internal Auditor INAEPENUENCE .......coveveierererere e e r e sa e a e e nr e 275
Internal AUdItor COMPETENCE .......cieiereierere e e sa e e s a e e e e e e e e e e e e e e nn e s 276
How Small Can the RoIE GO ..o s 277

To Heal, NOt 10 PUNISH .......ooereree et s sn e s n e ene s 277
Check Before the AUAITOrs CHECK ..o 277

The Internal Audit ProCeSS .........ccocvernmnireiiis s 278
1T T T T I 1 1 (] 278
Publish t0 ManagemeNnt...........ccoecererrerererer e ae e e e sae e s e s s ae e ae e ae e sae e s e e e e es 281
KB RBCOIUS....c.veeeeeeieitecie et a e e a e b s e s e s e e e R e R e b e e e b e b e e e b e b e e e e e e e nenenes 281

Chapter 23: Third-Party Security.........covmmmmmmmmmesssem. 283

Which Third Parties Are Relevant? ... 283

Analysis Of THIrd Parti@s........cccereeeeereresessessessessessesssssesssssessessesssssssssssssssssssssssssssssnnes 284
RISK ANAIYSIS......coreeirerersesiressssessese e e s e s e se s e s s st r e e s e s ae e s R e e R e e R e e e Re e e aenn e e n e e ns 284
Control Gap AnalySiS APPIOACH.........ccceeirierirerre e r e sr s r s n e 285
GELEING ANSWELS .....eveeeeeriresie e s e b e b e e R e e e Re e s R A e R e e R e e e Re e e Re e e e r e e ns 286
Reading Their Audit REPOIMS ........cccoiiereirrecir e e 286
ANAIYZING TEAIL ...t Re e e s e R e e R e e Re e e ae e e e e R e e ne e nnas 287

Controlling Third-Party RiSK ..........cccoerrerereneresesessessesssssesss s ssssssssssssssssssssssssssssssssnns 287
Sample Policy for Third-Party Management...........coocoeerriiencnnnesessse s sessssenes 288
SOftWArE PrOCUIEMENL........ceieeiececereceri bbb snns 288
SeCUrity SErviCe AQIEEIMENTS .........ccceeeerreeererirse s e s se e se e e e sa s e s snnnnes 289
TECHNICAl CONTIOIS ... 291

Document YOUr WOrK ........cceieinnninninnisssssssssss s 292

XX



CONTENTS

Chapter 24: Post Audit Improvement ... 293

Reviewing EVErything.........ccocoeeeeeeesesesesessesse e sse e s sssssssssssssssssssssssssssssssssssssnns 293
Reviewing What WOTKEM. ..o s e sse s se s s sse s sessssnssssnssesssnens 293
Reviewing What Didn’ t WOrK ..o 295

Analyzing the DAta .........cccceeeveeeeere e e 296
LoOKING fOr SYStEMALIC ISSUBS.......courrrreeererrseesisrese e e e e e sss s sesssssnsnnns 297
Look for Things that Aren’t Broken yet, bBut Will Be .........cccovcerrrerrcrrerererrere e 297

MaKing CRANQES.......cccrveriririersirserser st se s se s e s e e e e e e e sn e e s sn e e s nnssnesaesannns 298
LOOK BEFOrE YOU LEAP ....eevreeeeeereeereeerterereeseserassereesesassesaesassessssessesessssessssssessssessssessssssssssssesassenssnenes 298
IMProving the CONTIOIS .......ccoueeeeeereerere st reseree e ree s e e s e sa e rae e s aesesaesesaesas e sae e sae e saenesaesansenannenes 298
5T o Tc N ] T 299
Rolling out @ Change PIaN..........ccceeererererer e sereesereeres e see e saesesaesessesasaesassesaesesassesassesaesassesssnenes 299

We Can Never Stop Trying t0 IMProve........ccccoveeecerennscne s sessessesessens 300

.. |} |

xxi






About the Author

Raymond Pompon is currently the director of security at a global
solutions provider in the financial services industry. With over 20 years of
experience in Internet security, he has worked closely with federal
investigators in cyber-crime investigations and apprehensions. He has
been directly involved in several major intrusion cases, including the FBI
undercover Flyhook operation and the Northwest Hospital botnet
prosecution. For six years, Raymond was president and founder of the
Seattle chapter of InfraGard, the FBI public-private partnership. He is a
lecturer and on the board of advisors of three information assurance
certificate programs at the University of Washington. Raymond has written
many articles and white papers on advanced technology topics and is
frequently asked to speak as a subject matter expert on Internet security
issues. National journalists have solicited and quoted his thoughts and
perspective on the topic of computer security. He is a certified information
systems security professional as well as GIAC certified in the Law of Data
Security & Investigations (GLEG).

xxiii






About the Technical Reviewer

Mike Simon has an education in computer science and 25 years’
experience designing and securing information systems. Mike is a
well-known and highly respected member of the Northwest’s information
security community. Mike is faculty at the University of Washington
Information School, a published author, an active collaborator in the
PRISEM project and other regional initiatives, and a subject matter expert
in the energy and finance sectors. He has also integrated with law
enforcement through contacts with the FBI, the Department of Homeland
Security, and InfraGard.

XXV







Acknowledgments

A huge thank you to my family for the boundless encouragement, love, and support. Thank you and I love
you Rebecca, August, and Theo. Thank you to my mom and Jim, who nudged me to do this.

Dad, I wish you could read this. Maybe in some way you are. You taught me so much.

Much gratitude to all my teachers and fellow artists who inspired and taught me at the Richard Hugo
House. Special thanks to you, Frances for opening up this geek’s world.

To the rest of the Conjungi gang: Cory, Mark, Sara, and Julie. I learned so much from all of you and I
miss the heck out of you.

Thank you to everyone who worked hard and fast to make this book a reality: Mike for showing me the
way and going above and beyond to help get this book done. Dena, who set me straight on the audit details.
Kyle for giving me pointers along the way. Jana for a rocking author photo. Rita, for keeping me and everyone
on track. Susan for taking a chance on a new author. Light is the task where many share the toil.

xxvii







Introduction

Far and away the best prize that life has to offer is the chance to work hard at work worth doing.

—Theodore Roosevelt

Growing up before the Internet invaded everything, my discovery of computers in my teen years was akin
to discovering and exploring a new hidden alien world. That shiny TRS-80 in my high school library was

a magical portal of unlimited possibilities. I'm happy to say that that magic still tickles my brain. As I grew
in knowledge and skill, I delved deeper into technology’s sorcerous mysteries: programming, dial-up
communities, the Internet, hacking culture. It was here that I found IT security: the most engaging, most
challenging, most thought-provoking aspect of computing. Security feels like a never-ending undersea duel
between remote-controlled fleets of submarines during uncertain weather conditions.

Congratulations for choosing to work in IT security—doing combat engineering in the war zone of the
Internet. It’s exciting and exacting work, where a single lapse can mean a hole that an invisible intruder can
creep into. Security can also be the kind of work that not everyone appreciates. Much like airport security,
IT security gets in the way, slows us down, and creates a hassle. Many people see security as overhead that
apparently contributes nothing to revenue or growing the customer base.

Security defines its best successes to be when nothing happens. After a long period of these kinds
of successes, an organization ponders whether you are necessary or not. Then you have to deal with the
bothersome chore of justifying what you’ve done to an auditor and the budget axe.

When things do go wrong, many quickly accuse the security team of negligence and ineptitude.
Breaches often end up as headlines, embarrassing the whole organization. IT security teams can be trotted
out by their own organization as the scapegoats. All of this humiliation is suffered while knowing that the
bad guys have outspent, outlasted, and outwitted you.

It’s not enough to discourage me, though. There is the thrill of the chase and arrest of the perpetrators.
I've helped take down a tiny fraction of them, but that’s ancillary to what matters. What IT security does is
protect privacy, bolster confidence, and keep vital systems up. It feels good to make critical systems more
durable and predictable—and maybe knowing that you've deprived some creep of one less victim. I am
energized by designing new systems and making them resilient in the face of a horde of attackers. There’s
joy in digging deep and figuring out where the holes are, where the best place to bolster the defenses is, and
then untangling all of this for the financial decision makers. It's more compelling than all the puzzles and
video games in the world. IT security is an interesting and challenging field, which rewards dedication and
open-mindedness.
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INTRODUCTION

An Audit Focus

This book is framed to walk you through building a security program for an organization about to be audited.
Even if you don’t think you're going to be audited, this is still a useful way to approach a security program.
If you think you're not going to be audited, think again.

Even if you aren’t being audited, it’s useful to act as if you will. The threat of outside scrutiny focuses
your attention and keeps you from getting sloppy. For some, the fear of an audit is greater than a fear of
hackers. Audits force you to be thorough and organized in your work.

What Technological Knowledge Should You Pursue?

Where do you begin with all of this? IT security requires practitioners to have a strong working knowledge
of the fundamental mechanisms of a wide area of technology. This includes experience with the
implementation and management of those systems. IT operations such as help desk support, asset
inventory, patching, and system configuration are all key components of an organization’s defense. Since
a majority of attacks come in via the Internet, a good understanding of Internet protocols and network
technology is essential.

As you will be risk analyzing systems of software components and strapping controls onto them, IT
security professionals should at least have a fundamental grasp of programming. A good measure of this is
being able create something simple but useful in a basic scripting language like PERL, Bash, or PowerShell.
Bonus points for doing something in Ruby/Python/Java.

IT security professionals also benefit from a basic knowledge of databases. Since most large IT systems
are built upon a database of some sort, it’s helpful to know a little SQL. You should at least be able to write
queries and understand how tables and indices work. You don’t need to become a DBA, but tinker with
something like SQLite or MySQL.

Asyou can see, IT security professionals need to keep up with technology. Keeping up is part of the
job. Since you're reading this book, it’s likely that you already don’t mind doing homework to improve your
skillset. That's first lesson of IT security: never ever be complacent.

What Other Knowledge Should You Pursue?

One of the most interesting things about IT security is the requirement to study a diverse range of

related disciplines. To be effective, IT security professionals need to branch out of technology. Within an
organization, IT security works with many different departments at an operational level, including human
resources, physical security, accounting, legal, business development, software development, and sales.
This means helping these departments modify and redesign business processes to accommodate security
and audit requirements. IT security professionals need to have knowledge of key organizational financial
processes, such as budgeting, revenue flows (sales), disbursements, and the related business cycles. This
book gets into how this happens.

Knowing the organization’s sector and competitive space is also important, as you may be sharing and
comparing information on common risks and regulations amongst your industry peers. Nearly every major
organizational sector has peer groups dedicated to security that you should consider joining and subscribing
to information feeds. Just plug ISAC (Information Sharing and Analysis Center) and your industry name into
a search engine and see what you get.

Since many of the things that IT security does are projects, it’s helpful to have project management
skills. I've been managing projects for decades and I'm still not satisfied on how well I run a project. Many
organizations get hacked because they’ve skipped a few simple but tedious details somewhere in the
implementation or routine process.
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IT security professionals should understand how corporate culture works and how it differs from
organization to organization. This understanding is crucial in being a change agent and educator. It means
being able to present orally and in writing. In addition, we should have a good working of the psychology
of risk. This means understanding how people react to risk and how to frame risk so that they can make
optimal decisions. You should also be aware of the common fallacies and traps people fall into when
weighing risky decisions. We'll get into this a lot more in the book.

IT security professionals need to know something about the law. This includes obvious things like
security and privacy regulations, including US federal and state laws, as well as international regulations,
since the Internet is global. IT security professionals benefit from an understanding of contract law and
liability, as well as the legal implications and requirements of commercial compliance standards and
internal organizational policies. This is covered in more detail in the chapters of this book.

While IT security professionals should understand areas outside of technology, they should expect
everyone else to be ignorant of security. So IT security professionals need to continually explain and justify
IT security concepts for executives, project managers, human resource officers, legal counsel, physical
security officers, and law enforcement.

How this Book Is Laid OQut

This book follows a chronological progression of building a security program and getting ready for audit.

Part I Getting a Handle on Things. A good way to develop a security program is to design with an audit
in mind to focus attention and to ensure that all controls work as described. This section covers the audit
focus, asset analysis, risk assessment, and scope design.

Part II: Wrangling the Organization. This section includes chapters on how to design, nurture, and
incorporate an IT security program into a dynamic organization over time. You rarely have a chance to
design a program when a new company is formed. Most companies are born without security and need it
added later as they grow and experience more security incidents. A security professional is always growing
and trimming their program to fit the needs of their organization. These chapters cover everything from
high-level governance to how you work with the various teams.

Part III: Managing Risk with Controls. Once the risk and scope are fleshed out, controls can be
applied to reduce the risk. These series of chapters cover the various types of controls and how you
can best implement them. This is the biggest section, starting with control design and moving into the
implementation details of technical and physical controls.

Part 1V: Being Audited. This section covers the process of being audited. Its chapters describe how
to hire an auditor and the mechanics of various types of formal audits. It also covers the healing power of
internal audits and the auditing of your organization’s critical partners and suppliers.
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CHAPTER 1

Why Audit?

A smooth sea never made a skilled sailor.

—Franklin D. Roosevelt

As the headlines fill with breach notifications and stolen identities, legislators and industry groups may
add more security regulations to their lists that entail newer and tougher audits. If someone hasn’t audited
your organization yet, someone eventually will. As our dependency on IT systems grows, there will be
more scrutiny. This means more rules, regulations, and contractual obligations regarding the security and
resiliency of crucial IT systems. These new rules will come with audits to make sure that they are being
followed. In one form or another, it is a safe bet to prepare for a new flood of compliance requirements and
their accompanying audits.

You Will Be Audited

If your organization isn’t being audited right now, it may just be just a matter of time. Many organizations
have IT security requirements required by industry requirements and laws, but they don’t realize it. If a
business accepts credit/debit cards, holds employee records, or collects data on children, then the security
program needs to conform to specific requirements. If a company is part of the supply chain for critical
infrastructure industries—such as medical, financial, military, or public utility, then that company can

be audited. Regulated IT activity can be as complex as processing health insurance claims or as simple

as writing software that is used by banks. If a company is publicly traded or provides critical services for a
public company, then its financial and IT systems can be subject to audit. Even law firms have been audited
because of their vast collections of customer intellectual property.

Government and non-profit entities can fall under federal and state regulations that require an IT
security audit. The Federal Information Security Management Act (FISMA) governs the security of federal
agencies and requires an audit. For North American electrical utilities, there are demanding audits against
the North American Electric Reliability Corporation (NERC) cybersecurity standards.

What Is an Audit?

An audit is a systematic examination by an independent expert on adherence to a well-defined standard.
To be an audit, these three elements must be in place: the standard to measure against, neutrality of

the examiner, and a systematic approach; otherwise, it’s an assessment, which implies informality. The
standard’s governing body certifies the audit.

© Raymond Pompon 2016 3
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Regulated Industries That Require Audits

Any company working in the financial sector is probably already familiar with the obligation of audits. This
includes banks, insurance companies, accountants, securities firms, and even pawn and payday loan shops.
If an organization handles financial information, they fall under the Gramm-Leach-Bliley Act (GLBA) and its
Safeguards Rule for protecting the privacy of their customers. GLBA itself is vague about specific technical
measures that need to be put in place, but instead focuses on a risk-based approach with controls chosen by
the organization to reduce that risk. This is the risk-based approach that this book focuses on, because it is
very flexible and efficient.

There are additional security guidelines for GLBA described by the Federal Financial Institution
Examination Council (FFIEC), an interagency standards group of financial organizations. Even though the
FFIEC is a non-regulatory entity, its guidelines are used as measures by auditors in the financial services
sector. The FFIEC guidelines describe specific technological and procedural controls that should be in place.
This is more akin to how other compliance frameworks and audits are structured. This list of controls is a
guideline to verify risk treatment plans to make sure that you haven’t missed anything. Both the general risk-
based approach as well as the specific controls-based approach are useful for understanding how auditors
evaluate IT security programs at regulated organizations.

Another large regulated sector is publicly traded companies that fall under the Sarbanes-Oxley Act of
2002 (SOX). Congress passed this law to prevent another Enron-like defrauding of investors. SOX has many
requirements around transparency and conflict of interest, but there are special rules relevant to IT security
as well. SOX requires companies to establish security controls around financial and messaging systems to
protect their availability and integrity. E-mail is considered relevant to SOX because of its prominence in the
Enron case. Because of the regulation involved, SOX requires an independent audit of these controls. SOX
does not call out specific security technologies or tools, but is risk-based, like GLBA. Large banks are often
publicly traded companies, so they find themselves under both GLBA and SOX audits.

The third-largest regulated sector is the medical health sector, covered primarily by the Health
Information Technology for Economic and Clinical Health Act (HITECH) and the Health Insurance
Portability and Accountability Act (HIPAA). These acts have strict security requirements for hospitals,
health care clearinghouses, and health care providers (referred to as covered entities) to protect the privacy
and integrity of patients’ electronic personal health information (EPHI). Like GLBA and SOX, HIPAA is not
specific about technology but does require that organizations perform a risk analysis and build appropriate
risk management processes. Be aware that medical information (and the accompanying security/audit
requirement) can spread far beyond hospitals and cover individuals and organizations that do any kind
of data processing on health records, including health insurance, medical billing, or medical data analysis
organizations. Most of these organizations must undergo a HIPAA security audit, either directly or indirectly.

Regulated Industries Without Explicit Audits

Speaking of health records, a smaller but important regulated sector is drug and medical device companies.
If a medical treatment is going to get FDA approval, the IT systems involved in drug development, medical
device manufacture, or testing require exacting security controls to guarantee the integrity of the medical
records. This is covered by Title 21 of the Code of Federal Regulations (21 CFR Part 11) under Electronic
Records. It has additional IT security requirements around electronic signatures, which is rare in other
industries. There are no formal audit regimes for 21 CFR Part 11, but the FDA does review the controls

and records as part of the approval process. Although there is no specific audit requirement, after-the-fact
investigations after incidents are as rigorous as any audit.

Another regulated industry that does not require a formal audit covers companies that collect personal
information on children under the age of 13. Congress passed the Children’s Online Privacy Protection Act
(COPPA) to protect children’s privacy on commercial children’s online services (web and mobile). In addition
to rules around parental consent and disclosure, operators must have security measures in place to protect
the confidentiality and integrity of the information they collect from children. Although COPPA doesn’t
require an audit yet, because of the considerable industry penalties involved, an internal audit is a good idea.

4
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Companies that manufacture, store, or distribute hazardous or critical chemicals also have security
requirements that include addressing IT security risks and physical threats under Chemical Facility Anti-
Terrorism Standards (CFATS) regulation. Presidential Policy Directives consider a chemical facilities’ critical
infrastructure, and therefore companies need to ensure the security of any toxic, explosive, or vital chemical.
No explicit regular audit of IT security systems is required yet.

Business Transactions Can Loop You into an Audit

Although the payment card industry is not a government-regulated industry, an enormous number of
organizations, both private and public, accept credit or debit cards (payment cards) as a means of payment.
The issuers of payment cards created a council, the Payment Card Industry Council, to develop a set of strict
requirements, called the Payment Card Industry Data Security Standard (PCI DSS). The PCI DSS has over a
hundred specific control requirements under the umbrella of twelve major control objectives. PCI DSS is not
flexible and mandates specific risk treatments based on the common threats to the average payment card
processor. Depending on the volume of transactions in the operation, PCI DSS can require an audit. This
book covers the analysis and selection of controls that lead you to the required controls for PCI DSS.

If a business provides services on behalf of an organization in a regulated industry, then it can be
subject to an indirect third-party audit based on those regulations. For example, companies that store or
process payment cards on behalf of other companies are subject to PCI DSS requirements. Companies
that supply software or services to financial firms can find their customers requiring them to be audited
against GLBA requirements. Service providers that involve critical financial transactions of publicly traded
companies need to adhere to SOX regulations. The federal government also tasks medical third parties with
security requirements. Per HIPAA regulations, all business associates are contractually required to agree
to have appropriate security controls in place and can be subject to audit. This requirement contractually
flows downstream, so any suppliers of the third party that have contact with confidential medical data also
fall under these requirements. The HITECH law now requires periodic HIPAA audits of both covered entities
and their business associates.

Does your organization do any business in Massachusetts that involves collecting and storing
customer or employee personal data? Massachusetts General Law Chapter 93H and the 201 CMR 17.00
statutes (a.k.a. Mass Data Protection Law) cover the protection of the personal data for any Massachusetts
resident. The law spells out a list of security controls that must be in place. While not specifying an audit, it
would be a good idea to check your program to ensure that it'’s compliant and functional. If something does
go wrong, it always helps to demonstrate diligence and transparency by having a previous audit done.

Even if your customers don’t have explicit regulatory requirements, they may still require that their
suppliers with access to confidential data be secure. For example, law firms, consulting companies, and
software contractors have found themselves under contractual security mandates from their clients because
of the sensitive data they handle. It’s becoming common for service contracts to include a “right to audit”
clause with penalties for nonconformance.

Sample Contract Clause Requiring Audit Vendor acknowledges that IT security is important to Customer.
Vendor will follow IT security processes that meet or exceed industry practices of companies providing services
similar to those detailed in this agreement. On an annual basis, Vendor will provide Customer with the most
recently obtained third-party SSAE 16 SOC 2 Type 2 audit with a period of no less than nine months of the
security of Vendor’s service and its conformance with information security standards. With no less than
one-week’s advance written notice, Customer may conduct an onsite security audit of Vendor’s systems
containing Customer data.
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A Lawsuit May Drag You into Something Worse Than an Audit

If an organization has e-mail or internal electronic communication, any kind of lawsuit can create
e-discovery issues as plaintiffs seek out digital information related to their legal complaint. Under the Federal
Rules of Civil Procedure (FRCP), companies must take measures to prevent tampering with subpoenaed
data, referred to as spoliation of evidence. Judges can require proof of these measures if witnesses do not
provide timely and complete data subpoena requests. If that information is not secure and available, this
could trigger a prolonged and punitive investigation of an organization’s IT messaging and storage systems.
This kind of legal investigation can become far more invasive and adversarial than any audit. Findings of
spoliation can lead to financial penalties and/or adverse findings in the case.

The worst kinds of lawsuits for IT security are the ones from customers accusing an organization of
negligence in protecting their data. When things do go wrong, audits demonstrate your due diligence.
Suppose a hack does happen: you can point to a thorough and timely audit as your organization’s
commitment to pre-empt problems. A self-regulating organization with an eye to testing and improving its
security is in a much better position to defend itself legally and in public. In negligence cases, judges look
favorably on a healthy security program backed up by an independent audit, and hacks appear more like
bad luck than willful ignorance or IT penny-pinching.

Business-to-Business Audits

Depending on your industry, just the act of soliciting large and important customers can bring about an
external review of your IT security program. Some industries, like finance and government, have security
assessments built into their request for proposal (RFP) process. So you can easily find your own sales team
leading customer prospects into the security team’s office to answer questions. In those situations, it’s always
great to be able to pull out a recently completed audit report and hand it to them for review.

Sometimes the act of working with a new business partner or supplier entails an audit. For example,
some credit reporting bureaus require security assessments of their customers to ensure that they are
protecting the confidential information accessed through their service. It seems strange that a vendor would
add security responsibilities on top of the payment that you're already making for their service, but that is
what happens if the data is sensitive.

When companies are acquired, the purchasing entity sometimes conducts an audit of the IT systems as
well. Many smaller companies do not have as robust and detailed a security program as their larger acquirer.
This kind of audit can be one with dire consequences—especially if the staff of the acquired entity does not
make the grade of the new parent company.

If an organization is seeking IT security insurance to assuage the damages that come from breaches
and cyber-attacks, then they need to submit to some kind of security audit from the insurer. No insurance
company wants to cover an organization for a loss without having some idea of their risk exposure.

Will/Should You Audit Your IT Security Controls?

Does your organization...
e  Collect, store, or process financial transactions?
¢ Do business as a publicly traded company?
e  Collect, store, or process payment cards?
e  Collect, store, or process health or health insurance information?
e  Collect, use, or disclose data on children under the age of 13 years?

e  Develop, manufacture, or distribute FDA-approved drugs or medical devices?
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e  Manufacture, store, or distribute dangerous or important chemicals?

e Actas aservice provider with access to customers’ confidential data or to
critical systems?

e  Create and store electronic messages that could be subpoenaed as part of a criminal
or civil investigation?

e  Collect, store, or process personal information on citizens of Massachusetts?

Audit Misconceptions

Audits can be intimidating and there is a tendency for some people to be confused or misinterpret what an
audit is about.

The Burden of Audit Is on You

In an audit, there is no presumption of innocence. An auditor will not ever assume that you are compliant.
Instead, auditors assume that what they haven’t tested yet is insecure. The burden is on your organization to
prove to outsiders that you are compliant. This means that even if you think you're compliant, if you cannot
produce the timely, accurate, and complete records as proof, then you may have problems. It is best to
prepare ahead of time.

Aim Higher Than Compliance

It is a waste of resources to build an IT security program solely devoted to meeting a compliance
requirement. It is true that some organizations just want to check the audit check box and move on. Many
companies coast this way for years. By blindly implementing controls to meet compliance requirements,
you are in danger of having an inefficient and ineffective security program. Compliance requirements are
the result of negotiation and committee work, which means weak and delayed standards with incomplete
coverage. New threats and technology always leapfrogs what regulation defines as necessary, especially
if that regulation spells out specific controls or technologies. Building a security program just to meet
compliance falls short of addressing the current risks your organization faces. Ultimately, that is the goal of a
security program: reduce risk, not pass audit.

If you are going to the trouble of building an IT security program and have it pass audit, you should
at least make sure that your security program is useful for your organization. Security controls are
expensive—directly in the cost of technology and indirectly in the cost to people’s time and convenience in
running through them. Think of TSA airport security with all its backscatter imaging systems, guards, X-ray
machines, metal detectors and long, long lines. If you're going to do all of that, why not make the controls
actually effective and appropriate to your organization’s business? Most audit requirements are designed for
a typical organization with typical risks. Your organization isn’t typical in at least the one aspect that makes
itunique and valuable. The IT security program should consider this and not adopt a one-size-fits-all
control regime.

Audits Are Useful

There is value in the auditor’s concept of confirmation that security systems are in place and properly
functioning. Many organizational IT departments quickly slap together onto an accumulation of disparate
IT systems to keep up with demand. Over time, these organizations have bolted-on security controls, like
firewalls and passwords, as needed at the last minute, without a plan or roadmap. Implementation guidance

7



CHAPTER 1 © WHY AUDIT?

and boilerplate security policies are often cribbed from Internet searches. At some point, your organization
will become utterly dependent on that IT system remaining functional and trustworthy. If someone with an
outside perspective doesn’t thoroughly examine it, why would anyone assume that an IT security program
assembled in this manner is correct and complete?

There is a lot of value in that outside perspective. Just as the publisher of this book wouldn’t let these
words go to press without someone else reviewing them, you should feel the same about your IT security. It’s
too dangerous to assume that it’s all working perfectly. This is what audits should be about: verifying what
you think you've done.

Audits Make You Look Good

An audit with no significant findings is a worthy accomplishment. Your organization can issue a press
release or send an announcement to all of your customers about these kinds of achievements. Sales
departments are always looking for reasons to contact customers with good news. Besides reassuring
customers that their data and transactions will remain undisclosed and untouched, audits demonstrate your
ongoing commitment to privacy and security. By proactively seeking out and passing an audit, you show the
world that your organization puts its money where its mouth is. You can work with marketing on delivering
an ongoing campaign, extolling the trust and confidence that comes with industry audit certifications. Smart
customers realize that passing an audit requires an organization to expend serious resources on IT systems.
Audits may not always tell you if an organization is secure enough, but they will at least weed out the lazy
and the ignorant. Like peacock feathers, a passed audit is a good indicator of health and strength.

The Audit as a Forcing Function

Audits are great motivators to build a security program. It is hard work to get a security program off the
ground, much less in a semifunctional state to pass an audit. Left to their own devices, the IT department
would rather focus on keeping the existing systems up and functional with a minimum amount of fuss.
They are already busy patching, upgrading, adding capability, and helping users. Also, IT teams can be very
protective of their systems. Changes, especially the large changes that the security programs sometimes
require, can cause downtime or confuse the users. Their livelihood revolves around keeping things running.
The last thing they have time to do is retool their systems because there is a possibility that a hacker might
break in someday. However, an auditor is a real and present danger. Hackers are hiding somewhere out on
the darknets and they may or may not bother to poke at your organization. The auditors are there in the
office and in their faces, asking them hard questions. Even if they weren’t moved by risk of breach or failure,
the IT department and the users know that they will be held accountable for a failed audit.

To pass an audit, an entire organization needs to coordinate, pay attention, and put effort toward
getting controls and processes in place. An audit mandated by the executive suite sets a tone and direction
for the entire organization to build an IT security program as part of the organizational culture. Audits also
provide a tangible milestone for leadership to measure the success of the IT security program. With the audit
looming, it is also easier to get budget and resource approvals for necessary controls and changes.

One of the hard things about being in the security field is that you are the person who tells everyone else
“No!” No to that new business idea. No to relaxing the stringing password policies. No to hiring that great
developer with a long police record. No to the flashy new web site full of vulnerable code. No, no, no. With
an audit in place, the security team can now point elsewhere for the blame. “Sorry, I'd like to do that but I'm
afraid we'd have an audit finding” There is significant value in having a scapegoat for getting the unpleasant
things done and denying the insecure requests.
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Audit Types

The three types of audit standards covered in this book are Statements on Standards for Attestation
Engagements 16 (SSAE 16), the Payment Card Industry Data Security Standard (PCI DSS), and the
International Organization for Standardization/International Electrotechnical Commission standard,

or ISO/IEC 27001:2013 (ISO 27001). With that certification comes a requirement of the auditor to be
independent and follow a proscribed auditing methodology. For example, there are certified public
accountants (CPAs) for SSAE 16 audits, qualified security assessors (QSAs) for PCI DSS audits, and certified
ISO/IEC 27001 lead auditors. The critical difference between all audits is the formal standard used. It’s worth
briefly exploring how these different audit standards approach risk management.

ISO 27001

A striking thing about an ISO 27001 audit is its strong focus on the risk management process, with a weaker
emphasis on using specific controls. The ISO 27001 audit requires the use of a classic management tool, the
Deming Cycle (also known as the Deming Wheel, the PDSA Cycle, and the PDCA Cycle), which has four
rolling phases: Plan (risk analysis), Do (risk mitigation), Check (internal audit), and Act (adjust controls).
Organizations can select controls during the “Do” phase based on a pre-supplied list of best practice
controls, but organizations can choose to skip controls in the list if they can provide sufficient justification
for exclusion. Organizations are also encouraged under ISO standards to add new controls to ensure that
they are adequately managing all risks. ISO 27001 audits also require organizations to identify and document
a formal method of risk analysis.

ISO 27001 calls the IT security program the information security management system (ISMS). The ISMS
must have certain standard features and roles, as defined in the standard. In general, ISO 27001 audits
require more paperwork than any other audit. There is a strong emphasis on policy, procedures, and the
creation of records related to the running of the ISMS.

The SSAE 16

The SSAE 16 actually has three types, called Service Organization Controls (SOC), and numbered 1 through 3.
The SOC 1 audit is the most flexible in terms of control design. Yes, you still need to do a risk analysis, but
what the auditor actually reviews are your control objectives and the controls supporting those objectives.
The risk analysis focuses on protecting the systems involved in performing financial transactions and
messaging. This audit satisfies SOX. The SOC 1 is issued by the American Institute of Certified Public
Accountants (AICPA). The predecessor of the SSAE 16 SOC 1 was the Statement on Auditing Standards No.
70, or SAS 70. Some individuals still refer to the SSAE 16 SOC 1 as a “SAS 70” type audit, even though the
standard has evolved.

The SOC 1 works with the audited party (you) writing control objectives (with some auditor’s help) that
mitigate the risks identified against financial transaction integrity. For example, a control objective would
be written, “Controls will provide reasonable assurance that Electronic Access to Systems is appropriately
restricted to authorized individuals” Then, you would select controls like passwords and firewalls to support
this control objective. Unlike the ISO 27001, for a SOC 1, there are no pre-defined controls or objectives to
pick from; you need to create your own based on the relevant systems and risks.

This changes when we move to SSAE 16 SOC 2. In a SOC 2, there are pre-defined control objectives
and general control descriptions. As part of your audit scope, you can choose what SOC 2 control objectives
you'd want to certify. The choices are Security, Confidentiality, Processing Integrity, Availability, and Privacy.
Be aware that the Privacy objective is more business-process focused than security-focused and not covered
in this book. For these control objectives, SOC 2 specifies controls through Trust Service Principles that must
be in place to manage certain kinds of risk. This audit is a bit more specific with respect to certain kinds of
controls, as opposed to the SOC 1. Overall, this is to make the audit more standardized (you either have this
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control in place or not) and easier for people to implement. It does come at the cost of the flexibility for the
organization. The SSAE 16 SOC 3 audit is the same as a SOC 2, except the organization can make the audit
certificate publicly available, whereas SOC 1 and SOC 2 audit reports are restricted to other auditors’ review.

In an SSAE 16 audit, there are two explicit types, also numbered. A SSAE 16 Type 1 audit is a design
audit, with a single visit to review the design of the controls and control objectives. Functionality and
operational effectiveness are not measured. A SSAE 16 Type 2 audit is a performance audit that covers a
three-to-twelve month period, with the auditor visiting several times during that period to examine how well
controls actually work.

PCI DSS

The most restrictive type of audit in terms of control choice is PCI. Under PCI DSS, you must implement all
the controls as described. Skip a control or implement it inadequately and you do not meet the standard.
With ISO and SSAE 16, you can leave out some controls—as long as the failures don’t jeopardize fulfilling
the control objective and address risk adequately in the eyes of the auditor. The reason PCI DSS is far more
restrictive is because it is centered on payment cards and payment card processing, which have well-known
risks and well-understood IT systems. Therefore, PCI DSS can skip over some of the risk analysis and
scoping exercise needed for other types of audits, and focus on the controls that the PCI council believes
works the best to protect payment cards. Since systems processing payment cards are so widespread (think
of all the e-commerce sites), there needs to be a cut-and-dried way to evaluate their security posture.
Assessing against a list of controls goes a lot faster than having an auditor try to interpret a risk analysis and
customized control objectives. It also requires less expertise on the part of the control implementer and the
auditor.

Another difference between these audits is how frequently the auditor reviews the running controls. For
PCI, the auditor performs a single comprehensive audit once per year. For ISO 27001, the auditor returns
every six months to recheck the controls and the health of the IT security program. The ISO 27001 has some
discretion in the frequency, based on stability of the environment and the strength of the controls.

Auditors Auditing

How do auditors perform an audit? There are several levels of investigation, depending on the importance
and functionality of the control. The simplest form of evidence gathering is attestation: they ask you

if something is true or not. Auditors can expand this into testimonials by asking many people in an
organization and seeing if their answers line up. This actually works well. If an auditor asks three people
about “the security policy around laptops in cars” and gets three different answers, then the so-called
policy is not actually a company policy. For critical or technical controls, auditors will look for physical
evidence. Audit teams gather this evidence by either direct inspection or by requesting copies of records
and screenshots. Auditors usually do not ask for every single record, but use statistical sampling with
confidence intervals to get a measure on things. In some cases, auditors may in fact look at every single
record, especially if the majority of the samples are coming up negative. Auditors perform some of this work
on-site, but can also work off-site as well. All formal audits mentioned here require at least one site visit to
do physical inspection, with the exception of PCI DSS level 4, which allows self-reporting for low-volume
payment card merchants.
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What Is the Right Audit for You?

If don’t already know which audit you should aim for, either you are lucky or you don’t understand your
organization’s business. Most organizations have specific audits thrust upon them. If you don’t know which
to choose, it’s worth noting that government regulators and large staid institutions prefer SSAE 16 audits.
Watch out: they can be the most expensive, because only CPA firms can perform them. Some very large
service providers literally do every audit that they can. To see this illustrated, just type “AWS Compliance” in
your search engine and you'll see just how many there are. In the end, the best audit for your organization is
the one that your customers and partners respect the most.

FURTHER READING

e PCl Security Standards Council - information on the PCI DSS
https://waw.pcisecuritystandards.org/pci_security/

e IS0 27001
http://www.iso.org/iso/home/standards/management-standards/iso27001.htm

¢ Information on the SSAE 16 SSAE 16
http://www.aicpa.org/Research/Standards/AuditAttest/Pages/SSAE.aspx

e  FTC security controls guide
https://www.ftc.gov/tips-advice/business-center/guidance/start-
security-guide-business
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CHAPTER 2

Assume Breach

When intelligence folks smell roses, they look for the funeral.

—MI5 Director-General Jonathan Evans, Address at the Lord Mayor’s Annual Defence and
Security Lecture, London, UK, June 25, 2012

A security professional should expect and plan for things to go wrong, especially when hostile parties are
constantly attempting to break their engineering constructs. This concept is as old as the history of warfare
and defensive engineering.

The Lesson of Fort Pulaski

Near the coast of the state of Georgia sits the picturesque city of Savannah and the Savannah River. The
Savannah River stretches out into the Atlantic Ocean through an estuary of brackish waters dotted with small
islands. The size and depth of the river have made Savannah a major seaport since before America was a
nation. After the War of 1812 and the British rampage through Washington, DC, the US government realized
that its major ports needed protection from sea attacks. President Madison ordered the construction of a

fort on Cockspur Island—a strategically perfect location in the southern channel of the Savannah River—to
stop invading ships bound for the port. Ringed with marshes and oyster beds, Cockspur Island was only nine
square miles but big enough to build a military stronghold.

The Invincible

In 1829, the US Army Corps of Engineers constructed Fort Pulaski, an impregnable fortress named after a hero
of the American Revolution (see Figure 2-1). In addition to the natural defenses of the Savannah River territory,
which included swamps filled with native alligators, the US Army added an impressive series of defenses. At
the cost of more than 26 billion in today’s dollars, they laid 25 million bricks to create walls that were seven
feet thick—strong enough to repel any known bombardment. Inside, engineers braced the walls with thick
ramparts to buffer artillery shells that made it through or over the walls. Outside, a moat that was seven feet
deep and 32 feet wide surrounded the fort with only one entrance via a drawbridge. Beyond the moat lay a flat
open plain. Any soldiers landing on the beaches of the island would have to race across hundreds of yards of
open plain while under constant fire from 48 smoothbore cannons covering the entire circumference of the
fort. Land assault would come with high casualties. The cannons’ effective range stretched nearly a thousand
yards, far enough to hit any ships passing up the river heading toward the city of Savannah.

© Raymond Pompon 2016 13
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Figure 2-1. Fort Pulaski

Figure 2-2 shows the range of the Fort Pulaski guns. The nearby shore was out of range in both
directions, so only ships on the river could fire on the fort and be fired upon. But the ships would not have
the protection of seven-feet-thick walls to protect them. The fort was impenetrable.
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To Savannah

Figure 2-2. Gun ranges of the fort

Ownership Changes Hand

Things never go as you planned and foreigners never invaded the US coast. Instead, the state of Georgia
seceded from the Union in February of 1861 and joined the Confederate States of America. The Confederate
Army took over the port of Savannah and stationed 385 troops in Fort Pulaski. Now a key port town in the
US Civil War, the US Army found themselves in the undesirable position of having to capture their own
impregnable fort. By 1852, the Union Army had captured the nearby Tybee Island to use as a staging ground
for assault. The Union sent several ships to test the defenses, but the scathing cannon fire quickly them
turned back. The Union generals had two bad options: starve them out or besiege the island with a massive
strike force and accept huge casualties.

New Exploit Technology Is Introduced

Maybe there was another option. The history of engineering is tied to the history of warfare, as the problems
of war inspire new technologies. A former engineer, Brigadier General Quincy Gilmore had a crazy new
idea. He knew there was new technology that the Union Army could use on Fort Pulaski. First tested only a
few years earlier, no one had ever tried the newly developed rifled cannon in battle. Unlike the smoothbore
cannon, the rifled cannon had a grooved barrel that forces the shell to spin through the air like a football.
This spin acts like a gyroscope to stabilize the path of the shell, giving the cannon longer range and a
straighter path (smoothbore, on the other hand, acts more like a fastpitch baseball with high pressures at the
leading edge, forcing curved trajectories). General Gilmore placed his guns on the shores of Tybee Island,
which were nearly 1,700 yards away from the walls of Fort Pulaski. He took his time setting up his artillery
pieces in the marshy banks, safely out of range of the smoothbore guns of the fort. Figure 2-3 shows the gun
ranges of Gilmore’s shore cannons.
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To Savannah

Figure 2-3. Gun ranges of the Union rifled cannons on the shore

After a final ignored plea to surrender the fort, Quincy opened fire on the morning of April 10, 1862. With
only three rifled cannons, he fired shell after shell into one particular spot on the wall of the fort. After only 30
hours, shells punched a neat hole through the wall. Fearing that more shells would ignite the fort’s powder
magazine, the Confederate garrison surrendered and the Union Army took the fort. Not a single life was lost.

This was the first true test of the Fort Pulaski’s defenses and it failed catastrophically. If you visit
Fort Pulaski today, you can see the hole. The world was stunned by this historic military victory. Armies
everywhere had to rethink their defenses because of the rifled cannon. As shocking as this event was in 1862,
this was neither the first nor the last successful defeat of a so-called perfect defense. Even in contemporary
times, we often hear murmurs of fear regarding a “digital Pearl Harbor,” tying the worry about the weakness
of current IT systems to our last major military disaster. What we may think of as invulnerable can easily
become fatally weak in the face of technological advancement. In the IT profession, our advances come daily
instead of over decades. It’s a safe bet to assume that an attacker will eventually breach your network, with
all its best defenses. This is further complicated by the intricacy of constantly shifting IT systems and the
defenses of typical organizations.

The Complexity of IT Systems

We know that the Internet is far more complex than just HTTP servers and browsers, but to non-IT folks the
Internet is only the Web. Based on that worldview, let’s just look at only the Web. The mechanisms involved
are so dizzyingly complex that the sum of all the components involved is beyond any single human’s
complete understanding.
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The act of opening a single web page is an intricate collection of interwoven technologies, standards,
and transactions. You type a site’s name into your browser’s URL bar, let’s say www.apress.com, and press
Enter. Your local machine needs to do a Domain Name Server (DNS) query to match www.apress.comto an
IP address. To do this, it sends out a DNS query to whatever DNS server that was assigned to your machine.
That server does not likely know the answer, so it must pass the query upstream to another DNS server. This
goes upstream again to the “com” DNS authoritative servers (wherever they are), which then pass it to the
authoritative “apress.com” DNS server run by Apress, which then returns the IP addresses resolve to the
“www.” web server.

Networks on the Internet hand this IP address, server by server, to your client to use. DNS client and
server software governs all of these interactions using standardized DNS calls and answers over specific
ports and protocols between many different parties. The entire design of DNS is a highly distributed
database run by everyone with a domain name on the Internet. Right now, that number is in the hundreds of
millions. Anyone with their own DNS server is part of that system, which means that DNS is an agreed-upon
naming and lookup system run by millions of participants; none of which you have influence or oversight
on, but must all work together for the Internet to deliver a web page.

But wait, I was simplifying. I skipped an entire lower-layer set of transactions involving how Ethernet
and IP addresses are tied together and routed locally and on the Internet. In this case, we are talking about
two dozen or so top-tier global networks and ten thousand ISPs sending around two billion terabytes of
information a day. All of this and we haven’t even gotten started on opening a web page yet.

Now that the browser has an IP address, it can request a web page. The browser establishes a TCP
session with the web server by issuing a request to connect, which travels over the web ports, protocols,
and the local Ethernet LAN, through the local router, up to the local ISP, over the Internet, and down to
the Apress web server. The web server completes the TCP handshake, with more back and forth over the
Internet, to eventually establish a connection. Once linked up over TCP, the browser issues an HTTP GET
request to the web server. The web server’s response is the text HTML code of the web page. The browser
interprets that page and starts to paint the screen. The page itself may contain hundreds, if not thousands,
of other elements. The local browser interprets these elements, such as graphics and embedded web pieces.
This in turn triggers more HTTP GETs, sometimes to different web servers and different domains.

This isn’t even taking into account any active content like JavaScript or Flash, which run like mini-
programs within the browser and trigger other kinds of Internet calls. Also, I'm not talking about a secure
encrypted web page, because a discussion of HTTPS, certificates, and trust would take another chapter.

A Tangled Web of Code

All of the details of this are compounded by the complexity of the code itself. One piece of software in this
everyday scenario does most of the heavy lifting: the browser. A single version of Firefox has around 13
million lines of code programmed by 3,600 different developers with over 266,000 specific changes in a
single version alone. Let’s not forget patching in new code changes, which happens about once every six
weeks. So we have a single critical piece of the web that is so complex that the software is already beyond
any single person’s understanding. It’s not the only piece of software involved, because we still need the
operating system, the network stack, DNS servers, web servers, routers, and other networking software. All
of these components need to cooperate with a gigantic set of standards. Each of these standards represents
hundreds of hours of work by committee, detailed in inches of documentation that programmers must
implement correctly in each of the respective software components. To the average user, this complexity is
hidden by the interface and underlying infrastructure. Table 2-1 is a listing of some of the major standards
involved in a web transaction. Each of these standards is dozens of pages of exacting technical detail.
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Table 2-1. Some of the Standards Involved in a Web Transaction

Standard Defined by

HTTP RFC 7230

HTTPS RFC 2660

TLS RFC 2818

DNS RFC 1032-1035 and many more
P RFC 791

UDP RFC 768

TCP RFC 793

CSMA/CD RFC 2285

HTML RFC 1866 and many more
ASCII RFC 20

JPG ISO/IEC 10918

PNG RFC 2083

CSS RFC 2318

Complexity and Vulnerability

Given the size and intricacy of a single IT system, how well do they all work in concert? Many organizations
slap together IT infrastructure at the last minute to barely meet functional requirements. It is rare that
you see quality or security requirements defined ahead of time. IT infrastructure grows organically as
an organization expands, as systems are interconnected, upgraded, patched, modified, and jury-rigged
to keep up with relentless business needs. What is left is a convoluted and bewildering infrastructure
interacting with its environment in unpredictable and untestable ways. Software bugs, incompatibilities,
misconfigurations, design oversights, misread standards, and obsolesce are prevalent within many
IT infrastructures of notable size. These unplanned problems can create numerous opportunities for
catastrophic sequences of failures that in turn give rise to gaps in security. Given the immense scale of
typical IT systems, it is inevitable that pervasive security holes are the norm, not the rarity.

Researchers on both sides of the law are discovering new vulnerabilities every day. As I write this,
the National Vulnerability Database is tracking nearly 75,000 known vulnerabilities in software. A single
common browser plug-in had over 300 newly discovered vulnerabilities in 2015. A very popular network
device manufacturer had nearly 75 new security holes in the same period. A widespread smartphone
operating system had nearly 200 that year. The huge Heartbleed vulnerability of 2014 affected more than half
of the Internet’s web services. Nearly two years later, people are still patching and cleaning up systems from
Heartbleed. These are all disclosed vulnerabilities, which are a subset of all the other vulnerabilities yet to
be discovered. The large numbers are not surprising. The more a technology is used, in terms of number of
users and time in production, the more valuable a target it becomes. The largest, most popular IT systems
are always going to be the ones leading the vulnerability statistics. Unfortunately, there is a reason why these
systems are popular targets. These are also the same systems that your organization will be inclined to use
the most because they are the most useful, the most familiar, and often the cheapest. It is like the old saying
on thermodynamics: You can’t win, you can’t break even, and you can’t quit the game.
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Technical Vulnerabilities

How are IT systems vulnerable to attack? To a computer, a number can be data or instructions. Most
vulnerabilities occur when instructions are injected into data channels. Common attacks like buffer
overflow,' SQL injection, ping of death, the Bash bug, and cross-site scripting are all examples of this.

The system is expecting user-input data in a safe format, but an attacker takes advantage of a neglected
verification and inserts new commands. Since computers are blind to the real world, attackers can easily fool
them into executing new orders.

Subsystems that run their own instructions within the main system amplify the vulnerabilities
present. Things like active web content (Java, Flash, and ActiveX) or operating system scripting languages
(PowerShell, Bash, or batch files) can become new vectors for attack. Even systems with complex parsers
like HTML or SQL can also have their own entire classes of vulnerabilities on top of the software application
itself. The more flexible a system becomes, especially when it comes to accepting input carelessly, the more
security vulnerabilities it has.

Security technology itself is not immune to these problems. Since complex systems require complex
solutions, security controls can have vulnerabilities as well. Since these controls are often the primary
gatekeeper to huge treasure troves of other systems, attackers often scrutinize them very carefully. Given the
complexity of software and the inevitably of software bugs, I find it a warning sign when a manufacturer boasts
of impossible-to-hack devices. Another error in judgement is to assume that by making one part of a system
secure, the entire system becomes secure. Called the fallacy of composition, you see it when people expect a
computer to be completely safe from attack merely because it has antivirus software or a firewall installed on it.
Technology is complex and vulnerabilities are so numerous that you should always expect new attacks.

Attackers Are Motivated

A fewyears ago, I saw a job ad on a Reddit forum. It offered a “huge salary” with full health benefits, relocation
bonuses, free lunches, and two free visits to security conferences a year. It was for a small startup in Saint
Petersburg, Russia. They were looking for programmers with a strong C and assembly language background,
good knowledge of Windows, and networking experience. The job title was “senior malware engineer.” This
wasn't the first solicitation I'd seen from underground cyber-criminals, but it was the most brazen.

Cyber-criminals can make a lot of money from breaking into systems. It’s a safe bet to assume that
they’re better paid than you are. Because they are the profit center of their organizations, they have the
complete support of their leadership. In fact, many hackers are entrepreneurs, working for themselves and
totally self-motivated. These individuals do nothing but work all day (and night) finding new ways to break
into systems. They are highly organized, with specialists in system penetration, planting malware, managing
captured machines, laundering stolen data, and reselling captured systems. They have market places that
rival modern e-commerce platforms and use business tools to track “sales” and projects.

Unlike defenders, these attackers are not constrained by rules. They cheat. They steal source code
and look for holes. They trick users into running their software or entering passwords on fake sites. They
comb social media and build detailed dossiers on the people in your organization. Then they combine that
information and come up with devious attack schemes. It’s easy to assume that there is an inexhaustible
supply of vulnerabilities that attackers can tap into given enough time or motivation. The defenders are
always playing catch up, always responding to attacks. In fact, cyber-criminals may have already broken into
your network as you read this. This is the essence of principle of assume breach.

'https://users.ece.cmu.edu/~adrian/630-f04/readings/AlephOne97.txt
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The Assume Breach Mindset

To not assume breach is naive. Could you assume perfect security, perfect trust, and perfect information
over a long time? Just like Fort Pulaski, this thinking is dangerous. Arrogance is worse than ignorance. It is
better to always be on guard, always be expecting an attack, than to be complacent and hope for the best.
Security professionals must be continuously seeking to improve their defenses and looking for signs of
breach. Just like the attackers, defenders should be thinking of new ways that their systems can be hacked.

This doesn’t mean be pessimistic about the industry, though many people are. Over the years, I've
heard many pundits say that we're losing the war against the hackers. The world hasn’t ended yet. We're still
using computers and the Internet and getting things done. We still get more value out of using computers
and the Internet than we lose to attackers. I see that more systems than ever are now online and we are still
protecting the majority of them. Victories or defeats are really about how you define the winning conditions.
At some point, you have to let go and accept some losses. No security system is perfect and most of us are
doing our very best to protect things. I know we'll be always outnumbered, always outgunned. It is a form
asymmetric warfare, where there is a vast landscape of possible targets that you cannot possibly defend all
the time. That’s what makes it a challenge.

Living in Assume Breach World

What does it mean to accept the eventual failure of security? It is best captured in Norton’s Law: All data,
over time, approaches deleted, or public.?

We know that technology will fail. We know that people will fail. Failure can be defined as a system
not conforming to your expectations. So change your expectations. Prepare for failure. Even if you can’t
fix the weak links, you can watch them, insure them, plan to replace/upgrade them, and prepare response
scenarios for when they break down.

When you do your analysis, assume you won't know everything. Anything that you haven'’t thoroughly
tested should be treated as insecure. Assume that there will be unknown systems on your networks, hidden
critical data, data in the wrong places, unexpected connections, and excessive user privileges. Some of the
systems most relevant to security will be inconspicuous or subtle. Follow the data flows, look for the systems
holding value, and rethink what is critical. Plan for systems to change constantly and what the repercussions
will look like. Build your controls with all of this in mind.

Assume breach is about people as well. Remember that there will always be people in positions of trust who
can hurt you. Rigid security policies will be bypassed. Listen to the complaints, they will tell you something.

Assume breach is knowing that you should never fight alone. Find peers to trust and then share
information with them. Share intelligence about what you see the bad guys doing. Share data on what
worked for you in keeping them out. Build allies.

Lastly, no matter what you do and how much work you put in, there will be risks left over—residual risk.
Organizations exist to get things done, to make money, to solve problems—not to avoid trouble. Your job is to
assume that everything will go wrong and still help your organization get through it. That is assuming the breach.

*https://medium.com/message/hello-future-pastebin-readers-39d9b4eb93st
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FURTHER READING

Better Than Free, by Kevin Kelly
http://kk.org/thetechnium/better-than-fre/

Heartbleed as Metaphor, by Dan Geer
https://www.lawfareblog.com/heartbleed-metaphor

Complex adaptive system
https://en.wikipedia.org/wiki/Complex_adaptive system

Top 50 Products by Total Number of Distinct Vulnerabilities
https://www.cvedetails.com/top-50-products.php

U.S. code-cracking agency works as if compromised, by Jim Wolf
http://ca.reuters.com/article/technologyNews/idCATRE6BF6BZ20101216
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CHAPTER 3

Risk Analysis: Assets and Impacts/

The real trouble with this world of ours is not that it is an unreasonable world, nor even
that it is a reasonable one. The commonest kind of trouble is that it is nearly reasonable,
but not quite. Life is not an illogicality; yet it is a trap for logicians. It looks just a little more
mathematical and regular than it is.

—Gilbert K. Chesterton

All your decisions regarding security and meeting compliance requirements should be driven by disk. The
more accurate the picture of risk you ascertain, the more efficient and effective your security program will
be. The next three chapters explore risk in the IT world.

Why Risk

Imagine the CFO of your company telling you that there’s an extra $50,000 in the budget that you can spend
on security. How would you spend it? After that, what would you say to the CFO when he asked you to
explain your choices? Many of us are technologists and we love to buy new gadgets. But that may not always
be what our organization needs. The well-organized security professional has a prioritized list of what she
needs to do next. Where does that list come from? Risk analysis.

Risk is about avoiding unnecessary costs while maximizing revenue. Being hacked is expensive. So is
installing a bunch of firewalls that don’t do anything. Therefore, risk should drive security decisions. Before
you spend any money, understand what risks you have, to which key assets, and how you plan to deal with
them. Ideally, you align controls such that the most important controls are reducing the biggest risks. This also
necessitates that you measure how much a control is reducing risk. The goal is that you work your way down,
reducing risk after risk on the list, based on that priority. Risk analysis tells you where to focus your attention.

No, risk analysis won’t always be perfect. However, careful and calibrated analysis is provably far
superior to off-the-cuff guesses. Despite the apparent fuzziness of measuring risk, the components of risk
can be quantified—at least enough to do comparative rankings of best to worst problems.

You should customize your risk analysis to your specific organization, at a specific point in time.
Otherwise, there is a danger of missing major risks or overspending on insignificant risks. Risk analysis is
dynamic. You need to update it on a regular basis to reflect the changing world. Valuable risk analysis is
realistic, actionable, and reproducible.
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Risk Is Context Sensitive

Risk on its own is merely a number. A measure of risk is only meaningful when compared against another
measure of risk. For some people, driving on a crowded freeway is too risky. For others, skydiving is just

a fun way to spend a weekend. Saying something is “too risky” implies that the risk in question exceeds
some other level of acceptable risk. Saying “it is safe” means it does not. Risk is a relative measure. What is
acceptable to your organization?

Furthermore, that risk measure itself is only meaningful to a particular system and organization. Robert
Courtney Jr. of IBM summarized this in his first law: “You cannot say anything interesting (i.e., significant)
about the security of a system except in the context of a particular application and environment.”!

Where is the context that we look at when examining risk? We can look right into our own organizations.
In 2007, the Institute of Internal Auditors (IIA) released the Guide to the Assessment of IT (GAIT) Principles.
The GAIT states: “Technology exists to further a business goal or objective. The failure of technology to
perform as intended (i.e., technology risk) may result in or contribute to a business risk—the risk that
business goals and objectives are not achieved effectively and efficiently.” Furthermore, GAIT published
principles pertaining to risk.

THE GAIT PRINCIPLES

Principle 1: The failure of technology is only a risk that needs to be assessed, managed, and audited if it
represents a risk to the business.

Principle 2: Key controls should be identified as the result of a top-down assessment of business
risks, risk tolerance, and the controls—including automated controls—required to manage or mitigate
business risk.

The GAIT created these principles to guide auditors and the organizations they audit. It is a good
compass in dealing with the confusing world of audits and compliance requirements. The GAIT principles
are useful for dealing with IT risk as well any audit-related dilemmas.

Components of Risk

IT security professionals have a specific definition of risk: the event in which something bad happening
to something we care about. Risk is composed of two subcomponents: likelihood (chance) and impact
(something bad).

Saying, “If this machine gets hacked, all our data is owned” is a description of an impact, not risk. Risk
analysis is also more informative than a list of disaster scenarios. Statements about “what could go wrong
with” are impacts, which do not mean anything without an attached likelihood. The key to spotting these
kinds of incomplete risk statements is to look for the word could. “The sun could go super nova!” Is that a
risk that you need to consider?

Someone may complain, “We’re getting tons of malware spam every day on our support e-mail box.”
This is statement about likelihood, not a fully formed risk statement. Without an impact (or a worthwhile
measure of the chance of it leading to an impact), it is not a risk.

Watch out, it can get confusing, especially when non-security people say things like, “Our password
lengths are too short and that’s risky!” This is an incomplete risk statement. Insufficient password length is
a statement about control deficiency that informs likelihood, which is a part of risk. Risk analysis tells you

'http://zvon.org/comp/r/ref-Security Glossary.html#Terms~Courtney%27s_laws
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more about actual threats to your organization than doing a gap analysis against which best practice controls
you've implemented. Missing controls are vulnerabilities, which may or may not be relevant to risk. “Hackers
are getting cleverer and better organized” is not a risk. It’s an evaluation of a threat actor, which is also a
subcomponent of likelihood. Likelihood is the combination of a threat and a vulnerability.

Statements like “the cloud is risky” convey no useful IT security information. Risk statements must
include probabilities and calculated impacts to provide you with the data that you need to make trade-offs.

Calculating Likelihood

Sometimes when IT security professionals discuss likelihood, the response they receive is “It'll never
happen If this is from a C-level, often it is the end of the discussion. To avoid this from happening, you
need to do your homework. Calculating the chance of something happening has two primary pieces: the
likelihood of a threat acting against you and the likelihood of the threat leveraging a vulnerability in your
systems. Here are some examples of threats:

e  Malware

e  Malicious insider

e  Non-malicious insider
e  Burglar/office thief

e Internet hacker

e  Earthquake

e  Pandemic

Within here, you can break down even further into things like prevalence of threat or capability of

threat, as shown in Table 3-1.

Table 3-1. Common IT Security Threats

Threat Capability Prevalence
Malware Untargeted, generic Common
Malware Targeted, customized Rare
Malicious insider Normal user, no rights Common
Malicious insider Sysadmin, full rights Very rare
Non-malicious insider Normal user has an accident Common
Non-malicious insider Sysadmin user has an accident Rare
Burglar/office thief Opportunistic Common
Burglar/office thief Targeted Rare
Internet hacker Script kiddie Very common
Internet hacker Cyber-criminal Very rare
Earthquake Richter 5.0 and under Uncommon
Earthquake Richter 5.1 and higher Very rare
Pandemic Debilitating Uncommon
Pandemic Fatal Very rare
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Remember that threats have to be able to act on something in order to cause problems. Threats and
vulnerabilities are tied together so that certain types of threats only use certain types of vulnerabilities. Here
are some examples of vulnerabilities associated with malware:

e  Web sites
e  Mail servers
e Web browsers
e  Users, social engineering
Like threats, you can examine vulnerabilities in terms of attack surface, exploitable weaknesses, and

resistance capability yielding the updated list in Table 3-2.

Table 3-2. Examples of Vulnerability Factors

Target Attack Surface Weakness Resistance
Web sites Many sites Moderately patched High resistance
Mail servers Few sites Well patched High resistance
Web browsers Large number of Poorly patched Moderate resistance
browsers
Users Social engineering Large number of users Low to moderate
clicking resistance

Between these two factors, you can see how you could begin to get some idea on the magnitude of
likelihood. You may have noticed that, in general, the threat vectors fall into two major types: natural
disasters and human-caused attacks. You can assess these types of threats differently, with differing
methodologies and models. These two types are covered in more detail in the next two chapters.

Calculating Impact

Going back to the GAIT principles, we know that risk flows from business objectives or the parts of the
organization that make money, engage with customers, and/or do something useful. When in doubt, go
back to the company’s mission. Note that unless the organization is specifically a technology company, these
business objectives are likely non-technical in nature. That doesn’t mean that you won'’t quickly discover a
lot of IT systems that directly support those objectives.

Ultimately, impacts relate to assets. Assets can be tangibles such as money, people, facilities, and IT
systems. Assets can also cover intangibles like market reputation, intellectual property, contracts, or market
advantage. Assets are anything your organization considers valuable and would feel pain losing.

When looking at impact on assets, you can break these down into breaches of confidentiality, integrity,
and availability. Some assets have a different magnitude of impact to different types of breaches. For
example, a breach of confidentiality against a database of payment cards would likely be considered a higher
magnitude impact than a loss of availability to that same database. Having the system down is bad, but
leaking all the confidential data on the Internet is worse.

Just as risk analysis entails doing an impact analysis, doing an impact analysis presupposes a complete
and timely asset inventory. For risk analysis, asset inventory is one of the first steps. Your goal is to have a
prioritized list of your most important assets.
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IT Asset Inventory

Of all the types of assets, IT assets are often the most difficult to nail down. This is because it requires a

lot of tedious grunt work to identify intangible things like software, data, and configurations. This means
scanning with tools, interviewing people, reviewing documentation, and examining configurations. You take
all of that, cross-reference the results, and repeat the scanning, interviewing, and reviewing. Why? Because
IT systems are everywhere in an organization and the data is even more widespread. Wired magazine
founder and visionary Kevin Kelly famously said, “Every bit of data ever produced on any computer is
copied somewhere. The digital economy is thus run on a river of copies.” Tracking down data in a dynamic
organization, much less deciding on its value, is extremely challenging.

Chasing down data can begin by creating a detailed map of all the systems and data in your
organization. Onto this map, you can draw out critical data flows and user action chains. Sometimes
commercial tools can help identify critical data, like data leak prevention solutions or network scanners.
Ultimately, you want to gather as much information as you can. What is on all of your file shares and who
administers them? What are the most important servers on your network? The following are some ideas.

Key systems to include in an asset analysis:

e  Domain controllers

e  Mail servers

e Accounting servers

e  HRservers

e Database servers

e  Sales servers (customer and prospect lists)

¢ Internet-facing anything

e  Point-of-Sale systems

e  File shares

e Anything holding confidential data of any kind

It sometimes helps to do a little archaeology and dig up old network diagrams and documentation. Glean
what you can from these documents and use it to generate questions when you interview key personnel both
in IT and in business services. After all the work that you're doing to come up with your asset inventory, it’s a
good idea to document how you did it. Not only will this help you (or someone else) do it the next time (and
you want to do this at least annually), but some audit standards require a documented asset inventory process.
Later chapters describe how to document processes, but consider this a placeholder to write down how to do it.

Asset Value Assessment

Once you have an inventory of assets, you need to value it. Asset values change over time, so you should
document and revisit this process at least annually. At this stage, you are looking at the value of assets to your
organization, not necessarily the value of your assets to others. A file of customer credit cards has a different
value to you than it does to a Latverian hacker. The valuation of your assets to malicious actors is covered in
the discussion on adversarial risk analysis in Chapter 5.

You can categorize organizational data into different classes. This process, called information
classification, usually breaks things down into several major categories. The most common types are
confidential (secret), internal-use only (protected), and public (shared with the world).
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You would likely classify the most valuable data objects as confidential, such as customer data,
usernames/passwords, HR records, payment card numbers, product designs, sales plans, and financial
records. Internal information normally includes things like source code, e-mail, or internal memos. Public
information is the free stuff that you give away, like sales brochures, press releases, or product demo videos.
Another thing to consider in valuing information is how old it is compared to its useful life. Obsolete data
may not be as important as current data. Note that these are examples only.

Some organizations place different values on different things. Some government entities may classify
much more information as public, as they may be bound by transparency rules. Firms doing research in
highly competitive fields, like medical drug manufacture, may classify things much higher. You need to roll
up your sleeves and customize asset analysis to your organization.

The following are examples of valuable assets:

e Intellectual property (source code, product designs, copyrighted material)

e  Personal information (customer credit/debit cards, Social Security numbers,
customer names, driver’s license numbers, account numbers, passwords, medical
information, health insurance information, vehicle registration information)

e  Usernames/e-mail addresses and passwords stored together
e  Message repositories (e-mail, chat logs)

e  Customer-facing IT services that are revenue generating (e-commerce sites,
streaming media, product catalogs)

e  Customer-facing IT services that are support/non-revenue (web support forums,
documentation, demo sites)

e  (ritical internal IT services (chats, help desks, accounting, payroll)
e  Semi-critical internal IT services (web sites, e-mail, SharePoint)

However way you estimate the significance of your assets, you should ensure that upper management
agrees with your valuation. Talking to your leadership is an important part of asset valuation. Lastly, the
information classification scheme should be formalized in policy and communicated to all users; this
covered in more detail in later chapters.

Assessing Impact

With a prioritized list of assets and critical business functions, you can work on the impact component of risk. IT
systems can fail in many ways and you can categorize them all. A simpler way is to look at three major aspects:
confidentiality, integrity, and availability. A breach of confidentiality means that information that should have
remained secret has been exposed to unauthorized parties (e.g., hackers broke into the mail server, or malware
just transmitted all the payment cards to a botnet). An integrity breach refers to an unauthorized and possibly
undetected change (e.g., a disgruntled employee just broke into the HR system and gave herself a big raise). A
breach of availability is the unplanned functionality loss of something important (e.g., our web server got denial-
of-serviced, or our server room lost cooling and shut down). The National Institute of Standards (NIST) has
codified this way of doing impact classification in their standard FIPS-PUB-199.

Note NIST FIPS-199 Standards for Security Categorization is good for asset classification.
See http://csrc.nist.gov/publications/fips/fips199/FIPS-PUB-199-final.pdf.
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Impacts against confidentiality, integrity, and availability are rated “low” for limited adverse effects,
“moderate” for serious adverse effects, and “high” for severe or catastrophic adverse effects. It’s simple, but
it’s a good place to start thinking about impact scenarios.

A common impact calculation is to estimate monetary damages from a breach of customer confidential
records. Some analysts assign a dollar figure per record, such as It will cost us $150 per credit card number
that falls into cyber-criminals’ hands. However, there is some nuance in obtaining an accurate estimate of
financial impact. At very low numbers of records, costs can be extremely low, but very high on a per-record
basis. I have worked on some cases where the breached bank simply got on the phone and called the few
dozen affected customers. There was no public disclosure and associated bad press. In very large breaches,
affected parties can leverage economies of scale in dealing with millions of affected customers and lower
their impact costs as well. Like many other things, it is worth the time and effort to research and brainstorm
what the actual impact of losing customer records would be for your organization. A good place to start
would be to come up with some plausible scenarios and run them by the legal or compliance department.

If your organization provide IT services with an associated service level agreement (SLA), then the
impact estimation becomes much clearer. You can calculate losses due to downtime in hard numbers down
to the second. If you don’t know the SLAs in place, check the customer contractual language for paragraphs
like the following.

SAMPLE SERVICE LEVEL AGREEMENT WITH PENALTIES

“Availability of services: Subject to the terms and conditions of this Agreement, Service Provider shall use
its best efforts to provide the Services for twenty-four (24) hours a day, seven (7) days a week throughout
the term of this Agreement with a minimum of 99.9% site availability in any given month. In the event
that downtime falls below the 99.9% uptime threshold, for every additional hour of downtime, Customer
shall be entitled to a pro rata reduction of 10% monthly credit of any payments due for that period.”

Indirect Impacts

Beyond the direct impacts stemming from impairment of services to customers, successful attacks can go
beyond monetary damages. There can be a loss of user productivity due to downtime, which you can convert
back to dollars with some help from business leads. Impact can also include the slowing of response time
and delay of service from IT as they clean up the security incident. There is also time lost in investigation
and reporting to law enforcement, management, and regulation bodies. There is also reputation damage,
something that can be controversial to quantify, but nonetheless a critical impact for some industries.
Depending on the nature of the attack, there can also be a loss of competitive advantage. Some breaches
were about the theft of industrial secrets, which has obvious competitive advantage impacts.

Some breaches involve public leakage attacks, as with WikiLeaks, Sony, or Ashley Madison, where
malicious parties spill company secrets out into the Internet for the whole world to gawk over. Often such
breaches result in interested parties like journalists and activists creating custom search tools to parse
and scan through the leaked data to magnify the exposure of the breach. Even small organizations can
experience ill effects from this kind of breach. Consider how your customers and executives would react if
the contents of all their e-mail going back for years were made available to Internet search engines. In fact,
some customers may find a vendor’s e-mail system has compromised their own information. Think of what
may be sitting in your lawyer’s e-mail inbox.

Indirect impacts can also have a technical dimension that drives up IT resource and user overhead.
These can include data corruption (requiring restoration from backup, assuming there is backup),
impromptu software upgrades, loss of cryptographic keys or passwords (many breaches force everyone
in the company to reset their passwords), increased regulatory scrutiny, investigative resources, and
performance degradation (resource exhaustion from attacks, causing general slowness).
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Compliance Impacts

Some of the worst kinds of impacts are regulatory. Compliance requirements like PCI and HIPAA have hefty
monetary penalties associated with security breaches. One of the highest fines for security non-compliance
comes from the North America Electric Reliability Corporation (NERC), which can issue fines against a
utility company up to $1 million per day for security non-compliance. On top of direct fines, organizations
victimized by breaches could also be subject to class-action lawsuits from victims for failing to protect
data. In addition to that, the Federal Trade Commission (FTC) has the authority to sue for “unfair or
deceptive business practices” because organizations “failed to adequately protect” customer data. Even if an
organization successfully escapes a legal judgment, there could be still legal costs involved.

In the end, impact goes far beyond records lost. Impact calculations can be simple or complex,
depending on your needs. The most important thing is to think things through and tie the results to reality.

Qualitative vs. Quantitative

When you put together your risk analysis, one of the big decisions to make is whether your analysis is
qualitative or quantitative. Qualitative risk analysis does not use tangible values, but instead uses relative
measures like high, medium, and low. This is how FIPS-199 is structured. Quantitative analysis uses
numerical values, such as dollars, and can entail a bit of work.

Qualitative Analysis

Qualitative risk assessment is subjective, usually based on subject matter experts rating the various factors
on a scale. You can represent this scale as anything measurable, from using words like “high/medium/low”
to temperatures or colors, and even numerals. Note that I said numerals, not numbers. I do this to keep
from making a cognitive error. A numeral is the name or symbol for the number. Think Roman numerals.
You should not be performing mathematical operations with qualitative risk factors. The expression that
“Risk = Likelihood x Impact” is not an actual mathematical formula, but a description of the relationship
between likelihood and impact. One way to keep yourself honest is that if you're going to do mathematical
operations, remember what you learned in middle school: keep track of your units. Just as you would never
say “3 feet x 4 degrees = 12 feet-degrees,” you shouldn’t say “Likelihood 3 x Impact 4 = Risk 12.”

Qualitative risk assessment gets a bad rap as being too vague or misleading. It's understandable when
compared to quantitative analysis, where you say things like “There is a 20% chance in the next year of
having six to ten malware incidents that cost the organization $900 apiece.” It's not as clear when you say,
“The risk of malware infection is medium-high.” However, remember that humans make decisions based on
this information, and ultimately our brains convert everything to a subjective score anyway. The confusion
of a qualitative analysis is that two different people may look at the same data and one may say it’s high
and the other may say it’s medium. The opposite mistake can also happen. Just because someone filled in
hard numbers like “20%” and “$900” doesn’t mean those numbers weren’t guesstimates pulled out of a hat,
making them just as subjective as saying “medium-low.

Clarifying Your Qualitative

So how do we avoid confusion? One good way is to define your qualitative labels and put them in two
dimensions. Let’s start with this simple but unclear risk list in Table 3-3.
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Table 3-3. Simple Risk List

Risk Rating
Malware on LAN Not bad
CEO phished Kinda bad
Insider Bad
Stolen backup tape Kinda bad
Stolen laptop Not bad
Web site defaced Kinda bad
E-mail hacked Kinda bad
Colocation facility fire Bad

Wi-Fi hacked Kinda bad
Wire transfer fraud Bad

You might guess that a risk is “kinda bad” if it fell into three different categories:
1. High impact and low likelihood
2. Lowimpact and high likelihood
3.  Medium impact and medium likelihood

All three of these situations may be vastly different. High impact and low likelihood could describe a
pandemic outbreak. Low impact and high likelihood could mean a flood of spam. Medium/medium could
mean a malware infected laptop. In a single dimensional chart, all of these risks aggregate out to the same
level. With respect to a decision process, it's confusing to differentiate between these different levels of risk.
Remember, the goal of risk analysis is to clarify and reveal information for good judgement.

Heat Maps

Irecommend presenting qualitative risk analysis as a heat map so that these two dimensions are visible.
Figure 3-1 is a simple graphical way to show the two risk components. Here the one dimensional risk labels
are spread out into a heat map. You still can see the worst risk in the upper-right quadrant, and the three
“kinda bads” as a diagonal band across.
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With this format, you can now place risks directly into the graph axes at their proper magnitudes. The
darkening effect represents “badness” and is optional. Figure 3-2 shows the same risk list expanded with
qualitative numerals instead of badness labels, which is easier to graph. You can see the difference in clarity.
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Figure 3-2. Simple two-dimensional qualitative risk map
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Figure 3-2 shows multiple risks on a single qualitative table with proper labelling. You now have a tool
that allows decision makers to rank and discuss risks in a relative manner. The goal here is to make decisions
on which risks are treated with controls, avoided by stopping the activity, or accepted by taking on the risk.
Even with no hard numbers, it is obvious in Figure 3-2 which items are considered more risky and why.
This type of diagram can also serve as a discussion aid, so that decision makers can weigh in and say, “I feel
the risk of malicious insider hacking is not that high an impact. Move it down.” Now you have a valid and
tangible starting point to discuss the factors involved in that particular risk.

Explaining Your Qualitative Ratings

Another way to reduce misunderstanding with qualitative models is to define your terms. You should do
this at the outset as you are polling your subject matter experts and filling in the values. You can present this
scale alongside the analysis so that it is clear to everyone involved what “moderate risk” actually means.

Take a look at Table 3-3 and Table 3-4 for sample qualitative rating scales to include with your risk analysis.
In Table 3-5, you can see that undetectable alterations to integrity are higher in impact than detectable ones.
This is because if there are potential undetectable alterations, all the records are now untrustworthy.

Table 3-4. Example of Clarifying Likelihood

Rating Meaning

Very Unlikely Expected to occur less than once every 5 years

Remote Expected to occur between 1 time per year and once every 5 years
Occasional Expected to occur between 1 and 10 times per year

Frequent Expected to occur more than 10 times per year

Table 3-5. Example of Clarifying Impact

Rating Confidentiality Impact Integrity Impact Availability Impact
Minor Under 10 records of confidential =~ Under 10 transaction Several users offline for
data exposed internally on an records altered in a 1 to 5 business days.
internal system but no proof of noticeable correctable Customer-facing service
exploitation manner offline up to an hour.
Major Under 10 records of confidential ~ More than 10 but less Customer-facing service
data exposed internally to several =~ than a hundred records  offline or data for more
unauthorized employees altered in noticeable than an hour but less
correctable manner than a business day.
Critical Under 10 records of confidential More than 100 records Customer-facing service

data exposed externally, more than
10 records disclosed internally

altered in noticeable
correctable manner or
records were altered in
an undetectable manner

offline or data for more
than a business day.
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Quantitative Analysis

Quantitative risk analysis uses real numbers and data in place of subjective measures. Remember in the end,
it’s likely that the security steering committee will make subjective judgements on how to manage these risks,
but with a quantitative analysis, they have the best possible data in hand to make decisions. What does this
look like? Let’s take the previous description of threats and update it with real data, as shown in Table 3-6.

Table 3-6. An Example of Analysis Using Quantitative Values

Target Attack Surface Weakness Resistance

Web sites 10 sites Avg. 2 patches missing each Firewalled

Mail servers 2 sites No patches missing firewalled

Web browsers 400 browsers Avg. 14 patches missing each ~ host-based antivirus
Users Social engineering 350 users 4% failed last phish

pen-test training

Asyou can see, finding real data isn’t that hard. If you've done a good asset analysis, many of these
things should be at your fingertips. Your asset and impact analysis can also feed in real numbers in terms of
monetary loss. You can find more data in industry source web sites and intelligence reports. The specifics of
doing quantitative analysis in risk modeling are covered in more detail in the next two chapters.

External Sources for Quantitative Data

You can find more data in government and industry security reports. For example, California passed S.B.
1386, which requires any organization that suffered an exposure of more than 500 California resident’s data
must issue a notification to those persons. The organization also has to disclose that information to the
state’s Office of the Attorney General, which now publishes this information on its web site at https://oag.
ca.gov/ecrime/databreach/reporting, which is very useful for working out likely risk scenarios.
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Figure 3-3. Breach data from Ca. Ag for 2014

This can give you a good idea on the likelihood of various risk scenarios. They also publish a lot more

details on the breaches, including the actual notification letters sent out to victims.

Chronology of Data Breaches

Another free source of breach data is the Privacy Rights Clearinghouse (https://www.privacyrights.org/

data-breach/new), a California nonprofit organization dedicated to educating people about privacy. They

have a database going back to 2005 on reported data breaches found in news reports and media. Unlike

California’s Office of the Attorney General database, this database is a bit vaguer because of the limitation
of public reports. However, there is high-level data on thousands of breach cases stretching back a decade

to examine. Their data is also automatically broken down into useful categories and available for direct
download into a spreadsheet or statistical tool. The confusing part is that they use different categories than

the California Office of the Attorney General.
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Verizon Data Breach Investigations Report

The biggest, most widely read source of data breach data is Verizon’s annual Data Breach Investigations
Report (www.verizonenterprise.com/DBIR/). Verizon began by analyzing and reporting on the incident
response reports from their consulting team. Over the past decade, the report has expanded to include data
from a wide variety of sources, including law enforcement, United States Computer Emergency Readiness
Team (US-CERT), several Information Sharing and Analysis Centers (ISACs), and many other security
companies. Contemporary reports include data on tens of thousands of incidents all over the world.

VERIS Community Database

There is also a community version of the Verizon breach report, called the VERIS Community Database
(VCDB), which uses the same reporting and analysis structure. The VCDB (http://veriscommunity.net/
vcdb. html) contains data submitted by security professionals like you. You can download the database for
your own analysis.

Annualized Loss Expectancy

One of the simplest forms of quantitate risk analysis is annualized loss expectancy (ALE). This is a way of
expressing the predicted dollar loss for a particular asset because of particular a risk over a one-year period.
The formula for ALE is single-loss expectancy (SLE) multiplied by the annualized rate of occurrence (ARO).
SLE is a calculation based on the asset value and the exposure factor (EF). Exposure factor is a qualitative
subjective guess as to the possible percentage of loss to the asset. So an EF of 0.5 means that the asset has
lost half its value. You can think of SLE as likelihood and ARO as impact. Therefore, if the likelihood of losing
a backup tape with customer data is 10% and the calculated impact is $50,000, then the ALE is $5,000.

The utility of ALE is that you can calculate a simple monetary “cost” of the risk. You can compare tape
encryption software against the expected annual loss of five grand. If the encryption system cost $10,000,
then you show that it will pay for itself in two years. This is very useful for cost-justifying new control
purchases. The hard part is coming up with plausible, defendable numbers for the SLE. As stated before, this
is covered more in later chapters.

Formalizing Your Risk Process

All major compliance requirements require a foundational risk analysis based on an industry standard
model. Without a model for guidance, a risk analysis can become distorted by individual biases and selective
perception. This is especially true regarding cyber-risk, which is complicated and non-intuitive compared to
physical risks. Here are some formal IT risk models to choose from:

e IS0 27005:2011 Information Security Risk Management
http://www.iso.org/iso/catalogue detail?csnumber=56742

e  PCIDSS Risk Assessment Guidelines
https://www.pcisecuritystandards.org/documents/
PCI_DSS Risk Assmt_Guidelines vi.pdf

e  NIST SP 800-30 (R1) Guide for Conducting Risk Assessments
http://nvlpubs.nist.gov/nistpubs/Legacy/SP/
nistspecialpublication800-30r1.pdf
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OCTAVE Cyber Risk and Resilience Management
http://www.cert.org/resilience/products-services/octave/

ENISA Cloud Computing Security Risk Assessment guide
https://www.enisa.europa.eu/activities/risk-management/files/
deliverables/cloud-computing-risk-assessment/at_download/fullReport

Whatever risk modeling method that you choose (and more are introduced in the next two chapters),
itis important that you document the risk assessment process. The process should be systematic, meaning
that someone else can follow your process and come up with the same results. Many audit requirements,
including PCI and ISO 27001, require that organizations have an annual formal risk assessment process that
identifies threats and vulnerabilities, with documented results. You should redo risk assessments whenever
there is major infrastructure change as well.

FURTHER READING

Doug Hubbard Decision Research (highly recommended!)
http://www.hubbardresearch.com/

Data Driven Security
http://datadrivensecurity.info/

Assessing Security and Privacy Controls in Federal Information Systems and
Organizations: Building Effective Assessment Plans
http://dx.doi.org/10.6028/NIST.SP.800-53Ar4
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CHAPTER 4

Risk Analysis: Natural Threats -

Even with all our technology and the inventions that make modern life so much easier
than it once was, it takes just one big natural disaster to wipe all that away and remind us
that, here on Earth, we're still at the mercy of nature.

—Neil deGrasse Tyson

There are many ways to look at risk. One way is to divide risk into natural, accidental events and man-made
intentional acts of aggression. Both types of risk are important, but there is some insight to be gained in
looking at them differently. This chapter explores risk arising from natural and accidental threats.

Disaster Strikes

What is a disaster? What can go wrong when a random occurrence has far-ranging consequences?
Consider this:

e Atransformer in a nearby substation explodes and an entire nearby business park
goes dark. The medical service company there has its own generators, so their server
room stays up. However, the business park is on a hill and the local water pumps
are offline. The landlord closes all the offices because none of the bathrooms are
functioning and the local board of health is citing a sanitation hazard.

e Abackhoe tears through an underground telecom conduit, breaking the primary T3
serving the nearby bank. Good news: the bank had a secondary Internet connection.
Bad news: the second Internet connection ran through the same conduit as the
primary. The bank is offline and the telecom company is digging furiously to expose
the conduit to replace the broken lines. Then it starts raining. Hard. Now the hole is
filling up with mud and water, slowing repair efforts.

e  Heavy snowfall blankets the hills and streets of a major metropolitan city. Then
temperatures drop, freezing the snow into slick ice. No wheeled vehicle in the city
can drive faster than ten miles per hour. Roadways clog up with stalled cars. Ata
large software development company, hundreds of employees jump onto the remote
access VPN and promptly overload it. Only 50 can work at a time out of an office of
200. Work now breaks down into shifts with many personnel forced to work off their
cell phones and locally stored files until the snowplows can clear the roads.
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A thousand-year storm (now more common in the age of climate change) hits and
flooding takes out not only the data center but also an entire company’s campus.

It turns out that the campus was built in an ancient lakebed. Sewers are reversing
and streets have become rivers. Even if they could work remotely, failing levees are
forcing local employees to flee their homes.

A 6.8-magnitude earthquake hits just south of a major city. At one company’s data
center, a large battery stack that was not properly bolted down pulls away from
the wall by a few inches, breaking the main power coupling. The coupling is how
all power flows into the server room. The emergency generator in the parking lot,
despite being fully operational, is useless without a connection to the server room.
Worse, outside feeds also come in over the same coupler. It’s a specialized part
and none are available locally. The company needs a new coupler flown in but the
earthquake damaged the airport runway so nothing can land.

A law firm is on the top floor of a prestigious downtown office building boasting an
award-winning Venetian trattoria in the lobby. One evening, a fire breaks out in the
kitchen of the restaurant. Fire fighters quickly douse the flames but they also close
the building for days to inspect for damages. During that time, the power to the
building is also turned off. The law firm servers go dark.

In 2012, Hurricane Sandy damaged hundreds of thousands of homes and shut
down power to dozens of data centers all over the New York metropolitan area. Data
centers switched over to generators, but generators require fuel and the fuel trucks
couldn’t get through the flooded roads.

These are all natural disasters based on real events that significantly affected the organizations. Clearly,
these kinds of risks are worth examining in more detail.

Risk Modeling

A risk model is nothing more than a taxonomy and a method of measurement that provides a picture of the
likelihood and impact of potential damaging events. To be useful, a model needs to reflect reality as closely
as possible. Therefore, you should choose the right risk model. One thing to consider is using different risk
models for different kinds of risk.

You could use the same model for all of your risk calculations. Many knowledgeable risk analysts do,
and come up great results. I want to illustrate a couple of different specialized models that I find useful. You
may find the risk model that works best for your organization is entirely different. The most important thing
is to think thoroughly about risk and build a practical methodology that is appropriate for your industry,
threat landscape, and compliance requirements.

Let’s consider the following list of risks:
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e Intellectual property theft
e Landslide
e  System failure

Examining this list, you may see two kinds of threats here. There is the threat of natural hazards and
accidents, where bad things just happen. There is also the threat of adversarial risk, where bad people make
bad things happen, either on purpose or through carelessness. So, this risk list can be split into two columns,
as shown in Table 4-1.

Table 4-1. Risks: Natural vs. Man-made

Bad Things Just Happen Bad People Make Bad Things Happen

Earthquake Denial-of-service

Fire Fraud

Landslide Industrial espionage
Hazardous materials spill Intellectual property theft
System failure Insider sabotage

Given the distinctive difference in likelihood and impact between these two kinds of threats, it might be
more accurate to model these threats differently. The likelihood of a random event that causes damage, such
as a tornado or a technology failure, manifests much differently than intelligent adversaries (such as cyber-
criminals or malicious insiders) who adapt their strategies to your defenses and choose when to attack.
Likewise, the impact of natural disasters can sometimes be so vast and multifaceted that you might want to
look at a more detailed impact model.

The next chapter is about adversarial threats, whereas the rest of this chapter is about natural/
operational threats.

Modeling Natural Threats

In some ways, natural threats are easier to model than adversarial threats. Although there are still many
unknowns, such as trying to predict earthquakes or weather, there is also a lot of scientific expertise and
historical data to draw upon.

Like real estate, the three most important things about natural hazards are location, location, location.
Location even factors in natural threats like pandemics, where large cities and regional travel hubs are at
higher likelihood of outbreaks than sleepier locales. Location modeling is where your asset analysis comes
in. To do any kind of natural risk analysis, you absolutely need to locate all the significant physical locations
of your organization. With that, you can determine what infrastructure and hazards are present in each area.
By infrastructure, I mean the following:

e  Connected utilities (power, water, sewer)

e Communication providers serving that location and their entries into the building
e Nearest fire department

e  Nearest major highway

e  Nearest major airport
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e  Nearby waterways
e  Nearby industrial activity

Based on this, you can gather information about what can go wrong. There are many resources available
for getting this kind of data, most from governmental agencies. One warning: sometimes the data can
require some work to decipher. For example, where I live, there is the Seattle Hazard Explorer, which is an
interactive map that provides data on a dozen different possible natural hazards (see www.seattle.gov/
emergency-management/hazards-and-plans/hazards).

It gives its results as a number range mapping of a “10% chance of exceeding in 50 years.” Reading
around the site, you learn that the number range refers to the force of the acceleration generated by an
earthquake in terms of gravitational constant (G). So a number 50 would mean shaking to add power equal
to half the strength of normal Earth gravity. As a reference, at numbers higher than 30 (or more than 1.3Gs),
you can expect some building damage to occur. This gives you some idea of impact. The 10% refers to the
probability of such quake in a 50-year period, thus you have likelihood. So with a little work figuring out the
numbers, you have enough for a quantitative risk analysis for earthquakes in Seattle. Many of these sites
require this kind of decrypting to get data for a risk model.

Here is a list of other good resources for researching natural hazards for North America.

e  USGS Earthquakes maps
http://earthquake.usgs.gov/earthquakes/

e  USGS Natural Hazards map
http://www.usgs.gov/natural_hazards/

e National Hurricane Center Storm Surge map for US Coast
http://www.nhc.noaa.gov/surge/

e  FEMA: Flood Hazard map
https://www.fema.gov/national-flood-insurance-program-flood-hazard-mapping

e NOAA Severe Storm Labs
http://www.nssl.noaa.gov/

e  Power Outage Data Explorer
http://insideenergy.org/2014/08/18/data-explore-15-years-of-power-
outages/

As you assess natural hazards, you quickly realize that here is a huge range of possible threats. There are
many things to calculate and consider. Here is a large list of possible natural threats for you to consider.

e  Threat

e  Earthquake

e Flood

e  Blizzard / ice-storm

e Landslides/mudslides
e  Building fire

e  Forest fire

° Heat wave
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e  Hazardous material spill

e Gasleak

e  Prolonged road closure

e Pandemic

e  Blackout/electrical disruptions
e  Solar flare

e  Volcano

e Lightning

e  Tsunami

e  HVAC failure

e  Aircraft accident

e  Windstorm

e Communications failure

e Nuclear power mishap

e  (Civil disturbance

e Active shooter/domestic terrorism

You may notice that the last two bullet items are human-originated but still listed as natural hazards. In
these kinds of threats, it’s easier to model them as random events rather than intentional attacks against your
organization. This could change if your organization is one that is attractive to highly motivated attackers,
like a law enforcement agency which could appeal to political or nation-state attackers which then skews the
normal random distribution of Internet threats. Use your best judgement.

Modeling Impact with Failure Mode Effects Analysis

Operational impacts involving technology can be tricky because of the intricate dependencies involved. Consider
a situation like a power surge in a single colocation facility that causes a single rack to fail. This rack holds dozens
of servers, including the main external DNS server for an entire company. Coincidentally, the secondary DNS
in another facility is undergoing a maintenance event. Now the entire company’s Internet presence is offline.
Web, FTP, e-mail, and remote access are all down. Although this is an unusual chain of events, it still happens.
Considering the severe impact of these kinds of problems, you might want to model these kinds of occurrences.
For operational risk analysis, consider looking at Failure Mode and Effects Analysis (FMEA). FMEA
is based on a US military procedure. The model was formalized for general use and is currently published
as International Standard IEC 60812. FMEA is a risk analysis methodology that focuses on the ways
that components in a system fail and the downstream effects of those failures. Although it can be time-
consuming, it is a very systematic and easy method for a team to use to get a complete picture of how
complex systems fail. You will quickly see alternate design ideas, fail-over mechanisms, and monitoring
requirements as you walk through an FMEA analysis.
The essence of FMEA is to

e  Break down a complex system into its major functions.
e  Analyze the functions.

e Determine the effects of the failure of each of the functions on the overall system.
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Simple FMEA Example

Table 4-2 illustrates an example of how to break down an Internet banking system into functions.

Table 4-2. System Example: Internet Banking System

Subsystem Functional Subsystems Effect of Failure

Servers Database server, app server, web server, DNS Immediate failure of entire system
server

Network Devices Firewall, router, switch, cables Immediate failure of entire system

Connectivity ISP, local link, cables Immediate failure of entire system

Facilities Server rack, power, HVAC Varies but assume near-term failure of

entire system

Personnel DBA, sysadmin, net engineer, programmer  Varies but assume failure of system
within a few weeks

You can increase the availability of all the technological systems by adding redundant systems.
However, adding more personnel and facilities is much more expensive. So let’s dig deeper into these two
functions. In Table 4-3, we can add another FMEA factor, the detection method for a failing function.

Table 4-3. FMEA Example of Facilities

Function  Effect of Failure Explanation Detection

Server rack Immediate failure of entire system Need rack to hold server Beyond systems failing, none

Power Immediate failure of entire system Need electricity Audible alarm in room on
batteries
HVAC Failure of system in 1-6 hours, Servers overheat Thermometer alarm via SMS
plus possible equipment damage pager

In Table 4-4, we can add another layer of impact by looking at how personnel are affected by function
failures.

Table 4-4. Example of FMEA Breakdown of Personnel

Function Effect of failure Explanation Detection
Database admin Failure of system within ~ Database logs fill up without E-mailed alarms to admins
30-60 days admin to clear them
Sysadmin Degraded performance, = No maintenance by admins  User complaints
failure of system within
15-30 days
Net engineer Degraded performance No network fixes or User complaints
optimization
Programmer Degraded performance No bug fixes or features User complaints
added
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Asyou can see, there are some problems with delayed failures caused by functions not being available.
Coupled with poor detection capability, this could mean a serious problem emerging when you are least
able to deal with it, like in the middle of the night. Anyone who works in IT will probably cringe when they
read that the detection method is user complaints.

Breaking down a System

The first step is to break down a system into its primary functions. You can represent most systems,
especially technological ones, as a hierarchy. In addition, large systems are built to serve a purpose. This
is your beginning point: the primary mission of the system. From here, functional requirements will flow.
Examine its structure as it fulfills its functions. You may want to look at how it performs those functions
over time, considering environment changes on a scale of hours, days, weeks, and so forth. For example,
an accounting system may have different functions and dependency cycles for month-end, quarterly
profit reporting, and annual tax analysis. Remember to use your asset analysis and review those diagrams,
documentation, data flows, and subject-matter expert interviews.

You should consciously decide and document what you consider to the boundaries of the system.
This is useful for analysis and will come in handy in Chapter 6 when we discuss the concept of scope. What
is a system? What should you include? What you should you leave out? For example, a typical corporate
Windows workstation needs dynamic addressing, Active Directory, name services, clock synchronization,
and a local area network. Maybe you can leave out authentication services, file sharing services, and Internet
links. Maybe you should include Internet connectivity? It all depends on your business requirements.

When looking at larger systems, functions can be more than just components or technical services. You
can look at things like facilities, personnel, ISPs, and other major systems. For example, here is a functional
breakdown of a retail store’s sales system:

e  Point-of-Sale (POS) terminals

e  Receipt printers

e Cardreaders

e  Sales clerks

e  Store network

e  Store wiring closet

e  Store server rack

e  Store POS server

e  Store network link to headquarters in another city
e  Regional IT service technician (part-time)

This method is called the top-down approach and it is the most common way people approach an
already existing system. You start big and work your way down into smaller and smaller pieces, stopping
analysis when you feel that you understand enough. Another approach is bottom-up, where you start with
components and build up to a complete system. This takes longer but is more complete.
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Analyzing Functions

With the major functions defined, you can begin analyzing those functions for how they will fail. This means
looking at dependencies, redundancies, inputs, and outputs. Like the overall system, you should begin with
the goal of the function. How does the function fulfill its mission? What was the mindset of the designers of
the function? These things can provide overlooked clues that can help you find shortcomings and possible
flaws in the function.

You should also consider how this system feeds into other systems. In the workstation example, that
system could be considered part of the “marketing subnet” Are there any implications and feedback loops
because of that relationship? Perhaps the marketing department does monthly video broadcasts; so now you
realize that each workstation should also have speakers or headphones as critical functions.

Things to look at when analyzing a function:

e Command inputs (the range of possible changes that can be made)

e  Breadth of command inputs (How many external parties can issue commands to the
function?)

e  Data flows (size, speed, and path)

e Internal feedback mechanisms (Can the function monitor its own status? How does
itreact?)

e  External feedback mechanism (Can the function receive warnings from the outside?
How does it react?)

e Does the function provide feedback to outside systems? How and how often?

¢  What does the function require from outside systems to function? What happens
when it doesn’t get it?

e  How does the function handle load? What does it do when overloaded? Idle?
e  Does the function adjust its own parameters? How?

e  Howlong can the function run without rest/maintenance? External adjustment?

Determining Failure Effects

Modeling failures within complex systems full of interacting components is a challenge. Large systems can
be non-linear, where a minor change in a single subsystem can resonate with large consequences. Systems
also have a history, as they have evolved and been adapted from earlier, simpler systems. Over time, their
purpose may have changed. Sometimes that legacy of changes is reflected in the components in the system.
For systems already in place, it is important to perform analysis on systems, as they exist, not based on the
original specifications or idealization of plans yet to be implemented.

When brainstorming failure modes, you should consider exactly what that failure would look like.
Be sure to take into account the scale (how bad) and the duration (how long). For some kinds of systems,
scale and duration could be limited or prolonged depending on how the system reacts and recovers from
problems. In some cases, disruption is momentary and evades detection. I have seen more than a few cases
where a server quietly crashes, reboots, and comes back up all between the cycles of a five-minute uptime
check of the monitors. Users, however, did notice because all of their transactions failed and data was lost.
Improving function failure detection is an important part of failure effects analysis.

Drawing a system can also help illustrate which failures modes can be the most catastrophic to a
system. Figure 4-1 is a simple diagram of an Internet banking web farm.
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Can you spot the single point of failure in the example? Hint: it's probably the cheapest piece of
equipment in the entire stack. Drawing a system on a whiteboard during a group brainstorming session can
be very effective; not only for spotting failure points, but also in creating general understanding on how the
system actually functions.

Business Impact Analysis

If you are responsible for the organization’s business continuity plan, then this type of analysis is useful for the
Business Impact Analysis (BIA) section of the business continuity plan. Business continuity is a requirement
of ISO 27001, PCI DSS, and SSAE 16 SOC 2 and 3. Sometimes this role falls on IT security and sometimes the
role falls on a dedicated business continuity team. In any case, it’s essential to understand the process.
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BIA identifies the functions that are necessary to the organization and what the effects of an
interruption would be. Through BIA, you create disaster impact scenarios based on those mission-critical
services to help determine what resources you might need to get business operations going again. This all
fits very nicely into the risk analysis methods discussed so far in this chapter.

A way to enhance this analysis, especially for disaster scenarios, is to break down duration of
unavailability or degradation of function. For the following examples, I have divided the period of
unavailability into three times: one day, three days, and five or more days. These times allow a response plan
to address specific kinds of interruptions, but also can work with an escalating crisis. You can use whatever
periods you think are appropriate for your organization. Table 4-5 shows one way of categorizing different
downtime periods for a typical office.

Table 4-5. Example of Impacts to Normal Business Operations for the Office

Function Duration: 1 day down  Duration: 3 days down Duration: 5+ days down
Water & Sewer Minor Significant Major

HVAC Minor Significant Significant

Electricity Significant Major Major

Elevator Minor Minor Minor

Connectivity (Phone & Net)  Significant Major Major

One thing you may notice from the example in Table 4-5 is that I didn’t define specific threats; just
functional interruptions. I used FMEA is to treat offices services as functions and combined threats into
a basic assumption of an interruption of service, regardless of reason, with a defined area of impact. You
can use this shortcut with the FMEA model so that you do not need to look at every possible threat. This
automatically rolls up the threats of fires, cable cuts, blackouts, pipe breaks, and severe storms into a single
threat vector. For example, you could focus on an electrical outage and not worry about if it was caused
by a backhoe accident, windstorm, regional blackout, or an earthquake. All you focus on is the loss of the
function and effects. You can also use FMEA and ignore all the various types of threats and group common
likelihoods together. For the BIA, you can also break down into likely durations; so in your scenario
planning, you can just focus on a function interruption event of specified duration. Table 4-6 shows more
examples of rolling natural threats and likely durations into an analysis table.

Table 4-6. An Example of Threat Mapping with FMEA to Generalized Failure Threats

Threat Effects on Services Outage Duration Likelihood
Earthquake Regional, all services 5+ days 1-Rare
Large earthquake Widespread, all services 5+ days 0- Very Rare
Flood Regional, all services 2-5 days 3-Unlikely
Blizzard/ice storm Regional, transport 2-5 days 5-Possible
Storm Regional, power & com & transport 2-5 days 5-Possible
Building fire Facility, all services 5+ days 3-Unlikely
Civil disturbance Facility, transport 2-5 days 1-Rare
Hazardous spill Facility, all services 2-5 days 1-Rare
Pandemic Regional, personnel 5+ days 3-Unlikely
(continued)
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Threat Effects on Services Outage Duration Likelihood
Bomb threat Facility, all services 1 day 3-Unlikely
Blackout Regional, power 2-5 days Possible
Volcano Regional, all 5+ days 1-Rare
Lightning Facility, power & comm. 2-5 days 1-Rare
HVAC failure Facility, equipment 2-5 days 5-Possible
Aircraft accident Facility, all services 5+ days 1-Rare
Communications loss Regional, comm. 1 day 5-Possible
Nuclear mishaps Regional, all 5+ days 1-Rare
Sabotage/terrorism Facility, all services 5+ days 3-Unlikely

Here’s how you can use this mapping—along with combinations of outages—to get a simpler
breakdown of the various impacts to business operations that a disaster would create. In this example, I
model a service company with two customer-facing services: customer support calls and consulting. Of
the two, the call center is the most important because it facilities immediate customer communication. If a
customer calls and the lines are down, the company reputation sinks. Consulting services can be delayed
but call answering cannot. In this example, most of the offices are in Nevada, except the sales offices, which
are in Chicago. These are the facilities:

e  Main office: Las Vegas, NV

e  Sales office: Chicago, IL

e  (Call center: Reno, NV

e  Call center: Las Vegas, NV

In Table 4-7, I break down the first cut of the outage scenarios for this example.

Table 4-7. Sample Scenario Overview

Scenario Example Likelihood Impacts Critical service:  Other Impacts
Customer call center
Scenario 1: All services Major Very rare Major: Complete outage Major: Corporate outage,
in the state of Nevada earthquake sales office becomes
heavily damaged primary contact
Scenario 2: Service Storms, Possible Minor: Reno call center Minor: Corporate
outages in the Vegas area  flooding takes all calls; capacity ~ outages; sales office
reduced becomes primary contact
Scenario 3: Personnel Pandemic Rare Minor: Reno call center Minor: Corporate
in the Vegas area are takes all calls; capacity ~ outages; sales office
disabled reduced becomes primary contact
Scenario 4: Main office Building Possible No direct impacts Minor: Corporate
is unavailable fire outages; sales office

becomes primary contact

(continued)
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Table 4-7. (continued)

Scenario Example  Likelihood Impacts Critical service: Other Impacts

Customer call center
Scenario 6: Reno call Building Possible Minor: Vegas call center  No additional impacts
center is unavailable fire takes all calls, capacity

reduced
Scenario 7: Vegas call Building Possible Minor: Reno call center ~ No additional impacts
center is unavailable fire takes all calls, capacity

reduced
Scenario 8: Chicago Building Possible No direct impacts Minor: Corporate takes
consulting office is fire over sales calls as needed

unavailable

Asyou can see in this example, things seem to be pretty well in hand except for a statewide disaster
scenario. In this case, the risk has been identified and leadership can choose to mitigate that risk or accept it.

Documenting Assumptions

Whenever you work on these kinds of analyses, there will be assumptions. You need to identify them as
you go along. Do not let them be invisibly baked into the resulting analysis. The results can be misleading
if the assumption turns out to be false or misunderstood. The easiest way to avoid this is to solicit multiple
perspectives in the analysis. Once you have identified the assumptions, they to need to be documented
along with the analysis. You should also have leadership review and approve these assumptions when you
present your analysis. They may have different assumptions that could change your results. Here are some
sample assumptions to go along with the earlier examples:

e  Unless otherwise noted in the analysis, all staff can telecommute to perform their job
functions with at least 75% efficiency.

e  Services hosted outside of the state remain available and functional. They are
considered “always available” during an emergency due to the low probability that
both services are unavailable at the same time. External hosted services include chat
(cloud-based), accounting (outsourced), HR payroll (outsourced).

e IT personnel suffer no more than 25% incapacitation in an interruption event.

FURTHER READING

e Microsoft’s IT Infrastructure Threat Modeling Guide
https://technet.microsoft.com/enus/library/dd941826.aspx

e |EC 60812 Ed. 2.0 h:2006 Procedure for failure mode and effects analysis (FMEA)
https://webstore.iec.ch/publication/3571
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CHAPTER 5

Risk Analysis: Adversarial Risk -

Cybersecurity is perhaps the most challenging intellectual profession on the planet both
because of the rate of change and because your failure is the intentional work product of
sentient opponents.

—Dan Geer, CISO In-Q-Tel

Intentional attacks against IT systems from motivated malicious attackers are the heart of the challenge in IT
security. Malicious attackers work around your controls, actively hide from detection, and zero in on highly
valuable systems and data. This chapter explores how you can analyze and predict adversarial attacks.

A Hospital under Attack

In the fall of 2004, twenty-year old Christopher Maxwell of Vacaville, California, came up with a great
moneymaking scheme. Already a skilled programmer, he wrote a devious little network worm. The malware
used two Microsoft Windows vulnerabilities—LSASS and RPC/DCOM—to break into a Windows computer
and install his remote control tools. The program would silently scan for other machines to attack and be
joined to his fleet of already infected machines (called a botnet). Once an infected machine was up and
running, it would stealthily surf to a few web sites that Maxwell ran, and then click the banner ads. Since
Maxwell was getting paid per-click from these ads, all those thousands of captured machines would create
the illusion of popularity for his site. It was a grand idea; however, not a very original one. This was what
cyber-criminals were doing at that time. Maxwell figured most Internet advertising was a shell game anyway,
so who cared? Besides, since the victim machine would only be out a few computing cycles and tiny bit of
bandwidth, what was the real harm? He made nearly a hundred grand this way. Easy money.

In early January of 2005, at a large medical facility in Seattle, the entire network suddenly seized up
in the middle of the morning. Something was burning through Northwest Hospital’s computing systems,
jamming all network traffic with scanning sweeps looking for new targets. Diagnostic and lab services
couldn’t update patient records. The intensive care unit’s terminals went dead. Even the automatic
operating-room doors locked down. Anything on the network was either shut down or turned into a
shrieking beacon of network noise. IT staff disconnected a machine, cleaned out the malware, and got it
functional. As soon as they put it back on the wire, it became reinfected. Northwest Hospital was in tough
spot. It seems that Maxwell’s worm had a bug; the malware was probing too quickly for fresh victims and
saturating the network.

Because of the magnitude of the damage, Northwest Hospital called the FBI for help. The FBI cyber-
crime unit put their best people on the case. Within a year, Christopher Maxwell was wearing handcuffs.
During his interrogation, Maxwell was horrified to learn that his worm had crashed a hospital’s network. He
never intended to commit a crime of that magnitude. The judge sentenced him to 37 months in prison.
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Adversarial Risk

When most people talk about hacking and computer security, scenarios like Northwest Hospital are what
they have in mind. Some “hacker” unleashes a computer worm that wreaks all kind of damage, both on the
network and in the real world. These are some of the kinds of incidents that security professionals need to
understand and prevent. We can understand them better by modeling the attacker and the attack.

Building a risk model for a human-based attack against technology is challenging. Adversarial tactics
change frequently based on rapid shifts in technology, new monetization schemes, and innovative new
attack methods. Consider how much the state of IT risk changed on April 7, 2014, when Heartbleed was
announced. Suddenly network devices, including network security devices that were once considered
secure were now perceived at a much higher state of risk due to a change in the likelihood of compromise.
Risk levels changed rapidly for many government agencies on June 5, 2013, when Edward Snowden leaked
the National Security Agency’s (NSA) operational secrets. In both cases, the census of perceived risk models
around the security of encryption and insider access were changed forever. You are more likely to update
your adversarial risk model with more frequency than your natural and operational risk models.

Overview of Attacker Types

To model adversarial risk, you need to look at how an adversary would attack your systems, keeping in mind
their goals, capabilities, and methods. To make things easier, let’s break adversaries into four basic types:

e Cyber-criminals: Crooks who hack that are external to your organization.
They are out for monetary gain.

e Insiders: Disgruntled, reckless, or crooked users within your organization.
They have varying motivations.

e Hacktivists: Political hackers who often seek to expose wrongdoing by exposing
protected data.

e  Cyber-militants: Professional experts in hacking doing espionage or sabotage on
behalf of their country or cause.

Cyber-Criminals

There is a vast ecosystem of parasites in the cyber-criminal world. You have young entrepreneurs like
Maxwell, sweeping the Internet indiscriminately looking for opportunistic victims. In recent years, these
opportunistic criminals have organized and professionalized, resulting in more specializations and more
sophisticated scams. Just like old-fashioned criminals, the cyber-crooks have organized into gangs with
global reach. Within that group, there are also the “jewel thieves” of the Internet: highly skilled cyber-
criminals who target high-value targets and often make off with millions of dollars in stolen data.

Insiders

The concept of malicious insiders covers a wide gamut. The most famous are the disillusioned system
administrators who see themselves as the hero in their own story, like Edward Snowden or Chelsea
Manning. Sometimes insiders are agents of an outside criminal conspiracy, abusing their position of trust

to enable a crime. Sometimes they are opportunists who steal what is in front of them. Some are angry and
seek revenge against a perceived wrong. Another class of insider is the careless or reckless individual. People
with poor judgement who do dangerous things like download pornography, or pirate movies at work, which
can result in expensive lawsuits. They are also people who accidentally release private data on the Internet
through carelessness or ignorance. Whatever the case, the impact of their acts is often extreme because of
their direct access to systems and valued assets.
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Hacktivist

Political hackers run the spectrum, from vicious pranksters like Anonymous to the cyber-activists who feel
they are hacking to promote the social agenda of their collective group. In most of these cases, the political
hacker attacks by releasing loads of private material on the Internet. Sometimes insiders are politically
motivated, as stated earlier. One case worth knowing about is Aaron Swartz, a brilliant engineer who had a
history of liberating records that he thought should be public goods from closed systems. He did this with
the Pacer court documents, the Library of Congress bibliographic dataset, and JSTOR. JSTOR is a repository
of academic journal articles, which Swartz downloaded onto a laptop hidden in a closet at MIT. He was
arrested and charged as a cyber-criminal. He faced a possible 35-year prison term. Contrast that with the

37 months given to Maxwell, who crippled a hospital for his own financial gain. Unfortunately, Swartz
committed suicide under the weight of the prosecution. It was a tragedy for all involved, as his technical and
intellectual contributions helped shape the Internet. The point being that hacktivist motivations can be hard
to discern in advance and they are not like ordinary cyber-criminals.

Cyber-Militants

Beyond hacktivism, these are well-trained, well-funded security experts used by nation states, corporations,
or large non-government organizations (like ISIS). They may infiltrate networks to spy or cripple critical
infrastructure. Sometimes they hack to spread disinformation or propaganda. Some are hired mercenaries
being well paid by a variety of masters. They are mostly known by their capability and their actions, which
are in a different class than an ordinary hacktivist or cyber-criminal.

Understanding Attacker Capability

Like IT professionals, there are many levels of attacker capability. From the script kiddie, who is only as good
as the tools he barely understands, to the seasoned professional who codes her own exploits and rootkits.
You need to assess how likely an attacker can smash through your defenses and how likely a particular type
of attacker would come after your organization. There many factors that go into this, but let’s look at four big
ones: technical capability, trickery capability, timing, and techniques.

Technical Capability

Since we're talking about IT security, the attacker’s IT skills and tools are a major factor. At the lowest end,
we have the aforementioned script kiddie. They aren’t necessarily young kids, but simply technical novices.
Their capability begins and ends at the user interface for the tool they are using. They don’t necessarily
understand what is going on under the hood, but they do know just enough to be dangerous.

Technical capability also refers to an attacker’s ability to evade or break through IT security controls. An
unskilled attacker could be stymied by antivirus software, while a skilled attacker may know how rewrite and
pack their malware such that it is undetectable.

The Bare-Minimum Threat

Many security professionals use a measure of the minimum threat level that IT security systems must
withstand. Security thought leader Alex Hutton referred to this as the Mendoza Line for Security’, taking
areference from baseball. The Mendoza line in baseball refers to Mario Mendoza, who has the minimum
batting average acceptable in major league play. For Alex, the Mendoza Line for Security is the capability of
the point-and-click penetration testing system, like the Metasploit Framework. If a tool like Metasploit can
penetrate your Internet perimeter, then any script kiddie that comes along will crack you wide open. It's the
bare-minimum threat capability.
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Advanced Threats

At the highest end of the spectrum are the seasoned professionals. There are indeed hackers out there who
understand technology and attack techniques so well that they can find flaws in nearly any system, given
enough time. During the investigation of Operation Flyhook? one of the lead forensic experts remarked that
the Russian suspects were some of the best Windows integrators he’d ever seen. It is a telling quote about the
capability of some hackers. Many of them have an understanding of a software system on par with or exceeding
the original designers of that system. In addition, attackers view that system with a hostile eye, looking for any
weakness to exploit. Given the complexity of most systems, you can see how they can chisel their way in.

Attack the Available Power-ups

Advanced attackers often create their own tools for finding or exploiting vulnerabilities. Some of them give
or sell these tools to others, providing a pathway for the lesser skilled to follow. Exploit timelines usually
goes from discovery, to a proof-of-concept tool (usually a script), to a point-and-click tool, to finally, a fully
capable module as part of a penetration tool. Whereas an advanced attack requires time and skill, once a
tool is available, it falls to the Mendoza Line for Security. This is how a nearly impossible hack yesterday can
become a commonplace attack tomorrow.

Trickery Capability

In addition to their technical capability, attackers cheat. They build complicated deceptions and weave a
chain of lies to ensnare victims. Some attackers go through great lengths to impersonate your company and
staff, constructing very genuine-looking e-mails or web sites. Some generically masquerade themselves as
authority figures, like the FBI or the IRS, and blast out waves of phony e-mail notifications soliciting credit
cards or login credentials.

A few are particularly devious and target an industry or organization with a watering hole attack. This is
where an attacker researches their target organization to find out which web sites their users visit frequently,
like a popular industry blog or an affiliate site. The attacker breaches that affiliate system, which usually
has weaker security than the target organization. On the site, the attacker plants web-borne malware or a
phishing capture page, in hopes that their target visits it and becomes infected. A popular technique is to put
up an enticing video that requires users to install a plug-in that is booby-trapped with malware.

Social engineering is a con game facilitated by technology. The following are some of the facets of a con
that are useful in understanding social engineering:

e Ring of familiarity: The attacker uses social proof (presents business card, carries a
clipboard, has an official logo on a web site) to establish authority.

e Urgency: The attacker uses time pressure (“Act now or pay a fine!”) to distract the
victim into not thinking clearly.

e  [ncentive: The attacker offers something for you to win or lose: “Pay this fine or be
charged interest!” or “Claim your annual bonus!”

e  Story: Some of the best cons involve stories that engage the victim’s interest in
some way.

To reemphasize the power of trickery, nearly all large breaches involve some kind of social engineering.
Some hackers say they achieve 100% success with phishing campaigns against sizeable organizations.

'http://riskmanagementinsight.com/riskanalysis/?p=294
*https://en.wikipedia.org/wiki/United_States_v._Ivanov

54


http://riskmanagementinsight.com/riskanalysis/?p=294
https://en.wikipedia.org/wiki/United_States_v._Ivanov

CHAPTER 5 ' RISK ANALYSIS: ADVERSARIAL RISK

Time

The amount of time an attacker spends attacking you is another deciding factor as to whether you suffer an
impact or not. Usually this factor is directly related to the technical skills and motivation of the attacker. A
script kiddie is doing the network equivalent of walking down a street of cars looking for unlocked doors. As
soon as he spots one, he’ll pop the door and snatch whatever he can carry off in a hurry. The window of risk
is short. Some attackers set off massive Internet-wide scans for vulnerabilities and then return a day or so
later to the identified vulnerable machines.

A more sophisticated attacker spends days or weeks researching her target, probing and testing until
just the right opportunity arrives. Once in, she may spend more weeks and months sneaking around the
network until she finds her final target. The StuxNet malware attack against Iranian centrifuges involved
waiting months for a worm to reach its target. The more-organized hacking groups perform time-consuming
and project-intensive attacks; for example, mass phishing campaigns use management tools to assist in
keeping track of victims and their status.

Techniques

There are many permutations of how an attacker can combine their technical ability, deception, and
available time. Many of the techniques are available only to attackers with the right amount of time or
technical ability.

Proximity of Attacker

One aspect of attack technique is the contact method of attack. Most attackers attempt only network
attacks, coming in only over the Internet. Some attackers come sideways over the Internet but via third
parties or business partner connections, having broken in there first. Other attackers may come from the
neighborhood, jumping on wireless connections to get into the network from the inside (infamous hacker
Alberto Gonzales broke into TJX retailers from its wireless connections using a laptop in the store’s parking
lots). Dumpster-diving attackers rifle through an organization’s trash, hoping to find some useful secrets.
One attack technique is to leave USB drives loaded with malware laying around nearby so that unsuspecting
users will pick them up and use them inside.

Some attackers physically come into your organization, either by burglary or by social engineering.
Once inside your building, they can plant malware, connect key-logging devices, hide spy cams, install their
own wireless taps onto your network, or just walk out with hard drives or backup tapes.

Cornucopia of Techniques

Table 5-1 lists a bunch of attack techniques with their respective attributes. Regarding the time and skill
needed, a well-funded attacker can easily purchase the necessary expertise to supplement their own lack
of time or skills. Also, you should be aware that these characteristics can quickly vary as new tools are made
available.
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Table 5-1. Attack Techniques

Technique

Time Needed

Skill Needed

Able to create malware that evades
antivirus

Able to evade standard intrusion
detection tools

Uses chained exploits in attack

Finds new vulnerabilities
(zero-day) and develops attack

Uses wireless man-in-the-middle
attacks

Perform brute force password
guessing attack

Able to perform decryption
attacks on broken algorithms

Able to perform decryption attacks
on unbroken algorithms

Use of social engineering in
conjunction with attack

Use of physical penetration in
conjunction with attack

Intelligence gathering pre-attack

Use of watering hole web sites to
lure victims

Use covert or side-channels to
facilitate hidden communication
with compromised hosts

Not much, tools available
Some time needed to test tools

Some time to ensure exploits
all work correctly on target’s
environment

Weeks/months to find exploit

Minutes, assuming Wi-Fi clients
available to attack

Hours/weeks/years, depending
on strength of authentication

Minutes to days, depending on
algorithm and traffic captured

Minutes to years, depending on
algorithm and traffic captured

Minutes to days, depending on
research needed in attack

Minutes to days, depending on
research needed in attack

Hours to weeks, depending on
depth of research desired

Days or weeks to find and
penetrate watering hole

Hours or days depending on
root kit

Low; tools available.

Some skill needed.

Moderate skill; some tools
available.

High skills needed. These
skills can be specialized in web
apps, operating systems, or a
particular type of application/
platform.

Not much; tools available.
Low skills needed.

Low.

Highly specialized skills needed.
Medium skills needed.
Medium skills needed.
Low/medium skills needed;

some tools available

Medium to high skills needed.

Low, tools available

Understanding Attacker Incentives

Beyond technical capability, the other major attacker attribute is their motivation. There is definitely some
truth to compensating for skills with sheer determination. Depending on the incentive, some attackers can
be very dangerous threats. Based on that, you should consider what things your organization has or does

that could motivate an attack. You can get an idea about this from reviewing your asset analysis. Let’s break

that down a bit.
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Monetary Incentives

When looking at monetary incentives, sometimes the value is straightforward. If your organization is
storing payment cards or involved in banking, then you are a big juicy target for attackers. If you are doing
e-commerce for any kind of good that criminals can easily resell on the black market, like electronics or
media, then you are a valuable target. The incongruity of this situation is that your data may be worth more
to criminals than to the organization itself. For example, for those working in the financial services industry,
you can run systems holding personal financial details that are worth hundreds of millions of dollars to
identity thieves. However, customers may only be paying a tiny fraction of that to process that same data.
This can lead to strange situations, where attackers may have better financial support in stealing the data
than you are given to protect it. Always consider the value of your assets to adversaries. To quote the CISO of
the University of Washington, Kirk Bailey, “Data is a cash crop.”

Account data is also easily monetized. Things like bank logins and PayPal accounts are obvious
valuables worth stealing, but data thieves also harvest many other types of accounts. The accounts can be
used to ring up fraudulent charges to fake sellers, launch spam at other victims, or do click-fraud. Table 5-2
lists a sample of commonly stolen accounts.

Table 5-2. Commonly Stolen Accounts

Uber eBay Netflix
Mobile phone Xbox Google Voice
Facebook E-mail Spotify
Minecraft Amazon Twitter
World of Warcraft FedEx/UPS iTunes

Some of these accounts may only be worth a few cents on the black market, but with the power of
automation comes high-volume turnover. A good piece of malware can infect about one million computers
worldwide. Small amounts of money can easily add up to a big payoff, all with very little work needed. It’s
safe to assume that if an account has a password, then it’s worth stealing by someone.

Monetization Schemes

Beyond stealing data, there are many other ways that attackers can monetize a hacked computer. Like a good
hunter, no scrap of the animal goes to waste. Let’s look at the Northwest Hospital case again. The secondary
monetization scheme that Maxwell used was pay-per-install fraud. Many independent software manufacturers
provide free applications with embedded pop-up advertising. They also pay marketing companies to entice
people to download and install this software to increase their popularity. These software companies pay
marketing companies from the revenue of the software’s pop-up ads. Criminals like Maxwell use their malware
to directly install adware onto a victim’s computer, thus generating quick revenue without having to do any
marketing. You still see this scheme in use in some mobile malware. The important lesson is that fraudsters
find ways to subvert legitimate business models all the time. To see where the trends in hacking are going, you
need to follow the monetization schemes. Here are some of the more popular ones over the years:

e  Clickjack/ad fraud: Use your machine to click banner ads
e Pay-per-install: Install ad-supported software on your machine

e  Crypto ransom: Pay us to decrypt your data that we locked up
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e  Fake AV fraud: Trick you into paying for antivirus software you don’t need.
e Spam relay: Use your machine to relay spam.

e ID theft: Use stolen credentials for impersonation fraud.

e  Carding: Use stolen payment cards.

e  Bitcoin mining: Use your machine to mine (calculate) bitcoins.

e Botnet for denial-of-service: Use your machine (and thousands of others) to bombard
someone else’s site with network traffic for ransom.

e Malware delivery: Use your server to host malware to infect other machines.
e Phishing platform: Use your server to host fake phishing site to trick others.

e  Fake ad/SEQO injection: Inject banner ads or content onto your site to deliver or help
deliver malware.

e C&Cserver: Use your server as a command and control server for other hacked
machines (botnet).

e Filerepository: Use your server to store/sell/serve illegal materials (child porn,
pirated media).

e  Stealing and using/reselling organizational secrets: Such as pricing guidelines,
proprietary models, contracts, internal security or audit reports, regulatory findings,
information on acquisitions/mergers/divestures.

It's worth mentioning that the audits covered by this book are addressing specific types of monetary-
incentivized IT risks. The risks that an SSAE 16 SOC 1 covers are unreliable or misleading financial reporting
because of fraud, misuse, corruption, and loss of financial transaction records. PCI DSS primarily addresses
the risk of confidentiality breaches of payment card numbers for use in fraud, with some lesser emphasis on
protecting integrity and availability.

Political Incentives

Politically motivated hacking can come from amateurs and professionals alike. Amateurs are also sometimes
enticed with patriotism based on nationalism and sense of duty. Sometimes amateur gray-hat hackers rise
up and decide to act, like the Anonymous group. Professional political attackers are often very dangerous, as
they are usually well-funded and well-trained cyber-warriors.

Political hacking can take the form of espionage with covert attacks into messaging systems and
financial records to build dossiers on enemies and affiliates like spies, whistle-blowers, unfriendly
journalists, and double agents. They can also be looking to gather intelligence for future attacks or steal
military secrets. Their attacks can disrupt marketing systems to slow recruitment or to inject their own
propaganda. Sometimes political attacks are direct, with attempts to disrupt weapon and industrial systems
causing infrastructure damage and financial loss. Sometimes political attacking means implanting malware
that lies in wait to disrupt a system when a trigger is depressed. Many political attacks take the form of
denial-of-service flooding attacks as a protest against a particular cause.

Targets for political/nation-state espionage and sabotage:

e Media and journalists
e  Universities

e  Health organizations
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e  Military agencies and related industries (aerospace)
e  Police departments

e  Energy utilities and companies

° Critical infrastructure (water, sewer, communication)
e Financial institutions

e Large industrial companies

Personal Incentives

Some motivations for hacking appear completely irrational. Instead of asking why someone would do

that, consider that people may have different priorities. Some people throw up their hands and don’t try to
understand these motivations. As John Maynard Keynes said, “The market can remain irrational longer than
you can remain solvent.” So don’t discount personal incentives that appear to provide no apparent benefit to
the attacker. Let’s look at the detail on motivations seen in these kinds of attacks. Be aware that attackers may
have a blend of these reasons.

Counting Coup

Some hackers hack for the sheer joy of hacking. They are breaking in “because it’s there.” Others may be
trying to win prestige and fame for being the first to pull off an impossible hack. The organization that boasts
of the “unhackable” system is daring a certain community of attackers to come after them. The results of this
kind of hacking usually results in humiliation for the hacked system, as web sites are defaced and secrets are
leaked. Counting coup refers to how Plains Indians used to win prestige for bravery by merely touching an
enemy in battle, but not injuring them. Some hackers do this with systems.

Ideology

This is like political hacking, but often with a vaguer cause—and often with an even vaguer objective. Their
focus is to throw a spotlight on wrongdoing. They see themselves as whistleblowers righting an injustice.
Ideological hackers often work alone. Snowden and Manning are good examples of ideological insiders.

Duress

Some insiders are pressured into committing cyber-crimes. Some are doing it to support an addiction. These
kinds of attacks are hard to spot because the attacker often doesn’t appear to have a motive. I have seen
cases where sysadmins end up hacking their own systems in order to cover up mistakes that they made. Fear
of being fired actually led them to doing something that really did get them fired. Often there is something
going on in their personal lives that are compelling them into action.

Ego

The classic disgruntled sysadmin is a known threat to many security professionals. These kinds of insiders
are the most dangerous because they have deep technical knowledge as well as an intimate knowledge of the
environment that they’re compromising. They can feel affronted from being passed over for promotion or
from simply having their ideas ignored. They can seek revenge in a variety of ways, from simple destruction
to complex blackmail or leakage attacks. Some egotistical attackers feel that they are above the rules because
of their superior technical knowledge, and they act accordingly.
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Deviant Motivations

Perhaps the most inexplicable are the socially deviant motivated attackers. There have been more than a
few cases where one user (usually a man) is hacking the network to stalk or harass another user (usually a
woman). There are also attackers breaking into laptop cameras to facilitate their voyeuristic needs. Some of
the worst cases are when seemingly normal users are discovered to have large caches of child pornography
on their work computers. Despite the awkwardness and distastefulness of these kinds of incidents, they
should be considered in a risk assessment.

Common Attack Techniques

Another way to model attacks is to look at the attack techniques. A few attack methods are useful to
understand when determining the risk to your organization.

Kill Chain

One of the common attack models for this is the “kill chain” analysis. Originally developed for analyzing
military physical attacks (a.k.a. actual warfare), Lockheed Martin adapted the model for IT security. The kill
chain refers to each of the stages an attacker must succeed in doing in order to achieve security impact. The
idea is that if a defender can break any link in that chain, they can block the attack.

There are seven links in the kill chain model:

e Reconnaissance: The attacker scans the network for vulnerabilities and/or researches
the organization for weaknesses.

e  Weaponization: The attacker develops an exploit or attack technique based on the
reconnaissance.

e Delivery: The attacker delivers the exploit and breaches the organization’s defenses.

e  Exploitation: The attacker succeeds in capturing a machine or machines within the
organization.

e  [Install: The attacker installs a rootkit that allows him to retain control of the captured
machines over time.

e Command and control: The attacker uses that remote control to act upon the
network as if she were a normal user.

e Actions on objective: The attacker now goes after his final objective.

The final stage, action on objective, is sometimes called a pivot. It can involve restarting the kill chain
internally as the attacker goes after the final objective. For example, the first attack gives the attacker access
to a sysadmin’s workstation. Now the attacker will move laterally through the network to find the database
server holding all the payment card numbers and break into that.

Note Check out the Lockheed Martin white paper “Intelligence-Driven Computer Network Defense
Informed by Analysis of Adversary Campaigns and Intrusion Kill Chains.” (http://www.lockheedmartin.com/
content/dam/lockheed/data/corporate/documents/LM-White-Paper-Intel-Driven-Defense.pdf).
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Stealing Authentication

One useful technique for attackers is to impersonate users. With a user’s authentication credentials, they
can appear to be legitimate and generate no suspicious hacking traffic that can set off intrusion detection
systems. Any audit logs of actions appear as that user. As far as the system is concerned, nothing is amiss.
Some organizations do have user-behavior anomaly detectors, but they are still rare and hard to tune. What
exactly do I mean by stealing authentication? There are several ways this happens:

e  Guessing: Some users choose poor passwords and have usernames that are easily
guessed. Some organizations don’t bother to change their default accounts. So
guessing or brute-forcing (trying all combinations) a bunch of passwords can
occasionally be successful. Organizational names can be harvested off social media
sites or guessed based on naming conventions, and turned into usernames easily.

e Phishing or social engineering: Simply trick a user into giving you their username and
password. They can create a fake e-mail and a fake web page, use a browser pop-
up window with a login box, or simply call up the user and pretend to be the help
desk. If the attacker is physically onsite, maybe the user has their password on a note
under their keyboard.

e  Sniffing: If a system doesn’t encrypt its passwords when being transmitted, an
attacker with access to the local wire (or wireless) can use a network sniffer to copy
the passwords.

e  Man-in-the-middle: This is a little more sophisticated attack that also requires the
attacker to have access to the network that the victim is using. In this case, the
attacker inserts himself into the authentication transaction. When the server asks
for the password, the attacker blocks the call and creates his own call to the user
asking for the password. The user answers, the attacker copies and relays it back
to the server. This trick not only works for passwords, but also for other forms of
authentication, like tokens and biometrics. In this case, the attacker sends back an
error message to the victim and uses the stolen credential to get in.

e Local theft: Most systems make you log in once and then don’t keep reprompting
you for authentication every time you do something. What is happening is that
once you've authenticated to a server, your machine is given some kind of ticket
for a duration of time. This ticket is stored in the memory of your computer and is
used in place of authentication every time that you need to perform an action with
the remote system. In Windows, this is called a Kerberos ticket. On the web, itis a
session cookie. An attacker can use malware or direct hacking to simply copy this
ticket out of memory.

Modeling for this kind of attack means that you should assume an attacker is going to steal a user’s
authentication. Based on that, how would an attacker make use of it on your system? What would that look
like and what kind of damage could they do? This can drive decisions down the road for controls to help
detect and contain this technique.
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Exfiltration

Once an attacker is in your network, what are they going to do? If they intend to steal data, they need

to find that data and copy it back out. This is called exfiltration. It is not always an easy problem for an
attacker to solve, as sometimes they need to copy large amounts of data. Some organizations have data leak
prevention that looks for large data transfers of a certain type. So attackers need to find a way to disguise

or conceal the data. A common technique is to send the data out via encrypted web traffic to a web server
under the attacker’s control. Some attackers compress, encrypt, and then send the data out in small chunks
hidden inside normal traffic, like DNS or Ping. Different organizations have different channels available

(or unavailable) for exfiltration, which can squeeze an attacker’s options. This should be considered in risk
modeling an attack as well.

Building the Adversarial Risk Model

Now that we have examined a wide range of adversarial models, let’s build a risk model and populate it
with data.

A good risk model that is formal but still practical that incorporates many of the elements I've been
presenting is factor analysis of information risk (FAIR). It’s also an open standard and widely available.

It supports both quantitative and qualitative analysis and is relatively easy to use. FAIR’s likelihood
component, which it calls loss event frequency. Loss event frequency consists of threat event frequency and
vulnerability. Threat event frequency consists of two factors: contact and action. Contact refers to how likely
the threat will come in contact with an asset. Action refers to the likelihood the threat will attack the asset,
once it comes into contact. The vulnerability factor consists of control strength and threat capability. Impact
is defined in FAIR as probable loss magnitude.

FAIR also breaks down impact into more detail subfactors. For the purposes of this example, let’s
collapse those factors into a single measure. I also use the same terminology I referred to earlier for this
model for simplicity’s sake. FAIR also uses frequency in its risk modeling. Frequency refers to the count of
observable events, which is great when doing quantitative analysis with past data driving your calculations.
For this example, I am going to stick with likelihood since we’re still doing qualitative analysis and it refers to
the future probability of an event.

Remember, your risk model needs to fit your organization and in some cases, your organization’s way of
expressing things. Although some audits prefer to stick to the book definition of a formal risk model, you can
still modify things as needed. You just need to be clear and consistent in how you do your risk assessment.
Remember, the process should be repeatable by someone else.

Note More information about factor analysis of information risk (FAIR) is at the FAIR Institute
(www. fairinstitute.org).

Qualitative Example

Tables 5-3, 5-4, and 5-5 walk through an example of some risks for a typical organization.
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Table 5-3. Sample Qualitative Risk Table: Part 1, Vulnerability
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Risk Scenario

Control Resistance

Threat Capability

Likelihood of Vulnerability

Malware infection on a
desktop PC

Insider steals source
code

Office intruder steals a
laptop with data

Denial-of-service
attack against web site

Moderate: AV resists 75%
of all attacks

Weak: No controls for
insiders

Moderate: Door entrance
is partially staffed

Weak: No controls
beyond basic firewall

Strong: Lots of new

malware out there

Moderate: All internal users

have read access; only two
sysadmins with full access

Moderate: It doesn’t take

much beyond daring to

steal a laptop

Strong: A distributed DoS

attack would overwhelm us

Moderate: Subfactors
moderate and strong

Moderate: Subfactors
strong and moderate

Moderate

Moderate High

Table 5-4. Sample Qualitative Risk Table: Part 2, Threat

Risk Scenario

Contact Likelihood

Attack Likelihood

Likelihood of Threat

Malware infection on a
desktop PC

Insider steals source
code

Office intruder steals a
laptop with data

Denial-of-service
attack against web site

High: Malware is always

coming in

High: Internal users in
constant contact with

source

Moderate: Some crooks
working downtown

Low: We mostly fly

under the radar

Very high: Lots of web-

based and e-mail malware

Very low: Low chance of
insiders; small user base

High: If a crook gets in,

there are lot of nice laptops

to steal

Low: Our site is pretty
boring and static

High: Both subfactors
high

Unlikely: Very low chance
despite high contact

Likely: Subfactors
moderate and high

Unlikely: Both subfactors
low

Table 5-5. Sample Qualitative Risk Table: Part 3, Risk

Risk Scenario Likelihood of Likelihood of Threat Likelihood Impact
Vulnerability
Malware infection Moderate: High: Both subfactors Likely Significant: could slow
on a desktop PC Subfactors weak  high productivity for days
and strong
Insider steals source Moderate: Unlikely: Very low Moderately Highly significant: Our
code from CVS Subfactors weak  chance despite high  unlikely source code is key to our
and strong contact business
Office intruder steals Moderate Likely: Subfactors Moderately Significant: Laptops cost
a laptop with data moderate and high  likely $ and could have data
on them
Denial-of-service Moderate High Unlikely: Both Moderately Insignificant: We don’t
attack against web site subfactors low unlikely care if our web site is

offline for a bit
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Quantitative Example

With some work, you can convert these qualitative measures to quantitative calculations of frequency based
on real-world data. Some of the data can come from your asset analysis, some from vulnerability scanning,
and some from industry reports. Tables 5-6, 5-7, and 5-8 look at the malware threat, but narrow the threat
contact vector for simplicity. We're just going to look at browser-borne infection via web drive-by.

Table 5-6. Sample Quantitative Risk Table: Part 1, Vulnerability

Risk Control Resistance Threat Capability Likelihood of Vulnerability

Malware infection on a Our antivirus has been 75% of company browsers  40% likelihood from
desktop PC via web rated 85% effective fully patched and hardened  (1-0.85)+(1-0.75)

Table 5-7. Sample Quantitative Risk Table: Part 2, Threat

Risk Contact Frequency Attack Frequency Frequency of Threat

Malware infection on 500 users surfing 1in 1000 web sites have 20 web malware hits per day
a desktop PCviaweb  approx. 40 sites per day malware per industry reports

Table 5-8. Sample Quantitative Risk Table: Part 3, Risk

Risk Frequency of Likelihood  Likelihood Impact
Vulnerability of Threat
Malware infectionon 20 hits perday ~ 40% Almost 1% per day, or $600 in IT cleanup
a desktop PC via web 4% per week; probable  costs, lost productivity

infection every 5 months

In this example, I made up numbers roughly based on industry data; however, much of that data—and
more—is out there. Here are some external resources for data:

e  Microsoft Security Intelligence Report
https://www.microsoft.com/security/sir/default.aspx

e  Akamai State of the Internet: Security report
https://www.akamai.com/us/en/our-thinking/state-of-the-internet-report/

e  (Cisco Security report
http://www.cisco.com/c/en/us/products/security/annual_security

report.html

¢  Symantec Security Threat Report
http://www.symantec.com/security response/publications/threatreport.jsp

e  Mandiant Intelligence Center Report
http://intelreport.mandiant.com
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e  Virus Bulletin Effectiveness Results
https://www.virusbtn.com/vb100/latest_comparative/index

e  AlienVault Open Threat Exchange
https://www.alienvault.com/open-threat-exchange

e  Health and Human Services Breaches Affecting 500 or More Individuals
https://ocrportal.hhs.gov/ocr/breach/breach_report.jst

These are just simple examples but should mostly show you that it isn’t that hard to do a decent risk
analysis. There are entire books, classes, certifications, and user organizations focused on calculating and
presenting IT risk results. At some point in your IT security journey, it might be helpful to check them out.

FURTHER READING

e CERT Insider Threat Center
http://www.cert.org/insider-threat/cert-insider-threat-center.cfm

¢ Northwest Hospital, Successes and failures apprehending malware authors
http://www.planetheidi.com/Pompon-VB2010.pdf

e Society of Information Risk Analysts
https://www.societyinforisk.org/

e  FDIC Cyber Challenge: Exercise
https://www.fdic.gov/regulations/resources/director/technical/cyber/
purpose.html
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CHAPTER 6

Scope

Just boil the ocean.

—Will Rogers, American humorist,
A proposed solution to the threat of submarines (1917)

Scope, simply, is what you care about protecting based on what your compliance and risk analysis uncovers.
The assets, processes, and personnel in the scope are where you focus your controls to reduce risk. Since
itisn’t always feasible to defend all your assets from all the threats, scope answers the question about what
must be protected. The following are some examples of scoped assets:

e Cardholder data, financial transaction data, protected health information
e IT systems storing, processing, or transmitting data under scope

e  Software running on those IT systems

e Infrastructure supporting those IT systems

e  Facilities housing those IT systems

e  Personnel managing and operating those facilities and systems

e  Processes and procedures describing operations related to those facilities, systems,
and personnel

Developing Scope

It is important that the scope developed accurately reflect the logical, physical, operational, and human
factors of an organization. Furthermore, a scope with respect to audit has a time-dimensional component as
well, referring to when things fall under scope. A good definition of the process comes from PCI DSS: “The
process of identifying all system components, people, and processes to be included in a PCI DSS assessment
to accurately determine the scope of assessment.”’

There are many factors that drive scope analysis within an organization. Certain industries, as
discussed in Chapter 1, have specific compliance requirements they must obey that may mandate specific
scope definitions. For example, a merchant accepting payment cards is required to have a PCI DSS scope.
Sometimes scope encompasses an entire organization and sometimes it covers only a single business unit.

'PCI DSS v3.2 Template for Report on Compliance,” Section 3, Description of Scope of Work and Approach Taken,
https://www.pcisecuritystandards.org/documents/PCI-DSS-v3_2-ROC-Reporting-Template.pdf
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If your scope is not well defined and controlled, auditors can redefine the boundaries. You may have
built a security program based on the assumption of a particular scope. If you missed something, an auditor
could determine that your scope is incomplete— and that there are other things in scope that haven’t been
protected. Worse, because of this oversight, you could be missing vital controls and oversight over those
overlooked areas. For example, you limited your scope to a single set of servers that process and store
payment cards, forgetting about the tape backup system that has copies of all the stored cardholder data.
What if you didn’t set up proper access control or encryption on that backup system? Not only would you
have an audit problem, but the cardholder data is at risk of exposure as well. A correctly defined scope can
save you time and money because you can focus your efforts on the right things. An incomplete scope can
turn an audit into a struggle if things that you didn’t expect to be audited suddenly did.

Scope is critical to the design of the IT security program because it shows where the work needs to
happen. Scope also features prominently in most published audit reports. It is possible and sometimes
desirable to have multiple scopes for different audits in the same organization. They can even overlap, as
shown in Figure 6-1.

- PCI DSS Scope Y

Remote
E-Cosrnilr:eroe :
tewa
= . Marketing &
Sales
/ I1SO 27001 Scoped to Software development \
| ]
/ SSAE 16 SOC 1 Scope N
Accountin E-mail
Code Payment server . Servers
repository processing

server

Finance &
Accounting

Software Development
Team

L

Figure 6-1. Overlapping scopes

The ultimate scope design depends heavily on the focus, boundaries, risks, and the compliance
requirements of the organization. This necessitates a closer look at compliance requirements.
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Compliance Requirement Gathering

If you don’t know the legal and regulatory compliance requirements that you are subject to, then it is

very hard to define a scope. If you remember from the first chapter, there are a large number of possible
requirements regarding IT security. I will not rehash them here, but instead focus on the three types of audits
that this book covers.

The SSAE 16 SOC 1 covers the Sarbanes-Oxley legal requirements for publicly held companies. PCI
DSS covers the payment card contractual requirements for organizations issuing, accepting, processing, or
storing payment cards. Many compliance requirements can be satisfied with an SSAE 16 SOC 2/3 or an ISO
27001 scoped to the chosen services.

The products, services, locations, and processes in the scope can also be determined by customer
requirements and contractual terms. For example, a Software-as-a-Service (SaaS) company may be required
to follow PCI DSS because one of its customers is using the hosted software to store cardholder data. The
SAAS company did not set out to be PCI DSS compliant when it built its service offering, but a customer’s
chosen usage model has brought their systems under scope.

Z.ero in on PII

After you've looked at your organizational, compliance, and customer obligations, then the next big thing
to look at for scope is personally identifiable information (PII). This is the private information that can
be traced back to an individual. In many jurisdictions, PII usually originates with a full name plus some
other confidential identifier. It can also include things like usernames and passwords. There are varying
definitions of what is considered as private information, depending on standard, regulation, or law. In
general, a single piece of information that distinguishes one individual from another can be considered an
identifier. In some contexts, even things like telephone numbers, e-mail addresses, and facial photographs
can qualify as confidential data that must be protected. When thinking about what to put in scope or not,
consider how someone would feel if his or her information was published on your web site for all to see and
index. If it would make a reasonable person angry and possibly litigious, you should consider putting that
data into scope. The following are some examples to help figure this out.

Identifying information

e  Full name

e  Date of birth

e  Social Security number

e  Passport number

e  USstate ID or driver’s license number
Personal information that when combined with identifying information can be considered PII

e  Date of birth

e  Personal identification numbers (PIN)

e  Name of spouse or family members

e  Vehicle registrations

e  Bankaccount numbers

e  Payment card data
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e  Spousal information

e  Children’s information

e  Military records

e  Religious preference

e  Gender

e  Race/ethnicity

e Image of signature

e  Mother’s maiden name

e  Medical insurance number

e Information that relates to an individual’s past, present, or future physical or mental
health or condition, the provision of health care to the individual, or the past,
present, or future payment for the provision of health care to the individual, and that
identifies the individual or for which there is a reasonable basis to believe can be
used to identify the individual.? Any information an individual gives to related to a
financial product or service, or related to a transaction involving financial products
or services. Biometric data such as fingerprints, photographs, or voice recordings.

Things that might be considered in some jurisdictions as personal even though they are routinely
shared openly or are available from public sources

e  Home telephone number

e [P address

e  Home mailing address

e E-mail address

e  Marital status

e  Employment history

e  Property ownership records

e  Place of birth

e  Educational history

e Maiden name

e  Names of banks used
Things that would not be considered personal information

e  Work address

e  Work telephone number

2HIPAA Privacy Rule definition of protected health information.
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PCI DSS scoping

The PCI DSS audit scope if focused primarily on payment card data and the systems and processes in place
to protect it. This is pretty much everything associated with a payment card, both visible and invisible,
which is referred to as the cardholder data environment (CDE). Per PCI DSS, the data in scope encompasses
cardholder data (CHD) and sensitive authentication data (SAD). Cardholder data includes the primary
account number (PAN), which is the payment card number. Cardholder data can also include the PAN along
with the cardholder name, expiration date, and/or service code.

Sensitive authentication data is defined by the PCI DSS as the “security-related information (including
but not limited to card validation codes/values, full track data (from the magnetic stripe or equivalent on a
chip), PINs, and PIN blocks) used to authenticate cardholders and/or authorize payment card transactions.”

In addition, PCI DSS requires you to protect the data scanned off the magnetic stripe. The tiny three- or
four-digit code on the back of a card is used for authentication. Like a password, it must be kept so secure
that it can never be saved in long-term storage (okay in memory, but never to disk).

Although not part of PCI DSS (since we are talking about payment cards), you should also be aware the
printing the last four digits of the card number along with the card expiration date on a receipt is a violation
of Fair and Accurate Credit Transaction Act (FACTA).?

"

SSAE SOC 1 Scoping

Remember that the overarching goal is to curb fraud, misuse, and loss of financial transactions. Specifically,
the SOC 1 report is intended to be an “evaluation of their internal controls over financial reporting for
purposes of comply with laws and regulations such as the Sarbanes-Oxley Act and the user entities’ auditors
as they plan and perform audits of the user entities’ financial statements.”* This is why SSAE 16 SOC 1
audits are scoped for financial systems and the services that support them. Primarily, this scope covers
products and services used by customers, and includes key systems, processes, and operations that affect
those scoped products and services. Any messaging or workflow systems related to financials can also fall
within scope, such as the system used for customer orders or the system used for purchase orders. Scope
also includes any IT services pertaining to these applications, such as change control, backup, and software
development. Any system that holds or processes significant financial reporting elements can cause a
misstatement in financial reporting and is considered a material weakness.

Supporting Non-IT Departments

All of these types of audits pull the IT department into scope, but don’t forget the other departments.
Departments that support key processes and controls may also be in scope. For example, since human
resources is typically responsible for hiring and background checks, their processes need to be in scope. Call
centers can easily fall into a PCI DSS scope if they are involved in taking, recording (both digitally and on
audio), or looking up customer payment card numbers.

Double Check

One thing about making decisions on scope is that you should never proceed alone. Your legal department
can also help. You may need to explain how the technology works and draw some diagrams, but working
with legal can give you a better picture. Scope is also something that you should run by management and
system owners before you finalize it. There may be specific business requirements that management will
want to move in to (or move out of) scope that you didn’t know about.

*https://en.wikipedia.org/wiki/Fair_and_Accurate_Credit_Transactions_Act#Truncation_of_credit_
and_debit_card_numbers
*http://www.aicpa.org/InterestAreas/FRC/AssuranceAdvisoryServices/Pages/AICPASOC1Report.aspx
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Writing Scope Statements

The scope definition must be absolute and exact, as audits are built upon the scope statement. Since
organizations can have complex and intertwined processes, the boundaries of the scope need to define
exactly where the audit should stop, with the assumption that controls are in place to enforce boundaries.
SSAE 16 and ISO 27001 auditors review the scope statement in meticulous detail. There should be no
ambiguity in interpretation that could lead to audit or control gaps. Scope statements must be easily
understood for ISO 27001, SSAE 16 audits, and PCI DSS Report on Compliance (PCI DSS ROC), since
they are featured on the front page of the reports. The statement should include the business process or
organizational units as well as the locations involved. Here are a few examples:

e The information security management system for the protection of client
information held in the file server systems operated by the Wichita office (ISO 27001)

¢ The information security management system that supports and protects the
confidential information related to the clients of Dewey Fleecem & Howe Attorneys
at Law, stored at its domestic and international offices and business continuity sites
(ISO 27001)

e The global services for customer service centers located in Honolulu, Hong Kong,
New York, Sao Paolo, Paris, and Mumbai (SSAE 16)

e  The hosted systems supporting the MYZER Financial System (SSAE 16) at all
locations of Puget Regional Bank (SSAE 16)

e  The City of Gotham Department of Accounting Services and Computer Services’ IT
environment (SSAE 16)

Control Inventory

The things that reduce risk to assets are controls. In an IT security program, controls are built to support
control objectives, which are goals supporting the objectives. We’ll get more into control objectives later
in the book. Right now, you need to know that controls are important in protecting scoped assets. It's very
helpful to understand the controls that you have already as you define scope.

There are a few ways to look at controls. There are administrative controls, which describe processes and
policies; technical controls for IT systems; and physical controls. Another way to look at controls is their function:
preventative controls try to stop a risk from occurring, detective controls alert when risk events occur, and
corrective controls repair the impacts from risk events. You can map these all together, as shown in Table 6-1.

Table 6-1. Examples of Controls

Control Type  Administrative Technical Physical

Preventative  Acceptable usage policy, Antivirus software, firewalls, Door locks, security
change control policy, passwords guards, fences
security awareness training

Detective Access rights review, Intrusion detection systems, Burglar alarms,
unauthorized change uptime monitoring, dataleak  surveillance cameras,
reviews, audit log reviews detection temperature monitors

Corrective Business continuity plan, Back up tapes, failover ISP Fire suppression,
incident response plan, NDA connections, laptop tracking generators, exploding dye
lawsuits software packs
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Control Effectiveness and Efficiency

Once you are satisfied that a control is operating consistently, another consideration is how efficient the
control is. Efficiency is not a requirement for most audits, but it is a powerful concept for your security
program. But what is good? A useful way to look at this is to examine control effectiveness and efficiency.
Control effectiveness refers to both a control’s coverage (the amount of scoped assets that it covers) and its
strength or stopping power. Some auditors think in terms of strong vs. weak controls. Usually, preventive
controls are considered stronger than detective and corrective controls. Control efficiency is really control
effectiveness divided by cost—or simply, the bang per buck.

How do you measure control effectiveness? For technical controls, vulnerability testing and penetration
testing can give you a good idea of what works and what isn’t working so well. Many of the resources in the
last chapter can also provide hard data on control effectiveness. Here are a few organizations that publish
analysis reports on the effectiveness of many technical controls and security tools.

e  Virus Bulletin (https://www.virusbtn.com)
e  West Coast Labs (http://www.westcoastlabs.com)
e ICSALabs (https://www.icsalabs.com)

Your controls analysis is also important once you establish governance (explained in the next chapter)
and you need to bolster or change controls to achieve your control objectives. You should document the
results of your controls analysis, because it is an audit requirement for ISO 27001, as well as a good idea.

Scoping Adjacent Systems

Once you've defined on your scope, some systems and processes are clearly under scope while others

may be harder to decide upon. For example, say you're scoping a payment card-processing environment.
Obviously, the servers and databases doing the actual card processing are in scope. However, is the storage
area network providing the disk space for them in scope? Yes. Are the system administrator workstations?
Yes, if they have direct access to the cardholder data environment. Is the corporate file server in scope? It
could, ifit is also on the same network as the storage area network in the CDE. Adjacent systems can fall
into scope if they have unbounded access to systems in scope. An indirect path to the scoped systems is just
as important as a direct path. The key is how you manage access to the scoped systems. If the pathway to
scoped systems is access controlled, perhaps by a fingerprint-scanning gateway, then the scope can end at
that gateway. Figure 6-2 is a diagram that illustrates this concept.
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Figure 6-2. Scoping adjacent systems

Trace a line from a system; if it can touch the systems in scope unimpeded or with a key to the lock, then
it’s in scope. If it's not (shaded systems), then it’s out of scope. Notice how the system controlling the access
and its supporting infrastructure are also in scope. This is a nuance that eludes some people, so remember
that. If an unauthorized person can affect the access control system, then they could get access to the rest of
the scoped environment. This is why access control systems must be controlled as well.

Scope Barriers

Once you define a scope, you need to build a barrier around it and manage access. If you can’t erect a strong
barrier, then detailed monitoring and logging can be used as compensating controls. If everything within
the scope is so important that it needs to be protected, this implies that everything outside the scope is less
important and not as well protected. Any unauthorized access or changes that happen outside scope should
not be allowed to contaminate the scoped assets. This can get tricky when you look at how porous the scope
barrier might need to be. Personnel, data, and requests for service could all pass back and forth through a
scope boundary as needed. Controls need to be placed on all of these flows.
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Technical Barriers

As we are dealing with IT systems, let’s look closely at the technical controls that you can use as choke points
in a scope boundary.

Network Barriers

The most common scope boundary tools are network security devices. The ideal is air gap separation,
where there is no connectivity at all between scoped systems and the other systems. Often this is infeasible.
The most useful device here is a firewall, though this can get expensive when you need to segregate large
numbers of systems with a lot of data flow. Virtual LANs (VLANs) that run off managed switches are a useful
compromise. However, remember the scoping rules around access control infrastructure; the switches
themselves fall under scope.

Logical Access Barriers

Authentication systems should be segregated across scope barriers. It can be very challenging to properly
secure the same Active Directory (AD) tree for both scoped and non-scoped users. Remember that
infrastructure supporting access control into scoped areas is also under scope. You will find it easier to have
separate domains or AD branches for each trust zone. It’s best for you to use strong authentication into
scoped zones, such as two-factor authentication.

Application Barriers

Logical access within applications is highly variable in terms of form and function. Nevertheless, the

general rule is that administrative access to scoped applications must be controlled. This can mean either
restricting administrative access to scoped or trained individuals, and/or only allow administrative access
from controlled subnets. You need to control the ability to modify data or logs within an application as

well. For scoped applications, even normal user application access should be subject to reasonable access
controls, such as username and password. Automated data integration and feeds from sources outside of
scope also need to be controlled; not only for authentication but also for the quality of the data. It’s helpful if
applications push their data feed out from secured scoped zones, rather than requiring that untrusted clients
pull data.

Combined Technical Barriers

Figure 6-3 is a simple diagram pulling all the technical controls into a single scope perimeter. You may
notice that there are many firewalls in this diagram. They need not be physical appliances, but could be
virtual firewalls or subinterfaces. The administrative access is done through jump workstations in their own
segregated zone. Administrators authenticate to the jump machine and then move through into the scoped
secure zone.
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Figure 6-3. Example of technical barriers supporting scoped environments
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Physical Barriers

There should be physical controls to separate scoped equipment as well. Sometimes the scoped hardware is
already secured in a dedicated collocation facility. Otherwise, locking the server room door and controlling
access to the keys can be done. In the case of shared server rooms, locking cages and racks can be used.
Buildings on lower floors with windows are also a consideration. Don’t forget supporting infrastructure, so
cabling and power should also have some physical controls protecting them.

Process Barriers

Just like everything else, you should control business processes as they cross the scope barrier. In Figure 6-3,
you can see how two common processes are supported. One is change control, where administrators can use
the jump workstations to pull code changes from code repository and then push them to the e-commerce
servers. I cover more of this change control process in Chapter 13. The second is how payment data can be
pushed from an e-commerce database to the payment database, with a final push to the accounting server.
In general, you should be pushing or reaching out from the scoped environment, as opposed to having
unscoped (and less trusted) machines pulling or reaching in.
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Third-Party Process Dependencies

The most difficult processes to manage with scoped systems are processes involving third parties. In some
cases, third parties can even be different divisions of the same organization that are not directly under the
control of the group being audited. A common third party is the collocation company used to house the
scoped equipment. In all of these cases, the requirement is to segregate them as much as possible by using
the previously mentioned controls. Additional processes for managing risk with third parties are discussed
in Chapter 23.

Scoping Hints

Although we have introduced some controls here, later chapters get into more detail on their
implementation and uses. One thing to remember with scopes (and all security) is that you do your best and
refine later. Over time, as successive audits and business cycles are run, you may want to change scopes and
move scope barriers. That is natural and a good way to evolve your IT security program. This is covered more
in Chapter 7, which focuses on governance.

Start Small and Expand

If possible, start as small as possible. It’s not always feasible or easier, but you can reduce scope by
centralizing assets and departments. Look for redundancies and dispersed systems and see if you can
consolidate them. It may also be possible to scope to one facet, location, or division of the business, and
then build upon that after things are working. To do this, you may need to merge and split departments and
personnel, which can be messy and complicated. However, some organizations realize some efficiency gains
by restructuring to support dedicated departmental functions.

But Not Too Small

A scope that is too small can be more trouble than it’s worth, especially if you're dividing an organization
with firewalls and segregated processes. Sometimes it’s just easier to put an entire company in scope, wrap
the barriers around the external perimeter, and go from there.

Simplification

You can reduce a scope by eliminating superfluous access. It sounds simple, but it can be difficult to take
something away from someone that they're used to having. For example, I have seen some organizations
where the entire development team had full root access to all the servers. This put that entire team, and

all their systems, in scope for audit. Removing that access immediately simplifies everything, if you can
convince the development team they can still get their job done. If someone’s job doesn’t require them to
have access, they should not have it. Even if they only require occasional access, perhaps some new process
can replace the always-on access.

Sometimes after analysis, you may find some processes or systems that are too expensive to keep in
scope. These could be systems with a wide surface area and are spread around everywhere. These could be
fragile or immature functions that are difficult or expensive to secure and contain. These could be things that
are distant and out of your direct control, yet you are still dependent on. There could also be things that are
new or subject to rapid change, so they're hard to pin down. The question to ask is whether you eliminate
these processes all together. I have seen cases where companies ceased or modified a line of business
when confronted with the high cost of securing them. Another way to eliminate a process is to outsource it,
pushing the security and compliance requirements to someone else.
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FURTHER READING

Guide to Protecting the Confidentiality of Personally Identifiable Information

(PI) 800-122
http://www.nist.gov/customcf/get pdf.cfm?pub_id=904990

Open PCI Scoping Toolkit
https://www.isaca.org/Groups/Professional-English/pci-compliance/
GroupDocuments/OpenPCIScopingToolkit.pdf
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CHAPTER 7

Governance

Amateurs talk about tactics, but professionals study logistics.

—General Robert H. Barrow,
USMC (Commandant of the Marine Corps) noted in 1980

How do you win in a game where the landscape is constantly changing and your opponents look for new
ways to trip you up? Like Fort Pulaski, the defenses of yesterday become useless against today’s threats. What
good is planning if everything you're using can be made obsolete overnight?

Let’s step back and talk about the concept of tactics versus strategy. Some people use the terms
interchangeably, but there is a distinct difference. Strategy refers to long-term plans towards a set of goals.
Tactics are the short-term things you do to achieve those goals. Since it’s in the quote by General Barrow, I'll
define logistics as well. Logistics is how we coordinate resources to support the tactics in accordance with the
strategy Say your mission is to capture a castle. Your strategy is this: we plan to invade the castle indirectly
using subterfuge. However, your tactics are this: we are going to pretend to lay siege to the castle but we’'ll
also send a disguised messenger in with a fake letter from the enemy king giving the garrison permission to
surrender. The logistics would involve forging the letter and disguising the messenger. By the way, this really
happened in 1271 to a Crusaders castle.! It's another great story to add to your war chest of security anecdotes.

Therefore, in IT security, our tactics are how we deal with risks: implementing controls like firewalls,
antivirus software, password schemes, and encryption. Tactics will change as the risks and technologies
change. Your strategy is how you analyze and assess risks, set scopes, and define goals. Strategy defines how
your organization decides which risks should be eliminated and which you should just live with. Logistics
flows from that strategy to supply resources to perform the tactical work. IT security governance concerns
defining your strategy and logistics. Strategy and logistics shouldn’t need to change as much as tactics.
Tactics will always be changing, as the threats and landscape changes.

For IT security, management is at least as important as technology. Technology is powerful but must be
properly selected and used in order to be instrumental in stopping attackers. Governance is about ensuring
that adequate and proportional security measures are acquired and managed by the organization. Governance
defines who does what and when, so that security is properly addressed. Most importantly, governance creates
and promotes the security goals, as there is no universal thing as secure. What is acceptable as secure has
to be defined based on an organization’s threshold of acceptable risk. Lastly, governance is means that the
organization authorizes and commits to the IT security program from the highest levels of management.

Some organizations will outsource their tactical tasks, but strategy is your own. You can bring
consultants and advisors to help you build a strategy, but just as the risk is yours, so should be the plan in
dealing with it. Luckily, there are great road maps on how to organically grow a governance process that fits
your organization’s needs.

'https://en.wikipedia.org/wiki/Fall_of_Krak_des_Chevaliers
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Governance Frameworks

There are many ways to do IT security governance. Some may fit your organization more naturally than
others may. Here are some of the major governance frameworks:

e National Institute of Standards Cybersecurity Framework
http://www.nist.gov/cyberframework/

e  Control Objectives for Information and Related Technology (COBIT)
http://www.isaca.org/COBIT/pages/default.aspx

e  Health Information Trust Alliance (HITRUST)
https://hitrustalliance.net/hitrust-csf/

e ITILISO 27001
http://www.iso.org/iso/home/standards/management-standards/iso27001.htm

Choose your governance system with care. Once a system like this is in place, they are hard to replace.
This is especially true if you're in the middle of an audit period. Over time, systems can grow and force you to
do things the way the system wants, not necessarily the way you want.

The ISMS

We talked about the focus of different audits in earlier chapters, like how the SSAE 16 SOC 1 is focused

on financial records and the PCI DSS is focused on payment cards. ISO 27001’s focus is on IT security
governance, which they call the Information Security Management System or ISMS. Since ISO 27001 has a
pretty good model for security governance, this chapter will follow its path in building a governance system.

The ISMS Governance Strategy

Briefly, governance is the work of a cross-functional team that manages the IT security program for an
organization in a continuous process of analysis and actions. Governance according to the ISMS approach
uses the Deming Cycle of continuous improvement, also known as Plan-Do-Check-Act (PDCA). The
following is the action plan for getting an ISMS off the ground:

1. Establish the ISMS.
a. Setup an ISMS security steering committee.
b. Draft a charter defining the steering committee’s roles and responsibilities.

c. Obtain executive management’s approval of the charter and the security
steering committee.

2. Plan. The steering committee commissions an analysis of assets and compliance
requirements. It publishes security goals and scope based on these.

3. Do. The steering committee and related stakeholders commissions an analysis of
risk and controls. It reviews these in light of the security goals, decides upon risk
treatment options, and assigns work to be done based on them.

4.  Check. The steering committee commissions an analysis of control effectiveness
and appropriateness within the organization against the previously published
goals and scope.
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5. Act. The steering committee adjusts the risk treatment plans accordingly to
ensure that goals are being met. The steering committee then returns to step 2
and begins the Plan phase again to continue refinement and improvement of the
security program.

Let’s break each of these down now.

Establish the ISMS

The ISMS is a key part of your strategy for the management of risk in your organization. Before you get
started on the Plan-Do-Check-Act part of the ISMS, you need to set it up. This involves forming the steering
committee, assigning key roles, drafting your charter, and getting organizational buy-off on the endeavor.

The ISMS Steering Committee

When doing IT security, you never want to go it alone. Security is hard, but things get much easier with
awhole team pulling together. A strong team is a multi-disciplinary team. Having team members with
different skills and different perspectives of how the organization runs will make identifying risks and
treating them much easier.

IT Security

Who should be on the ISMS steering committee? You need some obvious members, like the chief security
officer (CSO). The CSO will lead the committee and be responsible for setting the agenda and running

the meetings. Please note that the CSO is a role that I am using for convenience not necessarily a title. The
CSO'’s job title could be security manager, information security officer, IT security lead, or even network
security potentate. The title isn’t as important as the role, which belongs to the most senior individual in the
organization responsible for managing the IT security program.

Other Security Departments

You should also include any other security departments, such as the leads representing the other domains
of security outside of IT. For example, you should include someone from either physical security or facilities.
If there is a head of business continuity or disaster response, they should be included as well. In smaller
offices, business continuity and physical security duties usually fall onto the office manager, who would

be an excellent addition to the ISMS committee. Some organizations have a separate department (and
requirement) for data privacy, so they should be involved as well.

Leadership

An absolute requirement would be representation from the executive leadership of the organization. Ideally,
the higher ranking the better. If you can get someone who represents the organization’s board or the CEO, that
would be best. Sometimes you can'’t get so lucky, so the CIO or VP of IT may be the best you can get. Whoever
this is, their role is to put executive authority behind the committee decisions and to supply the necessary
resources (budget and people’s time) to getting things done. Without explicit and concrete executive support,
an ISMS will stall before even getting off the ground. Until that happens, all of your efforts will be an academic
exercise with little or no real impact to the organization. At the very least, the committee’s work should roll up
to the CEO for formal acceptance of risk. The CEO’s job is to ensure the safety of the organization, even if he or
she can’t or don’t have time to participate in the day-to-day work committee.
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Audit

As part of the Plan-Do-Check-Act, you should have a representative from the Check phase of the cycle.
This means an internal auditor on the committee, or at least an occasional report to the committee from
the external auditors. They provide an independent assessment of the progress towards the ISMS goals. As
members of the committee, not only could they provide direct feedback on control shortcomings, but they
can also provide insight into the design of security program metrics to measure and track effectiveness.
Note that if you are doing an ISO 27001 audit, you are required to have an internal audit role within your
organization. Chapter 22 is entirely focused on internal audit.

Specialized Departmental Roles

Other appropriate organizational experts should be part of the ISMS committee. You'd want to have
someone from the legal team to weigh in on proposed policies as well as to navigate the complex shoals of
liability that can arise from IT risk. The legal team can also act as an authority on compliance regulations and
contractual issues involving IT. Since IT risk translates to financial risk (as well as financial expenditures), a
representative from finance is a strong addition. With so many security policies involving how staff perform
their job, a member from the human resources department is another key role. HR becomes especially
important when security policy violations involve employee disciplinary measures, as well as IT security
initiatives that touch employee privacy.

IT

Since we are talking about IT security, you will want at least one person from the IT department on the
committee. Some organizations are large or tech-oriented enough that there may be several different groups
of IT personnel. So maybe you'd want one person each from software development, IT operations, the

help desk, and projects. Or perhaps you don’t want to load up your committee with techies, so you could
have one person who could represent all of those teams, such as the IT director. It all depends on your
organization and its culture.

Major Departmental Heads

The ISMS committee should have representative from a cross-section of business within the organization.
These are the department heads who represent the important business processes and user communities that
are affected and protected by the ISMS. In larger organizations, these department heads are likely already
meeting for other reasons. In that case, you could use that forum as an opportunity to get their feedback

and opinion on risk matters. These department heads act as system owners, weighing in on decisions and
analyses tied to the daily business of the organization. Without them on the committee, you risk doing
things in a vacuum and failing to engage user’s support. As my old boss used to say, without input from the
business, your security program will be like throwing sod down on cement and expecting it to grow.

ISMS Committee Guests

In addition to the standing membership, the ISMS committee could benefit from occasional guest members
or speakers. These members can come both inside and outside the organization.

Inside the organization, you can include other department heads not formally in the ISMS committee.
Perhaps these departments don’t even have a strong IT presence within the organization, but could
still provide some new insights or warnings. This could include marketing, sales, customer service,
manufacturing, academics, research, transportation, or even the cafeteria. You could also look at asking one
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of your standing department heads to bring in a representative from one of their underlying sub-departments.
For example, facilities could bring someone from janitorial to talk about what goes on after dark. The IT help
desk could bring in a support phone tech to talk about how they do password resets over the phone. The idea
is to keep the ISMS fresh with new ideas and leave no stone unturned when it comes to possible internal risk.

External expertise is also valuable to the ISMS committee. If an ISMS is just starting out and all the
participants are new the process, then having a security consultant on the committee would be extremely
beneficial. If there is outside counsel with expertise in areas of the law beyond your in-house knowledge,
this person would be a good drop-in member. Subject matter experts could guest lecture on occasional
topics as well. This could include key vendors, technical consultants, regulators, and even cyber-cops. I have
seen several federal cyber-police agencies willing to go onsite to organizations and provide advice on the
protection of critical infrastructure. Do you remember the security organizations that I discussed back in
Chapter 1? They are a good source for these kinds of speakers.

Also remember that the ISMS committee is as organic as your security program itself. The membership
will ebb and flow, as your organizational and security needs change. It is not a fixed committee but one you
can add and change members on over time.

Duties of the ISMS Committee

The duties of the ISMS committee are to work together to do the following:

e  Provide the authority and leadership for IT security for the organization. To lead and
to lead by example with respect to security.

e Incorporate IT risk into overall organizational risk plan that may include other forms
of risk beyond IT.

e Decide on what is acceptable and unacceptable risk for the organization based on
regulations, compliance requirements, contractual agreements, and organizational
needs.

e  Ensure for planning and budgeting to provide sufficient resources to control
unacceptable risk in the organization.

e  Ensure that there are adequate policies and procedures created, maintained, and
enforced to control unacceptable risk in the organization.

e  Provide reports to senior leadership on the health of the ISMS, including audit status.

e Agree on new and proposed changes to high-level security policy for the
organization.

e  Approve security policy exceptions and perform formal risk acceptance when
needed.

e  Sponsor and oversee security control projects and ensure that adequate resources
are available to complete them.

e  Review security incidents and security policy violations.
e  Take an active role in major security breaches and breach notifications.

e Review security and audit scope changes including assessing new and changing
third-party relationships.

e  Assistin the recruiting, hiring, and the succession of the CSO.

e  To stay abreast of major security, compliance, business, and asset changes within the
organization to facilitate optimal decision-making.
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Key Roles

Now that you have the membership of the ISMS committee established, what are everyone’s roles?

CSO

As we discussed earlier, the CSO is the top security person leading the ISMS committee. This means
setting and running the agenda for the meeting, as well as keeping the discussions on topic. As the most
knowledgeable expert in IT security in the group, she should also act as teacher and explainer for the rest.
The CSO should make sure that the committee reviews critical policy and control project proposals at the
appropriate time. Since the CSO is running the ISMS as part of her day-to-day job, she is likely the main
point of contact for all ISMS committee business and communication. The CSO also directs the various
assessments, including the risk, asset, and compliance analyses. The CSO has the functional responsibility
for security, she is charge of directing the IT and security administrators to implement and maintain the
controls. The role of CSO is so important that this role should be part of the CSO’s job description. The
CSO’s authority is derived from a formal delegation of authority from the head of the organization. This
can be direct or indirect via a chain of command, but the ultimately the CSO has been officially tasked with
security by the leader of the organization. This authority can be documented in a memo, in the ISMS charter
(endorsed by leadership), in their job description, or all of the above.

Asset Owner

The asset owner is the one responsible for the security of their assets. They empower and delegate the task to
the CSO to find and reduce risks to their assets and associated business processes. The asset owner provides
support and resources for the CSO to do her job. The asset owners are also the ones who help determine
the information classification of the data within their systems. If they appear to be making ill-informed or
irresponsible choices, the CSO (and perhaps the legal department) needs to educate them on the possible
consequences of their decisions.

The ultimate asset owner on the ISMS committee is the leadership role or C-level executive. That role
is the asset owner of the entire organization and would have final say on support and resources allocations
for the CSO, which is probably no different from their role outside of the ISMS committee. By default, this
person is also ultimately responsible for ensuring that risk is kept to minimum acceptable levels and nothing
goes horribly wrong. Again, this is probably not different from their role outside the committee. Be aware
that there will be struggles with asset owners and security requirements. Asset owners may occasionally
resist security control work and operations due to their own priorities. For example, they may not want their
systems down for an urgent zero-day patch if they are facing their own deadlines. The ISMS committee
forum is one place that these requirements can be resolved. For ideas on how to manage these obstacles, see
Chapters 8, 9, and 10.

Asset Custodian

The Custodians are the people who manage and take care of the assets for the owners. Generally, this means
the IT operational personnel. Their role is to implement, operate, and maintain the various defined controls
that manage risk to the assets. They are responsible for maintaining the control operational records, which
auditors may need to review. They must also report any deficiencies or deviations to defined risks, assets,
and controls to the CSO so they can be dealt with. Custodians also work ensuring information is maintained
according to data classification policies set down by the ISMS committee. Upcoming chapters go into the
specifics of how controls can be implemented and maintained.
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Asset User

Asset users can refer to anyone in the organization, whether or not they are a member of the ISMS
committee. The asset users are anyone who uses the IT assets defined in the scope of the ISMS. They
are responsible for exercising due care to protect the assets by following the ISMS defined policies and
operational procedures. Upcoming chapters define how asset users are educated on and managed with
ISMS rules of conduct.

Auditor

The auditor role is the tester of the ISMS. Their job is to monitor the ISMS and report on deviations and
shortcomings of the process. Because they are in a watchdog role, they must be independent and not in the
chain of command of any of the ISMS custodians or the CSO. This role is not the same as penetration testers
or vulnerability assessors, which are usually hired by the CSO to test for vulnerabilities from outside the
organization. Auditors are given full authority to see everything going on within the organization at any time.
The trade-off is that auditors are not allowed to implement or maintain controls. They are testers only. This
function is described in more detail in Chapters 21 and 22.

Roles and Responsibilities Diagram

The RACI diagram is a helpful tool for managing roles and responsibility. It is a responsibility assignment
matrix named after the four commonly assigned duties: Responsible, Accountable, Consulted, and
Informed. They are described as follows:

e Responsible: The person(s) assigned to work on this task
e Accountable: The person(s) in trouble if the task isn’t done correctly

e  Consulted: The person(s) contributing information to this task

Informed: The person(s) who need to be updated about the task

Figure 7-1 shows a RACI diagram for the ISMS for the Plan-Do-Check-Act process.

Senior ISMS Steering Assetowners CSO, Auditors
leadership committee Custodians (IT) (Internal,
External)
Planthe ISMS Accountable Responsible Consulted Consulted Informed
Do the work of Accountable Responsible Consulted Responsible Informed
the ISMS
Checkthe ISMS Accountable Informed Informed Informed Responsible
Act on the Accountable Responsible Consulted Consulted Informed
results of the
ISMS

Figure 7-1. RACI diagram for the ISMS for the Plan-Do-Check-Act process
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ISMS Charter

Now that you've hammered out an ISMS committee, you need a document defining your ISMS. The ISMS
charter formalizes the ISMS and lays out the scope, roles, goals, frameworks, and operational details of the
steering committee. It can even specify the risk assessment methods and acceptance criteria.

Sample ISMS Charter

Information Security Management System Charter for Puget Regional Bank
The purpose of the Information Security Management System (ISMS) is to:

To ensure confidentiality, integrity and availability of sensitive information of Puget
Regional Bank, its customers, and business partners

To ensure management and employee accountability for information resources
including assets and information entrusted to them

To ensure compliance with legal and regulatory requirements
To eliminate or minimize risk to Puget Regional Bank's IT resources

To reinforce Puget Regional Bank'’s core ethical values

Sponsorship: The Chief Technology Officer (CTO)

Scope: Puget Regional Banks’s scoped assets

The ISMS Committee: An ISMS committee will be formed to define and lead the ISMS. The ISMS
committee will be responsible for:

Setting goals for security projects and program

Defining organizational policy regarding IT security based on those goals
Communicate with leadership and the organization regarding the security goals
Strive to achieve those goals by defining control objectives for risk treatment

Measure the effectiveness and performance of the controls and control objectives

The committee will annually review membership and recommend changes after considering the needs for
continuity and expertise as well as the need to encourage change and opportunities to participate. The Office
of the CTO will provide administrative support.

The current ISMS membership includes:

88

IT Security Officer (ISO) - Chair

Director of IT Services - Co-chair, CTO proxy
Puget Regional Bank Lead counsel

Lead Internal Auditor

Director of Continuity of Operations
Director of Bank security

Director of Customer Services

Director of Remote Customer Services
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Director of Credit Services
Director of Mortgage
Director of Collections

Director of Human Resources

Meetings: The 3rd Tuesday of the first month of the annual quarter. The committee can have emergency
meetings if any member calls one
Decision-making: Decisions by consensus of the ISMS committee with disputes taken to the CTO for

resolution

Attendance: Regular attendance by ISMS Committee members is mandatory. ISMS Committee members
can designate proxies to attend in their stead if unavailable.

ISMS Committee members can invite additional attendees as appropriate

Communication: In addition to this charter, membership list, schedules, and other docs will be posted
on the ISMS Intranet web site. During the next meeting, the meeting minutes from the previous meeting will be
approved and posted on the ISMS Intranet.

ISMS Strategy: To achieve its stated purpose:

The Puget Regional Bank ISMS program will employ a risk-based approach to
analyze, and compare threats to and vulnerabilities in, information resources with
respect to their criticality and value to Puget Regional Bank.

e The ISMS program will also determine compliance with country, community,
federal, state, and other regulatory information resource requirements. The
results of the risk assessment will be used to determine appropriate, cost-effective
safeguards and countermeasures.

All assessment findings and recommendations, as well as the safeguards, procedures
and controls implemented, will be documented and reported to the Puget Regional
Bank Chief Technology Officer.

The Internal Audit department will maintain an ongoing assessment program to test
and evaluate the effectiveness of preventative, detective, and corrective information
security controls to ensure their continued effectiveness against evolving risks and
threats.

The Puget Regional Bank ISMS will be managed by security policies.

The IT Security Department will work with various departments as necessary to
develop and maintain comprehensive security standards and procedures designed to
implement this security strategy and security policies.

The ISMS Committee will accept requests from any business unit, group, or
department to add or make modifications to security policies or controls.

o The ISMS Committee will address requests at their discretion based upon an
analysis of the request.

Puget Regional Bank’s IT Security Policy will be available to all Puget Regional Bank
personnel via an Intranet-based application, or other appropriate medium.

e Puget Regional Bank personnel will be informed when policies or control
standards are created or changed.

e A communication plan will be developed for security policies, standards, and
procedures.
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Obtain Executive Sponsorship

The final piece of establishing the ISMS is to get executive management approval of the charter and the
security steering committee. As you can see in the sample ISMS charter, the executive sponsor for Puget
Regional Bank is the chief technology officer, which in this example is a bank senior vice president. You will
want your sponsor to be as highly placed as possible in the organization. You will find it also helpful if that
sponsor appreciates the gravity of an IT security program and can provide guidance to its operation.

Plan: Implement and Operate a Security Program

Now that the ISMS is established and the committee is up and running, the committee can get to work. The
first step is to plan how you are going to deal with the risks.

Now the committee needs to make sure that it has an accurate and timely analysis of assets and compliance
requirements. If the committee doesn’t have them, then the ISMS committee needs to kick off a project to have
them done. It’s likely that your organization has already done something along the lines of asset analysis, as most
normal IT departments have some kind of inventory. The ISMS committee can brainstorm an initial compliance
analysis be in a short session or two. What you don’t want to do is sit around for months waiting for analyses to
be completed before taking action. A little work yields decent and usable results right away. The committee can
spin-off projects to get better data later. The plan will never be perfect anyway, so why wait?

Decide upon and Publish the Goals

The committee can now take the ISMS charter’s goals and make them a little more specific, which will form
the basis of your security policy and organizational communication. This also illuminates the scope, as you
are getting specific about requirements.

Based on the Puget Regional Bank ISMS charter example, this could be a published goal:

Puget Regional Bank will strive to adhere to the Sarbanes-Oxley and Gramm-Leach-Bliley
Acts by protecting the confidentiality, integrity, and availability of its financial systems and
customer data. Security, privacy, accuracy, and uptime are the goals of Puget Regional
Bank and its IT systems.

The use of saying will strive indicates that you will put serious effort into achieving these goals, but
you are not necessarily guaranteeing that you will succeed perfectly for all time. You should always assume
breach, but still try your best to avoid it. This is different from when you write internal policy statements,
which use clear directives regarding mandatory duties such as “should, will, must, shall”

Please note that this goal includes two different overlapping compliance requirements, which is
common in complex environments. We could have just as easily added PCI DSS to that list as well, since
there are probably payment card numbers involved in some financial transactions.

This goal can be the preamble when you publish your security policy and do your security awareness
campaign. It's important to communicate this goal to everyone. You are going to ask every user and IT to do
some kind of work on security. Explain to them why this matters.

Define Control Objectives

With goals, you can begin to draft control objectives, which are the specifics with respect to assets and
requirements. The organization builds controls to achieve those control objectives. Consider the following
Puget Regional Bank sample assets in Table 7-1.
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Table 7-1. Assets and Control Objective Requirements

Assets Requirement

Databases with customer data records Confidentiality, integrity, availability

Customer-facing web site Integrity, availability

The following are some potential control objectives based on these two assets and requirement
combinations:

e  Controls provide reasonable assurance that physical and logical access to Puget
Regional Bank databases and data records are restricted to authorized persons.

e  Controls provide a reasonable assurance that all changes to the Puget Regional
customer web site are approved and performed by authorized personnel.

e  Controls provide reasonable assurance that Puget Regional Bank critical systems and
infrastructure are available and fully functional as scheduled.

For an SSAE 16 SOC 1, these kinds of control objectives are a critical part of the audit. The SOC 1 is both
the most flexible and most challenging in this aspect. You have the privilege and the burden of writing your
own control objectives. For other audits, the compliance framework dictates a specific control objective. This
is the first objective for SSAE 16 SOC 2 and SOC 3 under security:

Security commitments and requirements are addressed during the system development
lifecycleincluding design, acquisition, implementation, configuration, testing, modification,
and maintenance of system components.

Under the PCIDSS, this is the first of 12 control objectives (called a requirement in the standard):
“Install and maintain a firewall configuration to protect cardholder data.”

Underneath that control objective (or requirement), the PCI DSS specifies a dozen or so specific
controls that need to be in place to support it.

In ISO 27001:2013, there are 14 control groups that are analogous to control objectives. With the ISO
27001, you need to create a document called a Statement of Applicability based on these control groups.
We'll get into that soon.

Assignment of Role and Responsibility

One thing to keep in mind when working on control objectives is to think about how you are going to achieve
them. This means formally assigning the control objectives to someone to work on and then requiring a
continuous monitoring process. It's common for the ISMS committee to assign the majority of IT Security
control objectives to the CSO. This is a big reason why you have the formal CSO role. Left to themselves,
most people neglect risks that aren’t directly their problem. They're probably already busy doing something
else. Formal assignment of roles helps minimize that.

Do: Risk Treatment

Now that you have a defined goal and scope, you can map your risks and controls to them. Like before, if you
haven’t done a risk assessment or a controls analysis, you absolutely need to do them now. Again, if you don’t
have time, then brainstorm a qualitative assessment for now, while commissioning a more detailed one that you
can use in the near future. You'll be repeating this planning step at least once a year, so you can expect things to
change anyway. Now you can pull all of these things together and build a risk table as shown in Table 7-2.
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Table 7-2. Sample Risks and Controls Table

Asset Require Risk Controls
Databases with Confidentiality, integrity, Malware infection Antivirus software,
customer data availability firewalls, limited
records access
Application attack None
Insider theft or sabotage Limited access,
background checks
Physical theft or damage Locked server
room door, fire
suppression
Accidental data leak Limited access
Corporate web Integrity, availability Defacement Firewall
site

Integrity, availability

Denial-of-service attack

Firewall, redundant

ISP

Given this, the ISMS committee can determine if these controls are sufficient to lower these risks to an
acceptable level. This calculation can be done out-of-band by the Security Officer and then presented to the
ISMS committee for review and approval. Only the most tech- and security-savvy ISMS committee is going
to sit through the process of analyzing controls and risks for each scoped asset. However, the committee
does have to buy-off on the analysis, since they recommend and sponsor control projects to close those
gaps. Table 7-3 demonstrates how this can look.

Table 7-3. Risk and Control Analysis of Effectiveness

Asset Require Risk Controls Effectiveness
Databases Confidentiality, Malware infection Antivirus Acceptable
with customer integrity, availability software,

data records

Corporate
web site

Corporate
web site

Integrity, availability

Integrity, availability

Application attack

Insider theft or
sabotage

Physical theft or
damage

Accidental data leak

Defacement

Denial-of-service
attack

firewalls, limited
access

None

Limited access,
background
checks

Locked server
room door, fire-
suppression

Limited access

Firewall

Firewall,
redundant ISP

Deficient (no controls
applied)

Insufficient risk
coverage

Insufficient risk
coverage

Insufficient risk
coverage

Insufficient risk
coverage

Acceptable
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Asyou can see, the ISMS committee has found that a number of risks are not being sufficiently
addressed. The next big question to address is what to do about them?

Risk Treatment

After you've looked at your risks and current controls, the ISMS committee will likely discover controls that
are managing risks insufficiently. They basically have four choices at this point:

e Ignore the risk, pretend that you never saw it, and hope that it will go away
e Accept therisk and hope that it never happens

¢  Eliminate the risky activity

¢  Reduce the risk through controls

Since ignoring the risk is a great way to end up in an extremely embarrassing and expensive litigious
situation, most ISMS committees don’t go there. Negligence is when you fail to do what is reasonable to
prevent something bad from happening to others. Organizations are sued and fined for negligence.? Ignoring
risks is negligent. I'm pointing this out because some organizations can ignore risks and get in trouble. This
usually happens by accident because they are so disorganized or their security programs are so ineffective.
You won't be like that, though.

That leaves choosing between accepting the risk, eliminating the risk, and risk reduction. Nevertheless,
before we get into these choices in detail, you need to be aware that people can be irrational when dealing
with risk. An apocryphal study found that people spend more for flight insurance coverage for “death by
terrorism” than they would for a more inclusive policy that covers death for any reason. People can get
stunned by scary headlines about large breaches and make judgments on small sets of data, especially large
impacts are concerned. There is a tendency for people to overly focus on the magnitude of an impact and
ignore the probability. Some unscrupulous vendors even use this technique in their sales and marketing
material. In the security industry, this is called Fear Uncertainty and Doubt (FUD) marketing. It’s not a
rational or efficient way to make risk decisions. Remember that if you spend your money dealing with a few
unlikely but high impact risks, you may not have enough to deal with the numerous common threats. This
can lead to a death by a thousand cuts.

Risk Acceptance

An ISMS committee may want to accept certain kinds of risk. Risk acceptance is the deliberate and carefully
considered formal act of declaring that an organization will deal with the consequences of a risk impact.
This is not ignorance, where you pretend the problem doesn’t exist. This is a conscious choice, documented
in writing, that the risk is acceptable. This is usually done for risks that where the impact or likelihood is
small. It can also be done for risks where the cost of managing that risk is higher than the impact.

For example, a company may say that it is accepting the risk of a super-typhoon wiping out its Hong Kong
sales office; the impact is potentially high, but the likelihood is somewhat low. There are already controls for
normal typhoons and the sales functions aren’t critical to company operations, so for now the risk is accepted.

When doing risk acceptance, the ISMS committee must be very explicit about documenting what they
are accepting and why. The criteria for accepting risk should also be formalized, so that auditors and other
interested third parties can review the decisions. To an outsider, risk acceptance can look like negligence to
customers, auditors, or regulators. If something goes wrong on a risk you've accepted, then you really better
be ready to deal with the consequences. Be very sure about your impact calculation. Lawsuits and failed
audits are not pleasant experiences.

*https://www.ftc.gov/news-events/blogs/business-blog/2015/12/wyndhams-settlement-ftc-what-it-means-
businesses-consumers
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The ISMS committee should track and review accepted risks at least annually. Risks can change for a
number of factors, both internally and externally, and the ISMS committee should revisit and re-decide on
the risk acceptance.

Lastly, once a small risk is accepted, there is a tendency for people to think that a precedent is set and
all similar small risks should be automatically be accepted. Remember risk is cumulative, like drops of water
in a bucket. The more little risky things you accept, the more risk you take on as a whole. A lot of little risks
are as bad as one big risk. Don’t fall into the trap of saying “We allowed this thing, so we might as well allow
more like it” It all adds up. If you're doing quantitative risk analysis, you can calculate this cumulative risk.

Risk Elimination

There have been times when an organization did a risk analysis on a particular process and decided to drop
that process entirely. The risk could simply be too high and the cost of reducing that risk just not worth it.
Maybe the process is not that critical to the organization. In some cases, the organization may find a way to
redesign or reorganize the process so the risky functions are no longer performed. Perhaps the process could
be folded into another function, and the risk moved that way.

This kind of work can involve research, experimentation, thorough analysis, and imagination. Moreover,
sometimes the resulting product does not reduce the risk in any significant way. Systems interact, both
internally within the organization, and externally with the outside world. Risks almost never live in isolation
and solutions can sometimes produce newer and bigger problems. In any case, risk elimination means that
this particular risky process and its assets are shut down and with them, the associated risk. From an IT
security perspective, this is the optimal solution. Unfortunately, the organization may have different priorities.

Risk Reduction with Controls

This is the most common choice that people make when confronted with risk. It’s likely that your
organization is already trying to reduce perceived risks with controls. It's become automatic to install
firewalls, passwords, and antivirus for IT systems. It’s a suboptimal solution because the risk is rarely
reduced to zero, but it’s the generally accepted solution and is often good enough. Let’s revisit the sample
table of risks for Puget Regional Bank. In the analysis, several risks were not reduced enough by controls:

e Application attacks against the database and customer records

e Insider theft or sabotage against the database and customer records
e  Physical theft or damage of the database and customer records

e Accidental data leaks of the database and customer records

e  Defacements of the corporate web site

The ISMS committee can now propose new control projects for these risks. At this point, the ISMS
committee does not have to select a particular control. It merely needs to decide that someone owns the
project of reducing this risk through controls. The committee usually assigns these controls projects to the
CSO to oversee, with the various departments doing the work. This is probably a good time for another RACI
diagram. In Table 7-4, I present a different format of RACI diagram, breaking things down by risk.
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Table 7-4. RACI Diagram of Top Risks

Risk Responsible Accountable Consulted  Informed
Application attacks Developers CSO Database ISMS committee
owners
Insider theft IT CSO HR ISMS committee
Physical theft Facility security CSO IT (owns ISMS committee
the server
room)
Accidental leaks IT CSO Users ISMS committee
Defacements IT CSO Marketing  ISMS committee
(who owns
the web
site)

Often a risk can be reduced by using many different types of controls. It may take some work to
determine which control works best in your organization. For example, with the Application attack, risk
against the database could be reduced by hardening the software with the programming work done by the
developers (as shown in the preceding example). Alternatively, perhaps IT could install an application-
aware filtering firewall or proxy in front of the database to stop attacks before they get there. For the physical
theft risk of the databases, facilities could add better door locks or IT could implement database encryption.
An ISMS sub-committee may have to do a bit of work to find a solution that is acceptably efficient and
effective. Control design is covered more in Chapter 12.

Risk Transfer

There is actually a fifth option, which is a hybrid of risk elimination and risk reduction: risk transfer. For a risk
transfer, you transfer either the impact or risky activity itself out of your organization. Many companies choose
to outsource their payment card operations for this reason. They haven't fully eliminated the risk, because
their customers will still be angry if hackers steal their credit cards. However, the outsourcing company can be
contractually bound to pay for the damages if this happens. The trick is estimating the impact so that the party
taking on the risk transfer can properly compensate you. You also can try to transfer to a third party that could
lower the likelihood of the risk occurring as well. A third party payment card hosting company will likely have
better controls in place than in this area and (hopefully) be fully PCI DSS compliant. So you can hope that not
only is the impact transferred, but the likelihood has been reduced by superior controls.

Another way to transfer risk is to simply buy cyber-insurance against the risk. There were already
many insurance options for disaster related IT risks. Now many hacking or data breach risk premiums are
available. Be warned however, insurance companies may interpret a covered loss much differently than you
might. You should make sure that your policy really covers what you think it does before you consider a risk
transferred. In addition, many insurance underwriters perform an audit much like we are describing in this
book of your organization’s IT security program to calculate the cost of your premiums. Depending on the
risks and the state of your organization, you may not save much money.
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Documenting Risk Treatment

Once all of this done, the ISMS committee should document their proposed risk treatments. For each risk
listed, the ISMS committee needs to commission a plan. Revisiting our risk list from Puget Regional Bank,
let’s make a new table. Here in Table 7-5, we see the ISMS commiittee has decided to transfer the risk of
physical theft by moving the servers to a co-location facility. They have also decided to accept the risk of
insiders as the nature of the system makes controlling that risk prohibitively expensive.

Table 7-5. Sample Risk Treatment Table

Risk Asset Treatment Description

Application attacks Database and customer  Controlled Developers recode app
data to reduce vulnerabilities

Insider theft Database and customer  Accepted Cost and complexity of
data controls too high (see

attached report), IT
reduces access to only
core team, access logging
provides audit trail, ISMS
committee revisits this
risk in three months

Physical theft Database and customer  Transferred IT has a project (see
data attached plan) to move
servers to Glenda ISP
secure colocation facility

Accidental leaks Database and customer  Controlled IT installs a data leak
data prevention tool to scan
for customer data in
e-mail

Defacements Customer-facing web site Controlled IT performs regular
vulnerability scans and
patching

Statement of Applicability

As we noted earlier, the formal ISO 27001 standard requires a document called a Statement of Applicability
(SoA). This looks a lot like Table 7-6, except it focuses on controls instead of assets, so make control reference
the first column. The SoA is a why-we're-doing-this strategy (and in some cases, it's a why-we’re-not-doing-
this) document with the respect to controls. You create it by going through a list of best practice controls and
map risks and requirements to them. Table 7-6 is an example based on Table 7-5.
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Table 7-6. Sample Statement of Applicability

Control Risk Compliance Effectiveness Justification/Description
Security Application SOX, GLBA Deficient Developers will
requirement attacks against recode app to reduce
analysis and database and vulnerabilities
specifications customer data

Administrator  Insider theft of GLBA Insufficient Cost and complexity
and operator database and of additional controls
logs customer data too high (see attached

report), IT will reduce
access to only core
team, access logging will
provide audit trail, ISMS
committee revisits this
risk in three months

Equipment Physical theft GLBA Insufficient IT has a project (attach
protection of database and summary of a plan)
customer data to move servers to
GlendaNet’s secure
colocation facility
Electronic Accidental leaks  GLBA Insufficient IT will install a data leak
Messaging of database and prevention tool to scan for
customer data customer data in e-mail

The ISO 27001 standard strongly encourages you to use the ISO 27002 list of security techniques as your
best practice controls list, but it’s not an absolute requirement. ISO 27001 does require you to explain, formally,
why you aren’t using a particular control in their best practice list. For example, say you intend to use the PCI
DSS as your list of controls in your ISO 27001 (killing two birds with one stone), you need to either include the
controls in ISO 27002 that are missing from the PCI DSS or write a few paragraphs for each missing control
justifying why you're not using it. The most commonly acceptable reason is that the controls would apply to a
non-existent or unscoped process. No auditor is going to be satisfied with you saying you're not doing a control
because it’s too expensive or too difficult to implement. That starts to smell like negligence.

Check: Monitor and Review Security Program

This being the world where you should assume breach, it’s unlikely that a control will reduce a risk to zero.
Therefore, once the controls are implemented and running, they should be monitored for effectiveness and
appropriateness. These are two different measures. Effectiveness measures how well a control is functioning
within the organization. Appropriateness is measuring how much that control actually reduces risk. Often
people make the mistake of only measuring effectiveness, but not looking at what the outcome of the risk
reduction effort. For example, “In the past three months, we have reduced our malware infection rate by
20% (appropriateness). Our antivirus control is now active on all servers, based on the Q2 internal audit
(effectiveness).”
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The committee can compare these measures against the actual cost of a control to determine if the
control should be replaced or the risk treatment changed. This is explored in much more depth in Chapter 22
on internal audit.

Act: Maintain and Improve Security Program

The last step in the cycle is for the committee to adjust the ISMS based on the information found during
the Check phase. The goal is continuous improvement of the security program—improving not just the
effectiveness and appropriateness of the controls, but also reducing the cost of controls. Anything can be
adjusted not just controls but scope and goals. This is covered in more detail in Chapter 24.

FURTHER READING

e The Deming Wheel
https://www.deming.org/theman/theories/pdsacycle

¢  FDIC Technical Assistance Video Program: Cybersecurity
https://www.fdic.gov/regulations/resources/director/virtual/governance.html

e  Responsibility assignment matrix
https://en.wikipedia.org/wiki/Responsibility assignment matrix
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CHAPTER 8

Talking to the Suits

A ship in harbor is safe, but that is not what ships are built for.
—John A. Shedd

Many years ago, the CTO asked me to a give a five-minute presentation to the rest of executive leadership
regarding the recent risk analysis my team had completed. It was a huge project for the security team,
spanning months of work examining every possible IT risk to the company we could imagine. The

final report was nearly 50 pages long, filled with quantitative details on multiple sources of threats and
multifaceted impact calculations. This was my first appearance before the entire executive team in a single
room. Since I had only five minutes, I condensed our results into a handful of slides covering the top three
risks. I arrived early and set up my laptop and the projector. As the execs strode into the boardroom, the CEO
noticed my title page, “The Top Risks to the Company.” He asked as he sat down, “Oh, you're going to talk
about our competition?”

I'was stunned. No, my presentation covered things like earthquakes, stolen laptops, and malware.
More importantly, he was right. I was the tail wagging the dog. IT security risk is important, but it might
not represent any of the fop risks to the company. We were a growing startup just starting to gain traction
in the marketplace. Losing enough key sales could mean a downward slide for the entire venture. It was an
epiphany for me. Security is there to serve the business, not the other way around.

Ultimately, I did come to understand that security was important for the organization, but only because
it was important to customers. Having strong protections in place to guarantee privacy and availability were
good, being able to demonstrate to the outside world was better. After that, I framed all my messaging that
way. This meant in addition to building a strong security program, I would pursue audits and certifications
for the sales and marketing team to show off. When I talked to management, I emphasized the effect a
breach would have on corporate reputation. I would talk up how a security project could provide new
secure customer services and raise reliability. I studied our competitors’ security efforts and made sure
that we matched or exceeded them. Once I knew what mattered to the organization and aligned my work
accordingly, I had no trouble getting budget or support for my security program.

When Security Appears to be Anti-Business

IT security and audit sometimes have the reputation for being anti-business. It isn’t hard for me to rattle off a
list of common complaints.

e  Security puts us behind the curve. You block new technology all the time with the
reason “because it isn’t safe.”

e  Security always says “No!” They kill so many good ideas. Now we don’t even tell
them what we’re doing anymore.
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e  Security is sore loser. When their objections are overridden, they say things like,
“You're going to do that insecure thing even after we told you how dangerous it is?
You'll be sorry...”

e  Security yells at us when we're the victims. I was just surfing the Web trying to find
something and my browser got hacked. Now I don’t have my laptop and I'm being
told I was a careless newbie.

e  Security is always pushing obsolete and convoluted solutions down our throat, like
making us create and remember weird passwords or making us patch all the time.
My computer spends more time patching than doing useful work.

The worst is when security is seen as the Department of No. It’s easy to see how a lot of that happens.
Business units are often told to find new ways to make customers happy with no restrictions on IT risk or
compliance requirements. If security doesn’t find out until after something is already rolling along with a
lot of organizational momentum, then the security requirements appears as the obstacle. The security team
is seen to rush in and try to put the brakes on before something terrible happens. Sometimes it seems like
management, by accident or design, has set up an adversarial relationship. It’s a tough burden to be the
person telling people they can’t do something. But isn’t security the final word on what happens or doesn’t
happen?

Who Really Decides?

The ISMS steering committee represents the leadership of the organization. If the committee was formed
properly, there is either executive management in the committee, or they have the authority of management.
There may also be times when members of the committee would present results and decisions to the

entire leadership of the organization, such as the board of directors or CEO. The entire point of the steering
committee is to make sure IT security properly supports and empowers the organization’s business. IT
security’s role in all of this is to present and explain IT security issues so that leadership can decide what to
do about them.

Security explains what needs to be done, laying out the costs, the reasons, and the timing. Leadership,
through the committee or alone, decides on a course of action. Sometimes that action could be too risky
for the security representative. In that case, the security officer needs make the matter clear with no
misunderstanding. Ending that misunderstanding is a critical part of the security job. Once matters are
understood, if management still decides otherwise, then that’s what the organization wants. Like it or lump
it, that’s the way it is.

Likewise, security solutions must fit the culture of the organization. IT is there to fulfill their needs and
run business processes, which means taking on risky behavior. To succeed, sometimes organizations have to
push beyond the safe boundaries and do risky things.

Since every organization is different, how does the security team find this understanding and make
use of it?

Understanding the Organization

The obligation is on the security team to understand the organization, not the other way around. If by luck,
the organization is willing to learn and understand IT security, then the security team must do its patient
best to explain things to them as many times and as many ways as they are willing to endure. The security
team should not speak in terms of IT security, remembering that even words like “risk” may have a different
meaning. In finance, risk can be seen as attractive because high risk often entails high reward. You must
translate things into the language of the organization. How do you do that? By finding out what is important
and exploring how security affects organizational goals. You begin by asking.
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How to Ask

Before learning what to ask; it’s important that you understand kow to ask. Many IT security professionals
used to be IT professionals, and very few IT professionals are famous for their charm and charisma. Speaking
to machines all day will do that to you. So let’s go over a few basics on asking questions.

The first rule is obvious but is still worth stating: when you ask a question, be sure to listen to the
answer. While they are speaking (even if you didn’t ask a question), take notes, preferably on paper. Do
not type answers into a device. It’s distracting, slow, noisy, and people may think you're reading your
e-mail. Write notes on paper or pay close attention and remember. Listen to their entire answer before you
speak again. Speaking of speaking again, if they're describing a problem, it’s not helpful to try to top their
problem with a bigger problem of your own. This is an investigation, not a complaint competition. After
they describe their problem, you may either ask a question related to what they’ve just said or confirm that
this is everything. If they are done, summarize what they’ve just told you in your own words. Not only is this
good for understanding of the issue, but it builds rapport with the other person. Note that this technique is
useful beyond asking questions of executive leadership. It is useful for a broad range of communication with
humans and humanoid life forms. It’s worth practicing, even if you think you’'ve mastered it. You can also
work on ascertaining how confident or satisfied they are in the answer they are providing.

Who Do You Ask

When learning about an organization and its processes, anyone is fair game. You definitely should ask
your boss and your peers. When you're doing your risk, asset, and compliance analyses, you'll have a great
excuse to talk to every major department head. The same goes if you're working on a business continuity
plan. Whatever