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Introduction

Learn how to protect, back up, recover, and monitor your data and infrastructure in the Cloud with
Microsoft’s Operations Management Suite (OMS), Azure Backup, and Azure Site Recovery.

Implementing Operations Management Suite starts with an overview of the Operations Management
Suite, followed by several chapters that uncover Azure Backup and how to configure it, followed by deep
dives into aspects of Azure Site Recovery (ASR). This includes how it works, how to configure it, how to
streamline your disaster recovery failover from on-premises to Azure, as well as how ASR can be used to
migrate (lift-and-shift) from Amazon’s AWS or VMware infrastructures. Learn about protection groups, how
to perform planned and unplanned failover, and more.

The author, Peter De Tender, Microsoft infrastructure expert with 20 years of experience and who
recently joined Microsoft Corp's AzureCAT GSI team as Azure Architect/Program Manager, takes you
through the necessary theory and background on each topic, along with clear, hands-on step-by-step lab
guides to help you implement and configure each feature yourself. You'll also find out how to estimate your
platform costs when using Azure infrastructure components, making this book your one-stop guide to the
latest disaster recovery services in Microsoft Azure.

By going through this book, you will learn:

e  How to understand current concepts and challenges in IT disaster recovery

e  How to monitor your IT infrastructure, both running on-premises or in a
hybrid/public Cloud by using Operations Management Suite

e  How to protect your data by leveraging the powers of Azure Backup and its
configuration options

° How to protect, recover, and monitor your environment with Azure Site Recovery,
and the configuration options available

This book is especially for IT professionals and IT decision makers who are interested in learning about
Operations Management Suite, Azure Backup, and Azure Site Recovery, in order to build and/or optimize
their IT disaster recovery scenarios.
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CHAPTER 1

Introduction to OMS

The way IT infrastructure has been managed in the last decade is undergoing a serious change, based on the
following domains:

e Businesses require a faster time to market

e  More and more IT assets, resources, and applications are shifting to a “Cloud”
infrastructure

e IT needs to provide more detailed insights, support predictability, and control of IT
e  Businesses are adopting micro-services and containers
e IT “management as a service” is a reality

Now, if we think about modern IT management, what should this look like? At first, it should support
different infrastructures. Starting from an organization's own datacenter, integrating with service providers'
datacenters, and providing monitoring information from public Cloud infrastructures like Microsoft Azure,
Amazon AWS, and others. On a more technical layer, it should support both Windows Servers and Linux,
whether installed as physical servers or running on virtualization technologies like Microsoft Hyper-V,
VMware, or other hypervisors.

And this is exactly what makes Microsoft Operations Management Suite an ideal candidate, as it
perfectly answers these needs.

If you are wondering how Microsoft Operations Management Suite can be of help, know that more and
more business departments are turning their heads towards shadow-IT, public Cloud IaaS (Infrastructure as
a Service), and SaaS (Software as a Service) solutions that can be acquired almost in the same easy way as
installing an app on your mobile device; so basically, there is no longer a need to the support the internal IT
departments anymore.

Some organizations already recognize this issue and are taking the necessary steps to create a more
agile IT alternative within the organization. IT departments need to get back in the game by investigating
new innovations that support applications and services that drive business needs and support business
growth.

Microsoft OMS (Operations Management Suite) is a Cloud-based monitoring and management solution
for any IT environment. They can be small or big, and primarily run Microsoft technologies or a combination
of multiple operating systems like Linux, VMware, and OpenStack. Whether your assets are running in a local
datacenter or completely in a public Cloud infrastructure like Microsoft Azure or Amazon AWS or in a hybrid
topology, it doesn't matter. Each provides different insights into your organization’s IT landscape.

Before going into more detail about each of these, there is something else I want to talk about first.

When I heard of Microsoft Operations Management Suite the first time, about two years back, I
immediately thought it was the Cloud replacement for the other famous Microsoft monitoring solution,
System Center Operations Manager (SCOM). To be honest, up to a certain level, there is a lot of overlap
when only thinking about the monitoring features. However, the interesting thing is that OMS actually

© Peter De Tender 2016 1
P. De Tender, Implementing Operations Management Suite, DOI 10.1007/978-1-4842-1979-9_1




CHAPTER 1 * INTRODUCTION TO OMS

allows for a tight integration with System Center Operations Manager in your datacenter, as well as providing
automation, in a similar way as System Center Orchestrator provides in an on-premises configuration.

Note To set things straight from the beginning, Microsoft Operations Management Suite is not the Cloud
replacement of System Center Operations Manager, but more about that later on.

Now that this main misconception has been clarified, I'm sure I have your full attention to continue
reading and learning all the great things that the Operations Management Suite offers you.

Shifting Needs in IT Management

As I already mentioned in the first paragraphs, there is a continuous change in the way IT management is
shifting:

e  Third-party companies are offering Management as a Service (MaaS).

e  Customers want a faster time to market when they are deploying new IT assets and
applications.

e  More and more companies are executing Cloud migrations; and not just Microsoft
Cloud, but "any Cloud," whether public, private, or hybrid.

e  Organizations always want to get a better view of IT management, mainly from a
business perspective.

e Nowadays, applications and Cloud services are more and more offered as so-called
micro-services and containers, taking some or all of the control away from the IT
department. And they don't want to give up control.

Then again, management should be available from any Cloud, no matter what resources or services
are running there. On-premises datacenter management should provide a centralized support mechanism,
taking all components in the monitoring and management stack. To optimize IT services, automation and
orchestrated operations are becoming critical. If the organization is using resources from the public Cloud—
think of Microsoft Azure, Microsoft Office 365, or Amazon Web Services to name just a few—IT organizations
still require an almost identical level of management and reporting about the overall health state of these
public Cloud resources, no matter where they are running.

Why Use OMS?

I'hope the first few paragraphs made you wonder about different issues or challenges in the modern IT
management operations, showing you how Operations Management Suite can be of help here.

Some of these challenges can easily be solved (or at least up to a certain level, which is probably different
for each individual organization) by understanding some of the core characteristics of Microsoft OMS.

Easy to Use

OMS management runs from an administrative portal, running in a browser as shown in Figure 1-1. This not
only avoids conflicts and issues with certain other applications running on the management station, it also
allows for remote management. As long as an IT admin has an Internet connection, it should be possible to
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log on to the portal. Another advantage is that you don't need to prepare a complex infrastructure in your
local datacenter to allow for providing management.

AD Assessment Automation

ptitautomation

My Dashboard

LeL
11
&

Alert Management Backup Change Tracking

q’ POTBackup

Solutions Gallery

Usage
MB & 3

Figure 1-1. Microsoft Operations Management Suite dashboard

Next to the administrative portal from a browser, the OMS product team also built a mobile client,
which is working on iOS, Android, and Windows Mobile. For more information on the mobile app features
and download links for the different platforms, have a look at the following URL:

https://www.microsoft.com/en-us/cloud-platform/operations-management-suite-mobile-apps

Easy to Deploy

OMS can be deployed in minutes instead of days (or even weeks in certain more complex environments).
Basically, all information is coming from an OMS agent, which can be installed locally on a Windows or
Linux machine, or you can configure a direct integration with an already running System Center Operations
Manager in your datacenter. The OMS management and monitoring portal is build around “tiles,” which
refer to so-called Solution Packs (see Figure 1-2).


https://www.microsoft.com/en-us/cloud-platform/operations-management-suite-mobile-apps
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Figure 1-2. Built-in solutions gallery showing OMS Solution Packs to install

It is by using these Solution Packs that your logged information gets translated to an easy-to-understand
dashboard. When your infrastructure is growing, whether on-premises or in some Cloud, it should be
enough to deploy an OMS agent on the additional Windows or Linux machine, to immediately start
receiving logging information from it.

In the next chapter, I show you how these OMS agents can be deployed in different ways.

Ready for Hybridization

As 1 already pointed out in the first few paragraphs, OMS supports multiple Clouds, multiple operating
systems, and can also integrate with System Center Operations Manager. While this is not a must, as you

will find out in the next chapter, it somehow is built to integrate with an existing System Center Operations
Manager infrastructure, if you want to get all details about your on-premises infrastructure. The alternative is
deploying OMS agents to your Hyper-V hosts or individual virtual machine guests.

I have deployed the Operations Management Suite already in a Cloud-only setup, relying on the
provided Solution Packs and by installing agents on Hyper-V hosts, where other setups are based on the
System Center Operations Manager integration.

Directly from within the Operations Management Suite dashboard, an administrator can download and
install the OMS agent for Windows or Linux server platforms or configure the integration with System Center
Operations Manager (see Figure 1-3).
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Attach any Windows or Linux server or client. Attach your management groups or your entire Operations Manager
deployment with just a few clicks.

1 SERVER CONNECTED 0 MGMT GROUPS CONNECTED

View Documentation

Download Windows Agent (64 bit)

Download Windows Agent (32 bit)

GET STARTED

Download Agent for Linux (Preview)

Figure 1-3. OMS settings, where you can download the agents

Integration is provided in System Center Operations Manager 2012 SP1 RU6 or 2012 R2 RU2; however,
note that it is still called Operations Insights in this version.

What Features and Functionalities Does OMS Provide?

Microsoft Operations Management Suite is not a single product as such, but a collection of solutions:
e  LogAnalytics
e IT automation
e  Backup and recovery

e  Security and compliance

Log Analytics

Log Analytics is the key component of OMS, especially when you only think of it as a monitoring solution.
The deployed OMS agents collect all information from the resource servers, storing it in the configured
Azure Cloud storage location, where it will be retained per your OMS subscription plan (more on that later).
All logged and collected information can be retrieved by using a powerful Log Search feature, providing you
all details and insights in your environment. Filtered log search results can be saved for later consulting or
exported to an Excel sheet, or you can create a dashboard tile for it to show real-time information on the
centralized dashboard in the portal.

A sample screenshot from the Log Search possibilities is shown in Figure 1-4.
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Figure 1-4. OMS Log Search possibilities

While the Log Search is very powerful, it requires some “getting used to” in terms of learning how to
build the filter queries to retrieve your logged information. In the next chapter, I guide you through several
examples so you become an OMS Log Analytics expert.

IT Automation

The automation engine in OMS is based on the Azure Automation engine, allowing full automating about
anything you can think of in the Azure world, as well as your on-premises infrastructure. Automating tasks
mainly relies on PowerShell scripting. You could use PowerShell ISE to author scripts or use the graphical
authoring tool that is provided in the Azure portal.

Typical use cases for automation is shutting down test/dev virtual machines in Azure to save on cost, or
automating the deployment of new resources; then again, there is no real limitation to automating tasks, so
you could use OMS Automation to orchestrate about any manual repetitive task you have been executing or
will execute in your datacenter or in Azure.

A high-level architecture of the Azure integration is shown in Figure 1-5.
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Figure 1-5. Showing the integration of OMS Automation to both Azure and an on-premises infrastructure

Backup and Recovery

Azure Backup

Azure Backup and Azure Site Recovery are two core Infrastructure as a Service (IaaS) features of Azure, also
known as business continuity features; this is because they allow you to continue running your business
applications in case of a disaster, or at least perform a quick recovery. Where both components existed

as stand-alone Azure features before, they are now available as a bundled offering together with OMS
monitoring and management. (The bundled offering mainly points to the licensing aspect though, not to the

technical side of things.)

And to make it already a bit more confusing, Azure Backup currently exists in three different flavors:

e  Azure Backup (an agent that can be installed on a Windows machine, allowing
backups of files and folders to the Azure Backup Vault)

e  Azure Backup Server (a full-fledged enterprise oriented backup solution, completely
based on the System Center Data Protection Manager concepts, providing backups
from on-premises workloads like Exchange, SharePoint, SQL Server, and so on, to
the Azure Backup Vault)

e Azure Backup (backup of Azure running VMs to Azure Backup Vault)

Azure Backup was introduced in the Azure Classic mode, but since May 2016, the feature has been
migrated to the Azure Resource Manager as well. If you were using the Azure Backup Classic approach, it
only allowed you to manage backups from classic VMs; where now in the Azure Resource Manager way, it
recognizes both Azure Resource Manager Virtual Machines to be backed up, as well as Azure Classic Virtual
Machines. Another interesting aspect is that it also provides full support for taking backups of on-premises

running virtual machines.

Obviously, each of these flavors is discussed a lot more in detail in the Azure Backup chapter. For each
flavor, a step-by-step configuration is required from the Azure portal, as is shown in Figure 1-6.
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server.

Download vault credentials that you will use during the agent installation to register the server
in the vault. Vault credentials will expire after 2 days.

Download vault credentials

Download
Microsoft Azure Backup Server for Applications NEW!
Agent for Windows Server or Systern Center Data Protection Manager or Windows Client

Agent for Windows Server Essentials

Protect items using the Azure Backup Agent installed in the

server.

Select items to protect and specify how to backup from the Azure Backup Agent user interface
on your server
Learn More

Figure 1-6. Showing the different Azure Backup configuration options available from the Azure portal

Azure Site Recovery

Honestly, Azure Site Recovery is one of my personal favorite features of Azure, for several reasons. Most
importantly, it’s because disaster recovery, being the core reason of existence of Azure Site Recovery, is an
important feature in any organization, big or small. Second is that it’s a complete solution, it’s easy to set up,
and it “just works”.

What do I mean by being a complete solution? This refers to the fact that Azure Site Recovery allows
you to replicate virtual machines to Azure VMs, from basically any source (such as physical server operating
systems, Hyper-V or System Center Virtual Machine Manager-based VMs or VMware ESX, or ESXi based
VMs). As long as the operating system is supported in Azure, Azure Site Recovery can do the trick.

Next to replication from/to Azure, it also supports replication between two physical datacenter
locations, without replicating any data to Azure whatsoever. In this scenario, you are leveraging on the
powers and intelligence of Azure Site Recovery as the control mechanism (the orchestration), but the virtual
machine data itself is being replicated directly on Hyper-V or VMware host level or on physical storage level.
(See Figure 1-7 for high-level overview.)
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Figure 1-7. Quick overview of the different ASR topologies, both on-premises and to Azure
(Image source: https://azure.microsoft.com/en-us/documentation/articles/site-recovery-
overview/Security and Compliance)

It's interesting that more and more Microsoft partners and customers are using Azure Site Recovery as a
“migration” tool to help them easily migrating on-premises virtual machines toward Azure VMs. So, while it
never was designed and built to be a migration tool, it certainly can be used for that.

Security and Compliance

Security and Compliance is the last big family of features provided by OMS. Out of the detailed logging and
analytics we slightly talked about in the Introduction, a core component is understanding critical security
and compliance data. In this way, OMS can really help you get a good view of security risks within your IT
infrastructure; again, irrelevant from running on-premises or in a hosted datacenter or in a public Cloud
scenario. If the infrastructure, applications, and services are monitored by an OMS agent, security and
compliance data will be collected and can be analyzed.


https://azure.microsoft.com/en-us/documentation/articles/site-recovery-overview/Security
https://azure.microsoft.com/en-us/documentation/articles/site-recovery-overview/Security

CHAPTER 1 * INTRODUCTION TO OMS

From a technical view, OMS provides several Solution Packs, of which the current collection offers a
couple of different ones related to security and compliance:

Malware Assessment View status of antivirus and anti-malware scans across your servers.

Security and Audit Explore security related data and identify security breaches.

SQL Assessment Assess the risk and health of your SQL Server infrastructure.

AD Assessment Assess the risk and health of your Active Directory Directory Services
environments.

Alert Management View or Operations Manager and OMS alerts easily to triage alerts, as
well as identify the root causes of problems in your environment.

Change Tracking Track configuration changes across your servers.

System Update Assessment Identify missing system updates across your servers.

(See Figures 1-8 and 1-9 to get an idea as to what the Security and Audit Solution Pack dashboard
looks like.)

Overview » Security And Audit
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Figure 1-8. Sample dashboard from the OMS/Security and Audit Solution Pack in my OMS subscription
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far Overview » Security And Audit » Identity And Access (Preview)
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Figure 1-9. Sample dashboard from the OMS/Security and Audit/Identity and Access tile in my OMS
subscription

It should not be a surprise that this list will get outdated quick, knowing OMS is a Cloud-based product
and has a quarterly update cycle. Or even faster. That said, there is a natural overlap between the already
mentioned Log Analytics and some of the security and compliance topics. In the end, it doesn’t matter that
much where exactly you get the information.

While it is not 100% correct, understanding it as Log Analytics gives you access to all data gathered
by OMS, whereas the Solution Packs—like the security ones mentioned in the table before—could be
understood as filtered data. The result will be the same, but it is easier to go to the filtered view than having
to create your own custom search queries to find the same data (although it doesn’t block you from doing
that).

Continuing with this example of the Security and Audit Solution Pack, I could show you how easy it is to
use this dashboard. At this top root view, the tiles on the left side contain the condensed information, which
is already complete and accurate. If I'm interested in getting more detailed feedback on one of the tiles, it
suffices to select one of them (Identity and Access is the example in Figure 1-9), which will bring up another
dashboard, exposing more details.

I can now select the Accounts Failed To Log On tile, opening another layer of the dashboard, and giving
me an even more granular view (see Figure 1-10).

11
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Figure 1-10. Sample dashboard from the OMS/Security and Audit/Identity and Access/Accounts Failed to
Log On tile in my OMS subscription

Note As you can see, I'm now at the “lowest” level of detail here, basically using the Log Analytics
component of OMS again, which falls back to the following Log Analytics query:

Type=SecurityEvent AccountType=user EventID=4625 | measure count() as Failed by Account

This shows the beauty and—more important—the ease of use of the Operations Management Suite,
its very powerful Log Analytics, and the Solution Packs, and how these all collect and represent data in nice
looking and very useful dashboards.

The Operations Management Suite Architecture

Now that I have introduced you to the overall concept of Operations Management Suite and its core
capabilities, let's take it one step further and walk through the generic OMS architecture, as outlined in
Figure 1-11.

12
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Figure 1-11. Generic overview of the OMS architecture and its components

Starting from a conceptual overview, there are three different “data source environments”:

e Azure public Cloud providing the OMS Cloud-based service, as well as monitoring
VMs that are running in Azure, by using the OMS agent. Another source of data
can be an Azure storage account, collecting diagnostics logging from Azure PaaS
components like web roles, worker roles, or other components.

e  On-premises infrastructure, where the VMs are monitored by using the OMS agent
or by integrating with the System Center Operations Manager.

e  Third-party Cloud, where the VMs are monitored by using the OMS agent.

Upon starting to use the Operations Management Suite, the first thing you have to do is create an OMS
Workspace. This is a unique OMS environment, linked to your Azure administrative account and a pricing
schema (see the pricing section at the end of this chapter for more details). Within this OMS Workspace, you
define the OMS Repository, different data sources you want to use, the dashboards, and the Solution Packs.
It is also possible to create multiple OMS Workspaces to, for example, split Log Analytics data collection and
outputs between test/dev/production system environments.

Once the OMS Workspace is set up and the data sources are configured (OMS agents deployed), all data
that is being generated by the different connected sources is centrally stored in the OMS Repository, which is
hosted in Azure. It is this OMS Repository that is being accessed by the Log Analytics service, giving you real-
time insights by using powerful queries and custom dashboards. The Azure architecture “under the hood”
looks like the topology in Figure 1-12.

13
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Figure 1-12. OMS Log Analytics components overview

The OMS Data Sources point to the server machines (physical servers, virtual machines, or running
Windows OS or Linux OS) and other sources (web role, worker role, and so on) generating data, which gets
collected by the OMS Repository. These data sources are a combination of events and performance data
from the server machines, as well as IIS log files or any other custom log files. It is up to you as the sysadmin
to define what information you want to collect. This is configurable during the deployment of the OMS
Monitoring Agent on the server machine, or directly from the Azure resource component Log Analytics
configuration settings.

Depending on your OMS subscription (see the last section in this chapter for more details on pricing),
Log Analytics data is retained in the OMS Repository for seven days, one month, or one year. The output and
true analysis of this data is mostly done from the OMS portal, by using preconfigured or custom-built Log
Analytics query search functionalities, by using one of the many Solution Packs, or by running detailed data
analysis from Power BI or Excel. There is also a Log Search API available if you want to build or integrate with
custom solutions in third-party monitoring tools.

Operations Management Suite Pricing

If you are a bit familiar with the Microsoft world of applications and especially with licensing and software
agreements, it should not come as a surprise that it is one of the hardest exercises in the overall IT tasks.
Determining the correct licensing and pricing for Operations Management Suite is no different.
To avoid making any mistakes in this section, I recommend consulting the official Operations
Management Suite Pricing web site from the following URL:

https://www.microsoft.com/en-us/cloud-platform/operations-management-suite-pricing

In short, there are two major differences in determining the OMS pricing:
e  Operations Management Suite Add-On for System Center
e  Operations Management Suite Stand-Alone

14
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OMS Add-On for System Center

If you are already using the Microsoft System Center (2012 R2) Suite, you can immediately benefit from the
OMS Add-On, which was announced initially to be valid until July 2015, but got renewed until July 2016.

Caution  Since this book will be published after July 2016, no guarantee can be given this discounted offer
is still valid as you are reading this book.

By licensing this System Center (Standard or DataCenter edition) OMS add-on, you get access to all the
new services within OMS, at a convenient step-up price. In short, there is about 25% discount for the System
Center OMS add-on compared to the stand-alone licensing cost. With the aforementioned promotional
discount, the difference is even 50%. In this scenario of the System Center add-on, you are entitled to use
all the OMS components (Log Analytics, Backup, Recovery, and Automation), according to the respective
license model you have (see Table 1-1).

Table 1-1. OMS Licensing Offerings

Details on included entitlements For System Center For System Center
Standard License Datacenter License
Operational Includes the premium tier, which 100GB per year 500GB per year
Insights retains your data for 12 months.

The annual entitlements listed to
the right are prorated monthly. After
exceeding the prorated monthly
entitlement, overage charges apply
at the rates listed below in the stand-
alone pricing.

Backup Storage is charged separately. 2VMs 10 VMs

Backup entitlement can be used for
backing up VMs, application servers
like Microsoft SQL Server, Exchange,
SharePoint, Dynamics, and file servers.

Site Recovery Storage, storage transactions, and 2VMs 10 VMs
outbound data transfer are charged
separately.

With the free tier, prices are
automatically applied from the 32nd
day onward.

When purchased during the
promotional period ending June 30,
2016, the Operations Management
Suite add-on will also include Site
Recovery to Azure. Outside the
promotional period, it will only include
site recovery to customer owned sites.

(continued)
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Table 1-1. (continued)

Details on included entitlements For System Center For System Center

Standard License Datacenter License

Process The annual entitlements listed to 10,000 min per year 50,000 min per year
Automation the right are prorated monthly. After

exceeding the prorated monthly

entitlement, overage charges apply

at the rates listed below in the stand-

alone pricing.
Desired State The annual entitlements listed to 2VMs 10 VMs
Configuration the right are prorated monthly. After

exceeding the prorated monthly

entitlement, overage charges apply

at the rates listed below in the stand-

alone pricing.

Suite price* $717 per year $3,585 per year

40% promotional offer available until ~ $430 per year $2,150 per year
June 30, 2016 only.

When purchased separately $1,138 per year $5,690 per year

OMS Stand-Alone Pricing

While there are certain benefits of integrating the OMS Cloud service with an on-premises System Center
Suite solution, there is nothing wrong in using it as a stand-alone product.

From a pricing perspective, the cost model looks a bit different than when using the OMS System
Center add-on approach. Instead of getting access to all OMS features at once, it is up to you to decide what
feature(s) you want to use, and the licensing is more of a “per item” level, as shown in Table 1-2.

Table 1-2. OMS Stand-Alone Pricing Overview

Operational Insights (Premium Tier) $3.50 per GB

Backup Starting at $10 per VM/month
Site Recovery to Customer Owned Sites $16 per VM/month

Site Recovery to Azure $54 per VM/month

Process Automation $0.002 per min

Desired State Configuration $6 per VM/month

(Each service is priced either per virtual machine, per GB of ingested data, or per minute of service
consumption.)

OMS Components Free licensing

What I also wanted to mention here is the fact that certain OMS components are available in a free tiered
licensing model as well. This is the ideal way to start using OMS immediately as a trial, to see what features
and components can be of use in your specific situation.

16
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In most cases, you can use the full feature set of OMS, where the limitation is set on the amount of
ingested data, the retention setting on how long the data is kept in the OMS Repository (seven days in case of
the free tier) or the number of VMs involved. For more details, look at Table 1-3.

Table 1-3. OMS Component Overview for the “Free” Edition

Operational Insights

Site Recovery

Process Automation

Desired State
Configuration

Includes the premium tier, which retains
your data for 12 months.

The annual entitlements listed to the right
are prorated monthly. After exceeding the
prorated monthly entitlement, overage
charges apply at the rates listed below in the
stand-alone pricing.

Storage, storage transactions, and outbound
data transfer are charged separately.

With the free tier, prices are automatically
applied from the 32nd day onward.

When purchased during the promotional
period ending June 30, 2016, the Operations
Management Suite add-on will also

include Site Recovery to Azure. Outside the
promotional period, it will only include site
recovery to customer owned sites.

The annual entitlements listed to the right
are prorated monthly. After exceeding the
prorated monthly entitlement, overage
charges apply at the rates listed below in the
stand-alone pricing.

The annual entitlements listed to the right
are prorated monthly. After exceeding the
prorated monthly entitlement, overage
charges apply at the rates listed below in the
stand-alone pricing.

500MB per day with a seven-day
retention period

First 31 days of every protected
instance

500 min per month

5 nodes per month

Note OMS Backup is not available in the Free tier.

In this first chapter, I introduced you to Operations Management Suite (OMS), including what features
it can provide, and why monitoring and management of your IT infrastructure in general is critical to the

business.

I explained the different components that are available in the current OMS suite, described the OMS

solution architecture, and guided you through the highlights of licensing.

In the next chapter, we will take it a lot more technical. I describe how you can start using OMS, by
creating an OMS Workspace, guiding you through the deployment of OMS agents and configuring Azure
data sources. Lastly, I will show you how to use the Log Analytics Search functionality, how to enable
different Solution Packs, and how to use the OMS dashboards.
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CHAPTER 2

Deploying OMS: Monitoring
in the Cloud

After the introduction to Operations Management Suite (OMS from this point on) in the previous chapter,
I can imagine you are eager to dive into the technology and start deploying OMS right away. If you skipped
Chapter 1,  recommend you at least take some time to go through it, as it contains interesting information
about the different features OMS can provide, its architecture, and how licensing works. Being a technical
guy myself, I know how tempting it is to skip the introduction and boring licensing information, but as an
architect, I understand how important that aspect is for the overall success of the technical implementation.
Anyway, I promised a more technical chapter, so here we go...
In this chapter, I will guide you through the technical deployment of OMS in several ways. Obviously,
I will show you how to create your own OMS Workspace, followed by showing you how to deploy the OMS
agent on both a Windows Operating System and a Linux server. Next to that, I will guide you through the
configuration of Log Analytics for an Azure component like Web Apps.
Once we have the OMS Log Analytics components running, we move over to the Solution Packs area.
I will show you how you can add several of these Solution Packs to your OMS Workspace. Next to the
preconfigured ones, I will also guide you through the basics of creating your own custom Solution Packs.
When all that is up and running, we will dive into using the Log Analytics query search, showing you first
of all how easy it is, but also how intuitive and powerful. You will become more and more familiar with the
Log Search by going through the examples I use Log Analytics results into Visual Studio OMS Mobile App.

Note The examples | use throughout this book for both OMS and Azure VMs can all be executed by using
the free/trial versions. So no more excuses! That said, don't forget you can also use OMS against on-premises
running VMs, so there is no specific need to use Azure VMs. It’s just easier if you don't have an on-premises
environment available.
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Creating the OMS Workspace

Although this might sound obvious, you need an active Azure subscription, as well as administrative access
to this subscription, before being able to create the OMS Workspace following these steps.

1. Once the Azure subscription is configured, or if you already have an Azure
administrative account available, connect to the Microsoft OMS landing page:

http://www.microsoft.com/oms

It should look something like Figure 2-1 (unless Microsoft changes the web site in
meantime).

Cloud Platform Operations Management Suite Pricing

Watch the demo [»
- i - Create a free accc
> -_—— L..__

Figure 2-1. Microsoft Operations Management Suite landing web page

2. From here, click Create a Free Account.

3. This will redirect you to the Azure login form; after successfully logging in with
the Azure admin credentials, you are redirected to the Create New Workspace
form, where you have to enter some personal and company related info, as
shown in Figure 2-2.
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& |English (United States)

Microsoft Operations Management Suite

Workspace Name @

Workspace Region
‘West Europe E

Name*

Email*
pedete@microsoft.com

Phone Number*

Company*

Country*

Select a country E

[ ! agree to the subscription agreement , offer details and privacy statement

Figure 2-2. Create New Workspace form

4.  After completing this form and clicking the Create button, you are asked to select
the Azure subscription you want to link to this OMS Workspace, as shown in

Figure 2-3.

Link Azure Subscription

nglrsh (United States)

@ e
Microsoft Operations Management Suite

ect the Azure sut

C int to link with your Microsoft Management
Suite workspace or crea

ription that yo
te a new Azure subscription. Learn More

Select Azure Subscription

Figure 2-3. Link Azure Subscription page
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Note You can use any name you want for the OMS Workspace, as long as it is unique to OMS. If the name
is already in use, the portal will block you from using it.

5. Click the Link button. This is the final step in creating your OMS Workspace.
After a few seconds, you are redirected to your OMS dashboard, which should
look like the one in Figure 2-4.

Latest News

Get started @

Satya Vel v
@satya vel
This is & first! #MSFT Linux Mgmt. story with SMSOMS
bwing presented at #RedHat SRHSummiL 0
aka rmfomastredhat pie twitter comTgn 3 INVBOR
7:34 PM - 26 Jun 2016

« B2 w24

Figure 2-4. Newly created OMS dashboard

Besides the creation of the OMS Workspace and fresh dashboard, you should also have received an
e-mail to the mailbox account that is linked to your Azure subscription, asking you to confirm the e-mail
address to the OMS Workspace. Look at Figure 2-5 for the e-mail I received (sender was noreply@oms.
microsoft.comin my case).
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Microsoft Operations Management Suite

0 Hey Peter

We have received a request to add this email address
to a Microsoft Operations Management Suite account.

Please click "Confirm Now" to let us know that is okay
to add this email address to this account.

Confirm Now @

The Microsoft Operations Management Suite Team

Microsoft respects your privacy. Please read our online Privacy Statement.
This message from Microsoft is an important part of a program, service, or

product that you or your company purchased to participate in

Microsoft Corporation, One Microsoft Way, Redmond, WA 98052 USA
Figure 2-5. E-mail address needs to be confirmed

6. Clicking the Confirm Now button in the e-mail will also redirect you to the OMS
Workspace. It is required to do so, even though the OMS Workspace is already
created successfully from the previous steps.

This completes the steps that are needed to successfully create an OMS Workspace.

Initial Configuration of the OMS Workspace

Now the OMS Workspace is successfully created, you can continue the configuration of the OMS Workspace
by going through some basic settings that need to be defined first, before you start using the solution.

1. From the OMS Workspace dashboard (see Figure 2-4), click the Settings - Getting
Started tile.

This brings you to the Settings dashboard, as you can see in Figure 2-6.
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Overview b Settings Dashboard

OMPUTER GROUPS

PREVIEW FEATURES

SOLUTIONS

GET STARTED 4

a We'll make this easy, so you can get started
' O % Here are some recommended solutions, uncheck any that you dont want 1o install

ouy
0 of 3 items completed Log Search
Complete the steps below to get full use
out of Microsoft Operations Management
Surte:
B Antimalware A System Update & Change Tracking 13
g Assessment Assessment k i &
1. Add Solutions (3) ok . -

Choos recemmanded sclubiom. Ga to the
Gallery 10 wew ol solutions.

B @ %

B Azure Site Recovery ﬂ M Backup M Azure Automation ‘
2. Connect a data source (3) posrpsefi Minag A v W
Connect 31 least one server to get data i
collection started
3. Add logs (3) Add selected Solutions
Add and configure at least one log 1o
populate your dats Den't see a selution you need? Visit the Gallery to add or remeve more solutions,

Figure 2-6. OMS Settings dashboard

Here, you must go through a three-step based scenario, as you can see in

Figure 2-7, to complete the base configuration. In the first step, you add several
solutions to the Workspace, followed by connecting with multiple data sources.
In the last step, you define how and which logs need to be saved for retrieval later.

SOLUTIONS CONNECTED SOURCES DATA COMPUTER GROUPS ACCOUNTS
GET STARTED <

33%

1 of 3 items completed

Installed Solutions: 7

Provides ability to collect and analyze logs and
Log Search events from all your computers

View status of antivirus and antimabware scans
Complete the steps below to get full use Antimalware Assessment
out of Microsoft Operations Management

Suite:

1. Add Solutions (3)
Choose recommended solutions. Go to the
Gallery to view all solutions.
Change Tracking

2. Connect a data source (3)
Identify missing system updates across your

Connect at least one server to get data g System Update Assessment i
collection started

ACTOSS YOUT SeTVers.

Automate time consuming and frequently
Azure Automation repeated tasks in the cloud and on-premises

Manitor virtual machine replication status for your

Azure Site Recovery Azure Site Recovery Vault

Manage Azure laaS VM backup and Windows
Backup . - t o ol i
Server backup status for your backup vault

Track configuration changes across your servers.

e bbb a

Don't see a solution you need? Visit the G:]”EI’}I’ to
add or remove more solutions.

3. Add logs (3
Add and configure at least one log to
populate your data,

Figure 2-7. OMS Workspace settings—solutions have been added to the Workspace
24



CHAPTER 2 © DEPLOYING OMS: MONITORING IN THE CLOUD

Notice several solutions, like Antimalware Assessment, Change Tracking,
Backup, and some others that are already selected so they can be added to your
Workspace.

2. Confirm the addition of these solutions by clicking the Add Selected Solutions
button.

This will result in a green marked step for Step 1 - Add Solutions, as well as a
switched view in the OMS Console, as shown in Figure 2-7.

We will skip Step 2 (connect a data source) for now, as this will be covered in the next section. (In a
real-life scenario, it would be logical to deploy the agent first and then configure the log settings in Step 3.)

This brings us to Step 3, where we will define parameters and settings related to log files. This shows
the different log counters that can be retrieved and stored in the backend database. Notice the Windows and
Linux Performance counters; they are selected by default already.

1. SelectIIS Logs and activate the option to Collect W3C format IIS Logs.
2.  Go back to Windows Event Logs; notice that nothing is selected yet.

3. Inthe Enter the Name of an Event Log to Monitor field, enter Microsoft-
(be sure to include the dash). This will present a full list of Microsoft-related
event logs, as you can see in Figure 2-8.

SOLUTIONS CONMECTED SOURCES DATA COMPUTER GROUPS ACCOUNTS ALERTS PREVIEW FEATURES

Windows Event logs Collect events from the following event logs

MlclosoPt-I X

Microsoft-1E/Diagnostic

Windows Performance counters

~
Linux Performance counters Microsoft-IEDVTOOL/Diagnostic

Microsoft-IEFRAME/Diagnostic Gt
IS logs Microsoft-1IS-Configuration/Administrative amove
T, Microsoft-11S-Configuration/Operational

Microsoft-1I5-Logging/Logs
Custom logs Microsoft-JSDumpHeap/Diagnostic

Microsoft-Management-Ul/Admin
Syslog Microsoft-PerfTrack-IEFRAME/Diagnostic

Microsoft-PerfTrack-MSHTML/Diagnostic

Microsoft-Rdms-Ul/Admin

Microsoft-Rdms-Ul/Operational

Microsoft-WS-Licensing/Admin v

Microenft-WS.Lirencina/Diannnstic

Figure 2-8. Selecting the Microsoft event logs you want to collect events from

4. Select an event from the list so it is completed in the text box, and click the blue +
sign. This will add it to the list of selected event logs. Optionally, you can deselect
the Error or Warning or Information events from being logged.
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SOLUTIONS CONNECTED SOURCES DATA COMPUTER GROUPS ACCOUNTS ALERTS PREVIEW FEATURES

Windows Event logs Collect events from the following event logs
Enter the name of an event log to monitor
Windows Performance counters
LOG NAME ERROR WARNING  INFORMATION
Linux Performance counters
| Microsoft-1I5-Logging/Logs ¥ ) v Remove
IS logs
Microsoft-Windows-EventCollector/Operational Wi Vi @ Remove

Custom fields

Figure 2-9. Adding Windows event logs

5. Feelfree to add several event logs to the list.

6. Select Windows Performance Counters. Notice that all the counters that are
available are selected by default. Click the Add the Selected Performance
Counters button, as shown in Figure 2-10.

SOLUTIONS CONNECTED SOURCES DATA COMPUTER GROUPS ACCOUNTS ALERTS PREVIEW FEATURES

Windows Event logs Collect the following performance counters

Enter the name of a performance counter to monitor
Windows Performance counters

Linux Performance counters Welcome!
Add some counters by searching for them in the box above, or you can
1IS logs add some common counters below to get started quickly.

Custom fields Add the selected performance counters

LogicalDisk(*)\Avg. Disk sec/Read

Custom logs
] LogicalDisk(*)\Avg. Disk sec/Write
Syslog LogicalDisk(*\Current Disk Queue Length

Figure 2-10. Selecting performance counters

7. Optionally, you can update the sample interval of 10 seconds to another value,
but it is not required.

8. Select the Linux Performance counters. Notice that all counters that are available
are selected by default. Click the Add the Selected Performance Counters button.

9. Make sure to save your settings by clicking the Save button in the upper-left
corner of the window (see Figure 2-11).
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Overview » Settings Dashboard

H O

Save Discard

Figure 2-11. Save the selected event log settings you have configured

This completes the initial configuration settings walkthrough of the OMS Workspace settings.

Deploying the OMS Agent to a Windows Server

In this section, you log in to one of your Windows Server machines you have available and deploy the OMS
agent.

1. From the OMS dashboard, go to Settings. Select Connected Sources in the top
menu.

2.  Download the Windows and/or Linux agents to your management workstation.
Also take note of the Workspace ID and the Primary and Secondary keys.
(See Figure 2-12 for an example.)

Download Windows Agent (64 bit)

Download Agent for Linux (Preview)

Download Windows Agent (32 bit)

WORKSPACE ID

Regenerate

SECONDARY KEY

Regenerate

Figure 2-12. OMS agent download options, including Workspace ID and keys
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Tip Store your Workspace ID and both keys in a secure location and don't share them. These are the only
parameters needed to link both managed clients and the OMS Workspace together.

3. Logon to one of your Windows Server machines you want to deploy the OMS
agent to, using an administrative account. Copy the MMASetup-AMD64 . exe (64-bit)
or MMASetup-1386.exe (32-bit) to this server.

4. Run the MMASetup-exe file with administrative rights (see Figure 2-13).

5. Microsoft Monitoring Agent Setup L x|

Welcome to the Microsoft
Monitoring Agent Setup Wizard

The installation wizard will install the Microsoft Monitoring Agent
on your computer. To continue, dose all other programs and
dick Next.

:
i

Figure 2-13. Starting the MMASetup.exe

5. Click Next, which shows the license terms (see Figure 2-14).
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IMPORTANT NOTICE
Microsoft Software License Terms

MICROSOFT SOFTWARE LICENSE TERMS é
MICROSOFT MONITORING AGENT

These license terms are an agreement between Microsoft Corporation

(or based on where you live, one of its affiliates) and you. Please read
them. They apply to the software named above, which includes the

media on which you received it, if any. The terms also apply to any
Microsoft

* updates,

« supplements. b
| Print License 1 Privacy Statement [

Figure 2-14. Agree with Microsoft Software License Terms

6. Click the I Agree button.

7.  Click Next, which shows you the default installation folder, as shown in Figure 2-15.

Destination Folder
Select the installation folder.

Install the Microsoft Monitoring Agent in:

C:\Program Files\Microsoft Monitoring Agent\ Change...
[ <Bak || Next> || cConcel |

Figure 2-15. Select the OMS Agent Installation folder of your choice
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8.  When you click Next, the Agent Setup Options are shown. Here you define if it is
an OMS stand-alone agent or is integrated with SCOM (see Figure 2-16).

Spedify setup options for this installation of Microsoft Monitoring Agent.

—Ilnablelocalcolectbn of IntelliTrace logs (requires .NET Framework 3.5
or higher)
g?&;&mm&&mfmwmmmmﬁmw&bh
race files.

[ Connect the agent to Microsoft Azure Operational Insights

Connects the agent to the Microsoft Azure Operational Insights service and lets you to
choose the workspace that the agent uses to register with. For more information, see
https:/fopinsights.azure.com/.

[] Connect the agent to System Center Operations Manager

This connects the agent to System Center Operations Manager and lets you spedfy the
management group for which this agent will participate in monitoring.

Figure 2-16. Make sure Connect the Agent to Microsoft Azure Operational Insights is selected

9. Click Next to see the Azure Operational Insights information. Most important
here is taking note of the Workspace ID and Key, which can be retrieved from the
Azure portal (shown in Figure 2-17).
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Azure Operational Insights
Connect the agent to an Azure Operational Insights workspace.

Workspace ID: |

Workspace Key: [ TITTIIIIT T T TN T T T T TP TP TP T TS TN TN |

Your workspace ID and key are available within the Azure Operational Insights portal at
https: /fopinsights.azure.com/.

Click Advanced to provide HTTP proxy configuration.

When you dick Next, these properties will be validated by the Azure Operational
Insights service.

[ <Bak || Next> || caxel |

Figure 2-17. Enter your OMS Workspace ID and primary key

10. Click Install and wait for the setup to be completed.
11.  Click Finish to close the installation wizard.

This completes the installation of the OMS agent on a Windows Server machine.

Note At the time of writing, the OMS Agent for Linux was in technical preview. If you are interested in
deploying it in your environment, look at the section “Deploying the OMS Agent on Linux Server Operating
System” later in this chapter.

Verifying the OMS Agent Settings on a Windows Server

To verify the configuration settings of an already installed OMS agent, or to find out what Workspace ID it is
connecting to, use the following steps:

1. From the Windows Server machine, open the Control Panel in the classic view.
(If you can't find it under Control Panel, the default installation path is c:\
Program Files\Microsoft Monitoring Agent, from where you canlaunch the
exe file.)

2. Click Microsoft Monitoring Agent.
3. Click the Azure Operational Insights tab.
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Operations Manager | Azure Operational Insights | Proxy Settings | Properties |

Microsoft Monitoring Agents can report to Azure Operational Insights. Learn more about connecting

[] Connect to Azure Operational Insights
Your Workspace ID and Workspace Key are available within the Azure Operational Insights
portal.

Workspace ID: |
Workspace Key: | ssssnseeee

The Microsoft Monitoring Agent has successfully connected
@ to the Azure Operational Insights service.

Figure 2-18. Make sure Connect to Azure Operational Insights is checked

As long as your monitored servers are having an HTTPS connection to the OMS Workspace
environment, they should report fine to the OMS backend. Sometimes a page refresh might be required to
verify that the agent connects to OMS.

To verify this from within the OMS Workspace, using the following steps:

1. Logon to the OMS Workspace and go to Settings.
2. Select Connected Sources in the top menu.

3. Notice the number of servers that are connected.
4. Click on the connected server.
5

This brings you to the detailed view dashboard for this particular machine(s), as
is visible in Figure 2-19.

32



CHAPTER 2 © DEPLOYING OMS: MONITORING IN THE CLOUD

Log Search
@ Q0 B * 9
Export Alert Save Favorites History
Data based on last 7 days v
1 bar = 6hrs
11:51:39 PM 11:51:39 AM 11:51:39 PM
Jul 6, 2016 Jul 9, 2016 Jul 11, 2006
TYPE (10) *
Perf 5M
SecurityEvent 14K
SecurityBaseline 966
Event 728
Update 473

[+] More

MG:*00000000-0000-0000-0000-000000000001" or MG:*00000000-0000-0000-0000-000

TResults liChart iz Table
COMPUTER ®» LASTDATA
MOCLAB1.pdtitbe Wed, 13 Jul 2016 21:45:22 G...

Figure 2-19. Detailed view of connected server(s) to the OMS Workspace

Adding OMS Solution Packs to the Dashboard

At this stage, you have a working OMS Workspace, you have configured several event log settings, and have
deployed an OMS Agent to a Windows Server machine. Before analyzing the Log Search functionality of
OMS, I will show you how to add OMS Solution Packs (tiles and filters) to the OMS dashboard.

1. From within the OMS dashboard, select Solutions Gallery.

2. This will show you a full list of currently available Solution Packs, as shown in

Figure 2-20.
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Solutions Gallery

Azure Networking Containers Network Performance  Service Fabric Wire Data

Analytics (Preview) Coming Maonitor Coming Coming

Available See Docker container Coming Identify and troubleshoot Provides the ab

Gain insight into your Azure performance metrics and Offers near real time issues accross your Service explore wire dal F
Metwork Security Group logs from containers across monitoring of network Fabric cluster identify network related
and Application Gateway your public or private cloud performance parameters Issues

logs environments. like loss and latency.

Figure 2-20. Solutions Gallery

3. Select any of the available Solution Packs, which will open a more detailed
information page about this Solution Pack.

4. Click the Add button.

Nl Solutions Gallery » Details

(Preview)

sl Azure Networking Analytics BT
0 Available

Add

Description

The Azure Network Analytics Solution helps you easier troubleshoot issues
across your Azure networks by providing visibility into the network security
group rules and application gateway logs.

With rich, out-of-the box views you can get insights into key scenarios,
including:

+ Client and server errors reported by your application gateway

Figure 2-21. Solution Pack details and installation
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5. Select a few other Solution Packs from the list and add them to your OMS
Workspace. The result should look similar to my demo configuration in Figure 2-22.

Security and Audit

1

e Last 24 Active Comnputers in the last 24 hours

523116 G

Azure Site Recovery

S0L Assessment System Update Assessment Latest News

Commputenrs mung Cm
1 Satya Vel
@satya_vel

This is & first! #MSFT Linux Mgmt story with #MSC

Computers maing oth being presented at #RedHat SRHSummIL

0 aka.ms/omsatredhat pic.twitter.com, Tqn33NvBOR
F L

I Wadcincimpuan 7:34 PM - 26 Jun 200

- B2 WM

AD Replication Status Azure Network Analytics (Preview)

Figure 2-22. Customized OMS Workspace with several Solution Packs

This completes the configuration of the OMS Workspace and adding Solution Packs.

Analyzing OMS Information and Using Log Search
Log Search

From the previous steps, you now have a fully working OMS environment set up, which is gathering event
log information from different sources in your network.

Note | explained before how to deploy the OMS agent to a single Windows server machine, but nothing
blocks you from deploying OMS agents to multiple servers in your environment, running on-premises, in
Microsoft Azure, or anywhere else. The only communication required is HTTPS from the OMS-managed machine
to Azure.

In this section, I guide you through several examples on how to use the powerful OMS Log Search
function to perform detailed OMS data analysis. For that, I will start from the Log Search option, digging
deeper into the analysis feature by going over several "typical” Solution Packs and showing you how to
analyze the data from them.
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Note These examples will never be complete, as it all depends on what Solution Packs you deployed and
what operating systems you are running in your environment. However, they should give you more than enough
information to go out and explore the power of OMS, Log Search, and data analysis yourself.

1. Log on to the OMS Workspace dashboard.
Click the Log Search button.

Become familiar with several sample queries that are documented there.

> e n

In the search field, type Computer="name of a Windows Server machine
running an OMS agent in your environment", where “name..” is the FQDN of
the machine. An example from my demo environment is shown in Figure 2-23.

o Log Search

o *» ©°
m Favorites History
a

computer="moclab1.pdtit.be"

HISTORY - Most Recent Queries
Computer="MOCLAB1.pdtit.be"

MG:"00000000-0000-0000-0000-000000000001" or MG:"00000000-0000-0000-0000-000000000002" Computer="MOCLAB1.pdtitbe"
Figure 2-23. Log Search for a specific computer

5. Click the Search button.

6. This brings you to the detailed Log Search results for the given Windows
machine, as shown in Figure 2-24.
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Al Log Search

Data based on last 1 day

i
1 bar = Thr 648K Results = List i Table JiMetrics (75)
711472016 12:24:22.813 AM | Perf
b MOCLAB1.pdtit be
Processor
122921 AM 42921 PM
bl 13, 2018 il 13, 2016 % Processor Time
o o
1.42524182796478
TYPE (10) f2016 12:24:22.813 AM
Pert 46K pdtitbe'\Processor_Total)\% Processor Time
SecurityEvent 2K
T/A4/2016 12:24:22 813 AM | Perf
Update 234
ki MOCLAB1.pdtit be
Event 139 Net terfa
SecurityBaseline 138 Bytes Total/sec

Computer="MOCLAB1 pdtit.be”

Local Area Connection® 12

Figure 2-24. Log results for computer=<servername>

7. From the detailed list view, select Metrics. This brings up all the details for all

available counters you selected, with their logged event information.

Computer="MOCLAB1.pdtit.be”

649K Results = List iZTable .l Metrics (75)
8
COMPUTER COUNTER GRAPH AVERAGE
L. e ey 2883 262.0
e A s  — e [+] 1279 1490
[+]

Figure 2-25. Log Search: metrics for counters

8.  From within the same Log Search result window, select Update in the Type section
of the screen (left side) and then click Apply. As this might look a bit different in
your environment, look at Figure 2-26 to get an idea as to what to expect.
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Log Search

@ Q * O

Export Alert Save Favorites History

<
Data based on last 1 day v |
1 bar = 1hr
12:29:21 AM 42921 PM
Jul 13, 2016 Jul 13, 2016
TYPE (10) =
] perf 647K
[ SecurityEvent 2K
M Update 234
[ Event 139
[} SecurityBaseline 138
[+] More

Cancel

Figure 2-26. Log Search for the Update Type filter

9. This will show you the Log Search results for all Windows Update events that
occurred on the machine.

10. From the Log Search results, select any field you want. This will bring up
selection filters on the left side again. Select any of these results and see how the
outcome is immediately different.

11.  Also note that the initial Log Search query we started from (computer=...) is
automatically being updated too, according to the selections we made in the
previous steps. See Figure 2-27 for an example.
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Computer="MOCLAB1.pdtit.be" (Type=Update) (Classification="Critical Updates")

T Results =List Table B Updates(11)
7/13/2016 8:56:23.727 PM | Update

. TimeGenerated 1 7/13/2016 8:56:23.727 PM

. Title : Update for Windows Server 2012 R2 (KB3173424)

. PublishedDate 1 7/12/2016 12:00:00.000 AM

. Computer : MOCLAB1.pdtit.be

. Product : Windows Server 2012 R2

. Classification : Critical Updates

. KBID 1 3173424 [View]

. UpdateState : Needed

. Optional : false

. RebootBehavior  : CanRequestReboot

. ApprovalSource : Microsoft Update

. Approved . true

Figure 2-27. Log Search query automatically updates based on selections you make in the output results

12.  To avoid needing to redo this search, you can save this for later retrieval, or as a
base for modifying future Log Search queries.

13.  From the dashboard, click the Save button. This opens up the save selection
fields on the right side.

14. Provide a descriptive name for the query. In the Category field, you can add
arandom description, or select a preconfigured one, like in my example in
Figure 2-28
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X
Save Search
Name
All critical updates to MOCLAB1
Category
System Update Assessment] X

Save this query as a computer group:

Yes

Figure 2-28. Save Log Search query results for later

This completes the exercise in which you use the Log Search. My advice is to spend as much time
here as possible, clicking around, seeing how the Log Search query gets updated accordingly, and become
familiar with the syntax. You'll be amazed with the power!

Solution Packs Data Analysis

Another approach for getting data out of the OMS Repository is by going directly through one of the Solution
Packs you installed earlier. In this next example, I will walk you through the Security and Audit Solution Pack
as a good example of the strength and level of detail of OMS. Where on the other hand, you will see how easy
and intuitive the portal is to work with.

1. From the OMS dashboard, click the Security and Audit Solution Pack tile.

Security and Audit

1

Active Computers in the last 24 hours

52N115

Accounts Authenticated in the last 24 hours

Figure 2-29. Security and Audit tile

Notice this tile is already providing you with live data. I can see there is one
active computer in my environment, on which 52 accounts performed 115
authentication attempts in the last 24 hours.

Knowing this is a single stand-alone Hyper-V box as demo machine for writing
this book, having one administrative user account, this sure looks like we need
to investigate a little bit further... let's see what the dashboard exposes as results
(see Figure 2-30).
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Overview » Security And Audit
SECURITY DOMAINS

Security records over time

MOTABLE ISSUES

Active issue types

THREAT INTELUGENCE (PREVIEW)

Servers with outbound malicious traffic

Recommended alerts

00 A

Antimatware Asessment
Computers with Antimabware | Computers missing updabes

B secmocos I _—
. 1
4 [rr—_
ToTaL 2
e
i 0

Update Assessment AME COUNT  SEVRITY

12o0m a0 12004

Assessment 1 1 o
A |
et Secunty Identity and Access A | L.
Comireg soon’ Accounts sttempted 1o g b c
on c (i ] T
NORTH
Preview) 52 AMERICA
Computers Theeat Intefigence |
Computers with secunty Mabcous traffic events
1| oeviem 0
ALSTRALLA
Barebne Avsesiment Azure Security Center
Coming soon' |
g o b bog ooy

Figure 2-30. OMS Security and Audit dashboard view

On the left side, notice the Security Records Over Time tile, which gives you a
clear view of the number of security events logged in the last few days.

Also on the left side, notice the different tiles with life information. Each of these
tiles can be clicked, which will redirect you to a more detailed view.

In the Notable Issues section in the middle, you see a pie chart with detailed
information on different types of activities. Below the pie chart, more
information is provided regarding logon attempts. Each of these results can be
selected to expose even more granular details.

Notice the Recommended Alerts section to the right, providing you with several
recommended alerts that you can activate by clicking the button.

Last, you can get a nice view of the world map, detecting from which
geographical regions threat attempts occur (this feature was in preview at the
time of writing, hence no real data is visible).

2. Select the Account Failed to Log On option in the notable issues section.

3. Thisredirects automatically to another Log Search query result window, which
looks like the example in Figure 2-31.

x
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Log Search
-] Q u O]
Taport et Sawe  Fwdtes  Hastory
Data based on Last 1 day LAPS Type=SecurityEvent EventiD=4625 | measure count() by TargetAccount
Vbar = The 51Results  iChart Table
TARGETACCOUNT AGGREGATEDVALUL 4
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Figure 2-31. Security detailed information

4.  Go through the output here, and most important, see how the Log Search query
is again built up, based on the different selections you made in the different parts
of the dashboard within the Security and Audit Solution Pack.

Deploying the OMS Agent to Linux Systems

At the beginning of this chapter, you learned how to deploy the OMS agent to a Windows server and start

gathering log information from that machine. As an additional note, I quickly want to walk you through the

deployment of the OMS agent on a Linux server system (Ubunto 14.x in my scenario).

1.  From the Azure portal, deploy an Ubuntu Server 14.x Virtual Machine (if you
don't already have one available).

2. Logon to the Linux server from a Telnet session (I'm using Putty.exe), with root
admin credentials.

3. Use the following command to download the latest version of the OMS agent for
Linux from the GitHub repository (see Figure 2-32 for the output):

wget https://github.com/Microsoft/OMS-Agent-for-Linux/releases/download/

v1.1.0-28/omsagent-1.1.0-28.universal.x64.sh
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fpdtadmin@ubuntu: ~ = O X

0 packages can be updated.
0 updates are security updates.

Your Hardware Enablement Stack (HWE) is supported until April 2019.
The programs included with the Ubuntu system are free software;
the exact distribution terms for each program are described in the

individual files in /usr/share/doc/*/copyright.

Ubuntu comes with ABSOLUTELY NO WARRANTY, to the extent permitted by
applicable law.

bdtadmin@Ubuntu:~$ wget https://github.com/Microsoft/OMS-Agent-for-Linux/release
5/download/v1.1.0-28/omsagent-1.1.0-28.universal.x6é4.sh
--2016-09-16 21:42:26-- https://github.com/Microsoft/OMS-Agent-for-Linux/releas
Fs/download/vl.1.0—28/omsagent—1.1.0—28.universal.x64.sh

Resolving github.com (github.com) ... 192.30.253.113
Connecting to github.com (github.com)|192.30.253.113|:443... connected.
HTTP request sent, awaiting response... 302 Found

Location: https://github-cloud.s3.amazonaws.com/releases/43709699/3cedB8892-c9%a5-
11e5-8751-al6c2efl18704.sh?X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Credential=AKIA
ISTNZFOVBIJMK3TQ%2F20160916%2Fus—east-1%2Fs3%2Fawsd request&X-Amz-Date=20160916T v

Figure 2-32. Downloading the OMS agent for Linux package on Ubuntu server

4.  Once the download is complete, run the following command to run the actual
agent installation job. Note you need the OMS Workspace ID and Primary Key
(which can be retrieved from the OMS/Settings portal). (See Figure 2-33.)

sudo sh ./omsagent-1.1.0-28.universal.x64.sh --upgrade -w <YOUR OMS
WORKSPACE ID> -s <YOUR OMS WORKSPACE PRIMARY KEY>
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g’ pdtadmin@Ubuntu: ~ — O X

2016-09-16 21:42:30 (25.0 MB/s) - ‘omsagent-1.1.0-28.universal.x64.sh’ saved [87
664534/87664534]

pdtadmin@Ubuntu:~5 sudo sh ./omsagent-1.1.0-28.unlversal.x6d4.sh --upgrade -w 4c
1e971a-63! i -s zNH2Ad2QwbB0dgGIp® =7~ e T T

o = e st i ]

'hecking for ctypes python module ...

XtractimgT
Updating OMS agent
————— Updating package: omi (omi-1.0.8-4.universal.x64) -----

(Reading database ... 28585 files and directories currently installed.)
Preparing to unpack .../ /omi-1.0.8-4.universal.x64.deb ...
* Shutting down Open Group OMI Server: [ OK ]

Unconfiguring omid service ...

Removing any system startup links for /etc/init.d/omid ...
/etc/rc0.d/K20omid
/ete/rcl.d/K20omid
/ete/rec2.d/820omid
/etc/rec3.d/S200omid
/ete/red.d/S20omid
/etc/rc5.d/S20omid
/ete/rc6.d/K20omid

Unpacking omi (1.0.8.4) over (1.0.8.4)

Figure 2-33. Installing the OMS agent for Linux package on Ubuntu server

5. Within a few seconds and after refreshing the OMS portal, I can see that the
number of connected sources (my servers) has increased to two servers, as can
be seen from Figure 2-34.

Linux Servers

Attach any Linux server or client.

2 SERVERS CONNECTED

Figure 2-34. Number of connected sources has increased to two in seconds

6. When clicking on the 2 Servers Connected link, I'm redirected to the Log Search,
where I can see that my Ubuntu machine is already generating log information
(see Figure 2-35).
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Log Search
o Q ) Y 0}
Export Alert Save Favorites History
<
Data based on last 7 days v MG:*00000000-0000-0000-0000-000000000002" Computer=Ubuntu
1 bar = 6hrs 35KResults =List ETable i Metrics (72)

9/17/2016 9:15:31.020 AM | Perf
I «« Computer : Ubuntu

«» ObjectName : Memory
916:55 AM 9:16:55 PM 9:16:55 AM
Sep 10, 2016 Sep 12, 2016 Sep 15, 2016 «. CounterName : Available MBytes Memory
«s  InstanceMame : Memory
. . w CounterValue : 3145
TYPE (2) X «+ TimeGenerated : 9/17/2016 9:15:31.020 AM
perf 35K «+ CounterPath : \\Ubuntu\Memory(Memory)\Available MBytes Memory
[+] show more
Syslog 84
9/17/2016 9:15:31.020 AM | Perf
++ Computer : Ubuntu
we ObjectName : Memory
« CounterName : % Available Memory
« InstanceName : Memory
unterValue : 9
« TimeGenerated ¢ 9/17/2016 9:15:31.020 AM
. CounterPath ¢ \\Ubuntu\Memory(Memory)\% Available Memory

[+] show more

Figure 2-35. Ubuntu server generating log information

7. Now how does the OMS agent running on my Ubuntu server know what to
capture and send log information for? Just as in the Windows world, you can
specify the performance counters that should be used for this. From the OMS
Portal/Settings/Data, notice the Linux Performance Counters section, which
shows the different performance counters that can be configured, as shown in
Figure 2-36.
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Collect the following performance counters Apply below configuration to my machines

Enter the name of a performance counter to monitor

COUNTER NAME INSTANCE SAMPLE INTERVAL
Logical Disk
seconds
% Used Inodes Remove
Free Megabytes Remove
% Used Space Remove
Disk Transfers/sec Remove
Disk Reads/sec Remove
Disk Writes/sec Remove
seconds
Available MBytes Memory Remove
% Used Memory Remove
% Used Swap Space Remove
Processor I:l
seconds
% Processor Time Remove
% Privileged Time Remove

Figure 2-36. Linux performance counters that can be configured

This completes the core configuration of the OMS agent for Linux server operating systems.

The OMS Mobile App

As mentioned in the introduction of this chapter, OMS is not only available from within a web browser, but
can also be run from a mobile device (i0S, Android, and Windows Mobile) using a native app.

Obviously, the mobile app doesn't give you 100% functionality as is available from the browser console,
bit it does offer a couple of interesting features, up to 90% of the browser portal. (The main difference
from the portal version is the mobile app doesn't allow OMS environment configuration changes like
adding data sources, for example. It is mainly to be used for consulting and consuming feedback from your
environment.)

First of all, there is the quick overview of the monitored infrastructure, showing you a graphical
overview of all monitored events. Selecting a data and time shows you all valid results, on to which filters can
be applied to fine-tune the search results (see Figure 2-37) and allowing you to dig into Log Search as well.
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All Configuration Changes

Results Filters

60

9/16/2016 11:20:58.217 PM ConfigurationChange

Computer : MOCLAB1.pdtit.be
TimeGenerated : 2016-09-16T21:20:58.217Z
ConfigChangeType : WindowsServices

9/16/2016 2:20:58.203 PM ConfigurationChange

Computer : MOCLAB1.pdtit.be
TimeGenerated : 2016-09-16T12:20:58.203Z
ConfigChangeType : WindowsServices

9/16/2016 1:20:58.200 PM ConfigurationChange

Computer : MOCLAB1.pdtit.be
TimeGenerated 1 2016-09-16T11:20:58.2Z
ConfigChangeType  : WindowsServices

9/16/2016 10:20:58.197 AM ConfigurationChange

Computer : MOCLAB1.pdtit.be
TimeGenerated : 2016-09-16T08:20:58.1972
ConfigChangeType : WindowsServices

® © 6

Figure 2-37. OMS Mobile App log search

CHAPTER 2
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The Solution Pack tiles you have available in the browser portal are identical in the mobile app, visible
from the Overview menu. (see Figures 2-38 and 2-39). Selecting one of the Solution Pack tiles will show you a

more detailed status (see Figure 2-40).
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ail 46 2 B [ aRTEr]

PDTITOMSWorkSpace

Dashboard Overview Searches

Alert Management

1

4 £00m
600m

y . . AD0m
Active critical alerts in the Mnﬁ

last 24 hours pm  3pm  1am  3am

0

Active warning alerts in the
last 24 hours

Antimalware Assessment
I Active Threats

1 Remediated Threats
COMPUTERS 0

I Insufficient Protection

Change Tracking

0 soom

Software changes in the last
24 hours (exclusions a0 9n2 94 9016
applied)

0

2

@ ©

Figure 2-38. OMS Mobile App Solution Pack tiles
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PDTITOMSWorkSpace
NOTABLE ISSUES

Active issue types

I CRITICAL
1
4 WARNING
1 2

TOTAL
INFO
NAME COUNT SEVERITY
Computers missing security updates 1 o
Computers missing critical updates 1 A
Computers with insufficient protecti... 1 A
Accounts failed to log on 261 o
. O

® ©

Figure 2-39. OMS Mobile App Solution Pack tile, detailed view
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wil a6 2 @ B 1140
PDTITOMSWorkSpace
Results Filters

261

\ADMINISTRATOR 3K —
\ADMIN 12K =
\manager 1.2K =
\ADM 07K m
IAMCT\IAMCTDCS 07K m
IAMCT\IAMCTEX1$ 07K m
\SUPPORT 05K =
\TEST 05K m
\USER1 04K =
\MANAGER K =

0.4
® © 6

Figure 2-40. Drilling down on the Accounts Failed to Log On option

While the OMS Mobile App is not the “be all, end all” of the OMS solution, it is a welcome additional
and nifty tool for system administrators wanting to get a view on their monitored environment while on the
road.

Summary

I assume by now you have a good understanding of the base features and functionalities of OMS, including
how the Solution Packs can be integrated and how the Log Search queries can be of help.

There is a lot more to tell about the OMS dashboard and overall monitoring aspects and powerful
features, for which I would need another 400 pages to describe all the possibilities.

If you have any specific questions related to OMS, do not hesitate to reach out to me and I'll be happy to
answer them.

In the next chapter, I step away a bit from OMS dashboards, guiding you through Azure Backup, which
is one of the other core components of OMS.
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Deploying and Configuring Azure
Backup

Welcome to the second big component of the Operations Management Suite, Azure Backup.
When I talk about Azure Backup, I actually should refer to the different kinds of backup, all driven by
and integrating with Azure:

e  Agent-based backup of a Windows machine. This can both be a Windows Server
Operating System and Windows Client Operating System. This solution plugs into
the native Windows Backup application. It can also integrate in an existing System
Center Data Protection Manager (SCDPM) infrastructure, where Azure Backup Vault
can be selected as the target for backups.

e Agent-based Enterprise-targeted backup solution for on-premises workloads. These
include Windows Server and Linux, as well as complex application workloads like
Exchange, SQL, or SharePoint. This solution is also known as Azure Backup Server,
and has a lot of similarities to SCDPM.

e Full system backup of Azure virtual machines to an Azure Backup Vault, by using
Azure-based snapshots and using the Azure VM extensions. This works for both
Windows VMs and Linux VMs.

To make it even a bit more complex to understand, Microsoft refers to this solution as Recovery, where
they make a distinction between Backup Recovery and Disaster Recovery. Both of them are part of the OMS
suite, as discussed in the previous two chapters.

In this chapter, I will start with a general overview section, in which I describe the concepts of Azure
Backup, including what is supported and what not. After that, I walk you through the technical deployment
and configuration of each "kind of Azure Backup" mentioned here, so you learn by yourself how the
technology works.

This chapter will handle the deployment of the Azure Backup agent, where Chapter 4 will discuss Azure
Backup Server, and finally in Chapter 5, you will learn about configuring Azure VM backups by using the
Azure VM extension.

Introduction to Azure Backup

I started investigating Azure Backup about three years ago, when it was first available in preview in the
Azure classic portal. I dedicated numerous workshops to it, spoke about it at conferences all over the world,
developed courseware on the subject, and have updated the draft version of this chapter for the third time,
making sure I can share the latest information available as close to publishing date of this book as possible.
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While I will cover Azure Backup only as part of Azure Resource Manager here, know that 85% of the
overall Azure Backup functionality is the same in the Azure classic portal. If you are new to using Azure
Backup, I encourage you to use the new Azure portal, thus Azure Resource Manager. Obviously because it is
the newest way of working.

Backup as a solution is nothing new, and neither is "Cloud backup". So what makes Azure Backup so
interesting?

The way Azure Backup is developed and integrated in Azure makes it really easy to deploy, configure,
and use. It can replace your current on-premises backup solution or become an extension to it. It can also
provide backups of virtual machines running in Azure.

What sets Azure Backup apart from a lot of the other Cloud backup solutions is that most of the others
think of the Cloud as an endpoint or target for the backup files. They are mainly replacing only part of the
traditional backup solution, by replacing tape drives and local storage by Cloud storage. Azure Backup is
different, in a way that it can be seen as a Cloud storage backup target, but it also incorporates a full backup
agent and backup software solution, as mentioned.

Some additional advantages I see in using Azure Backup are:

e Automatic storage management by leveraging on Azure Storage, providing a pay-per-
use cost model, as well as Local Redundant (LRS) or Geo-Redundant Storage (GRS).

e  Unlimited scalability of Azure Storage for backup.

e  No costrelated to ingress (backup to Azure) data or egress (restore from Azure),
which is different than typical Azure outgoing data (which comes with a cost,
although pushing data to Azure is always free).

e  Encryption by default; all data being backed up to Azure is encrypted with AES 256
standard and stored in the Azure Backup Vault in an encrypted way, by using an
encryption key.

e  The Azure Backup agent and Azure Backup Server can provide application
consistent backups for Exchange, SharePoint, and SQL Server.

e 99-year long-term retention, which points to archiving capabilities.

e Incremental backup is available as a backup option, allowing you to speed up the
process of the backup job itself, by limiting the amount of data that needs to be
backed up.

e  Except from Azure virtual machine backups (by using the extension), all other Azure
Backup solutions support data compression. This limits the amount of storage that
is required in Azure.

Note Although this is an interesting feature in some other backup products, Azure Backup does not provide
deduplication.

Supported Environments

Before walking you through a step-by-step deployment and configuration exercise, I want you to understand
the different supported environments for Azure Backup, again in the three different scenarios I mentioned at
the start of this chapter.
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Supported Operating Systems for Azure Backup (Agent)
Azure Backup supports the following operating systems for backup:

e Windows 7, 8, 8.1, and 10

e  Windows Server 2012 and 2012 R2

e  Windows Server 2008 SP2 and 2008 R2 SP1

Note Always make sure you install the latest Service Packs and/or Roll Up updates to avoid issues.

There are certain differences in specific Operating System SKUs, where some are not supported by Azure
Backup (agent). For the latest “official" Microsoft update of this table, check out the URL https://azure.
microsoft.com/en-in/documentation/articles/backup-azure-backup-fag/.

Up to some minor limitations, all current Windows Server and Client Operating Systems are supported.
Again, don’t forget I am talking about the agent-based version of Azure Backup, which means files and
folders only.

Supported Operating Systems for Azure Backup Server
Azure Backup supports the following operating systems for backup:

e  Windows Server 2012 and 2012 R2

Note Windows Server 2008 R2 SP1 is not supported for running Azure Backup Server, and the Windows
2012 or 2012 R2 server cannot be a domain controller.

Supported Operating Systems for Azure VM Backup

The following operating systems are supported for backup by Azure VM Backup, leveraging on the virtual
machine agent and backup extensions:

e  Windows Server 2012 and 2012 R2
e  Windows Server 2008 SP2 and 2008 R2 SP1

e Linux Operating Systems:

e CentOS6.3+and 7.0+

e  Debian 7.9+ and 8.2+

e  Oracle Linux 6.4+ and 7.0+

e  Red Hat Enterprise Linux 6.7+ and 7.1+

e  SUSE Linux Enterprise 11 SP4, 12+, and 11.3+ (SAP specific)
e  Ubuntu 12.04 LTS, 14.04 LTS, and 16.04 LTS
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That’s not to say that it won't work on other versions of these platforms, but these are the supported
ones. For Windows Server, it is obvious, as those are the only Windows Server versions running on Azure
(not taking Server 2016 Technical Preview into account). As there are many different custom flavors of Linux,
it could be that it is not working, although this would be more the exception in my opinion.

Now you know what platforms are supported, I jump back into the technology and walk you through
the different solutions and configurations step-by-step.

Deploying and Configuring Azure Backup (Agent)

In this first scenario, I guide you through the deployment and configuration of Azure Backup, by using the
Azure Backup agent.

The advantage of this solution is that it is the closest to the “typical” approach we have been using for
on-premises backups for many years. You install a backup server and then deploy agents for the different
servers and operating systems and application workloads. On the backup server, you create scheduled jobs
and have centralized monitoring.

And that's exactly the beauty of using Azure Backup by using the agent. It can integrate in almost any
scenario, without needing to dramatically change your current backup approach. Talk about a flexible way of
migrating on-premises workloads like backup to the Azure Cloud!

By going through the exercises in this section, you will learn how to:

e  Configure an Azure Backup Vault
e  Deploy the Azure Backup agent to a Windows machine
e  Configure an Azure Backup policy

e  Perform a backup and restore of a Windows machine

Configuring an Azure Backup Vault

In this first part, you will learn how to set up and configure an Azure Backup Vault by using the Azure
Resource Manager portal.

1. From the Azure portal, click + New and search for backup. From the list of search
results, select Backup and Site Recovery (OMS) (see Figure 3-1).

New

backup

Resource groups Backup and Site Recove

All resources Seagate Backup Service for Microsoft

Azure

Recent Veeam Managed Backup Portal for

Service Providers

Figure 3-1. Backup and Site Recovery (OMS)

2. Select it again in the Results blade (see Figure 3-2). Once it’s selected, click the
Create button.
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NAME “~  PUBLISHER <~ CATEGORY e

n Backup and Site Recovery (OMS) Microsoft Management

Figure 3-2. Backup and Site Recovery (OMS) result

3. This opens the Recovery Services Vault, where you create the vault (see Figure 3-3).
- Provide a unique vault name
- Select the Azure subscription you want to use for this vault
- Create a new resource group

- Choose the location (Azure region) where you want the vault to be created

Recovery Services vault — O

* Name

AgentBackups v

* Subscription

v
* Resource group @
® create new Ouse existing
AgentBackups v
* Location
West Europe v

Figure 3-3. Creating a new Recovery Services vault

4. Click the Create button to get the Recovery Services vault you created. Wait for
the notification regarding the successful creation of the vault.

5. Once the vault is created, head back to the Azure portal, select Resource Groups,
and notice the new Resource Group called AgentBackups. Select the resource
group and notice the AgentBackups vault being created in here (see Figure 3-4).
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Essentials ~

il Overview 7 cBhebbod it el ks
n Activity log € West Europe

aha Access control (IAM) | |

L 4 Tags

NAME TYPE LOCATION

SETTINGS -
&' AgentBackups Recovery Serv... West Europe

Figure 3-4. Azure Recovery Services vault created in a new resource group

6. Select the Azure Recovery Service vault. This will open the vault settings blade.
From the settings, browse to Getting Started and then click Backup. This opens
the Getting Started with Backup blade, where you have to go through a three-step
scenario in getting most of what is required configured.

7. InStep 1, you select the backup goal. Here you define where your workload is
running (Azure on-premises) and what you want to back up (files and folders,
Hyper-V virtual machine backups, or more complex workloads like Exchange,
SharePoint, and SQL Server).

- Select On-Premises and Files and Folders for this exercise (see Figure 3-5).

- Click OK to confirm the selection.

Getting started with ba... —

Backup Goal

Where is your workload running?
1 Backup goal 3 On-premises w

Select
What do you want to backup?

Files and folders -

2

3

Figure 3-5. Configuring the Azure Backup

8. In Step 2, you download the Azure Backup agent and vault credentials. Use those
files to install the agent on the backup source server (see Figure 3-6).
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Getting started with ba... o X Prepare infrastructure

Azure Backup Agent
Please follow the steps mentioned below.
1 Backup goal v

Azure Backup Agent
1. Install Recovery Services agent

2 Prepare infrastructure >

2. Download vault credentials that you will
use during the agent installation to
register the server in the vault. Vault
credentials will expire after 2 days.

3. Post infrastructure preparation, please use
Microsoft Azure Backup agent Ul(on
premises) to configure backup.

Figure 3-6. Preparing the infrastructure—download the Azure Backup agent

Note There is a different Azure Backup agent for Windows Server Essentials. It’s a specific version of
Windows Server targeted at the SMB market (it replaces the former Small Business Server—SBS.)

Deploying the Azure Backup Agent to a Windows Machine

To continue the installation of the Azure Backup agent, log on to the on-premises Windows machine
(this can be a physical or virtual machine) using administrative credentials. Copy the two download files
(MARSInstaller.exe and the vault credentials file) to the server or make sure you can access them remotely.

1. StartMARSInstaller.exe, which launches the Azure Backup installation wizard.
You can change the installation folder or accept the default folder (see Figure 3-7).
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Installation Stages. Installation Folder

@ Installation Seftings Microsoft Azure Recovery Services Agent will be installed in the following folder. To choose a different
installation folder, click Browse. The location specified must have at least 1 GB of free space.

@ Proxy Configuration

@ Installation

[C:\Pwﬂu\“uomﬂkmeﬂmmmw | Browse |

Cache Location

Microsoft Azure Recovery Services Agent can use this to keep track of files being backed up from
your computer. The location specified must have free space which is atleast 5% of the backup
data.

[C:\Pmnﬁa\huuoﬂmmwww ] |M |

< Back Net> || Cancel

Figure 3-7. Installation settings for the Azure Backup agent

2. Inthe next step, you have the option to define your proxy settings if needed. In
my lab environment, servers have a direct Internet connection, so nothing needs
to be changed here.

3. Inthe Installation step, a check is done on additional Windows operating
system components like Windows PowerShell and .NET Framework. If these
components are missing, the installation will fail.

Click the Install button to continue the installation. This shouldn't take too long.
A notification will appear saying that the installation has completed successfully
(see Figure 3-8).
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Microsoft Azure Recovery Services Agent uses some optional Windows features that might not be
installed on this server. The setup wizard is checking that the prerequisite software is installed.

Any missing software will be installed along with Microsoft Azure Recovery Services Agent.

Required software Status
@ Microsoft NET Framework 4.5 Available
@ Windows Powershel Available

memmmmmmw,
Click proceed to registration to register the server to a backup vautt.

Figure 3-8. Installation has completed successfully

4. Click the Proceed to Registration button to continue.

5. This is where you have to import the Azure Backup Vault credentials file that you
downloaded earlier, which will link this server's setup to the correct vault (see

Figure 3-9).

Vault Identification

Encryption Setting Vault.

Server Registration

Select the vault credentials downloaded from the quick start page in the Microsoft Azure Backup

Vault Credentials: |

Figure 3-9. Import the vault credentials file

[o]

6. Browse and import the file; the results should look like Figure 3-10.
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Encryption Setting

Server Registration

Vault Identification

Select the vault credentials downloaded from the quick start page in the Microsoft Azure Backup
Vault.

Vault Credentials: |C:\OSoﬁware\AgemBackups_Sat Aug 27 2016.VaultCredential | B I
Backup Vault: AgentBackups
Region: westeurope

Subscription Identifier  ¢037ac86-777e-4d99-b631-282263131bdb

Figure 3-10. Azure Backup Vault credentials have been imported

7. Inthe next step, you define the encryption settings for the backup files-in-transit,
as well as in-rest. Without this encryption key, data cannot be restored from the
backup vault, so keep this credentials file in a secured place (see Figure 3-11).

Vault identification

Server Registration

Encryption Setting

[\, Semvices does not save or ge this p

Backups are encrypted to protect the confidentiality of your data.

Generate or type a passphrase to encrypt and decrypt backups from this server.

Enter Passphrase (minimum of 16 characters)

| (36) Generate Passphrase

Confirm Passphrase

| (36)

Enter a location to save the passphrase
|C\Users\Administrator\Desktop -~

If your passph is lost or forgotten, the data cannot be recovered. Microsoft Online
pk Itis gly rec ded you save
your passphrase to an external location like a USB drive or network drive.

< Previous Next > Finish Cancel

Figure 3-11. Specify the backup encryption settings
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8. The encryption passphrase is also saved to a file, as you can see in Figure 3-12.

Server Registration
Vault ldentification o Microsoft Azure Backup is now available for this server.
Encryption Setting

Before your server is backed up you must configure and schedule backup
options.

W Launch Microsoft Azure Recovery Services Agent

Figure 3-12. Encryption passphrase is saved to a text file

Configuring an Azure Backup Job on a Windows Machine
Follow these steps to configure an Azure Backup job on a Windows Machine:

1. After closing the Backup agent registration wizard, the Microsoft Azure Recovery
Services console will be launched. Notice in Figure 3-13 that the program is
called Microsoft Azure Backup.

Fle Acticn View Help

«= o BE
Microsoft Azure Backup ;ﬂﬂ
c"g Microsoft Azure Backup supports scheduled backups of files and folders to an online location Regrter Server
- _ 4 Schedule Backup
Al Bachups have rot been configquied for the server. Chek “Schedule Backup” i the Actons pant to configure backup options snd schedube § regular backup. S———
Jobs UActivity in the past T days. double cick on the mewage 1o see detaly Change Properties
Tome - ™ Description | About Microsoft Asure Rec
£ Privacy & Coolies
View
H e
Status
Laat Backup Mext Backup Avadlable Recavery Pointy Last Recovery
Statur - Statun: Mot Scheduled Totsl backups:  None Seatys
Time: - Tene - Latest copy Time:
B Virw detais Oldest copy: - B View detsis
B3 View detas

Figure 3-13. Microsoft Azure Backup console
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2. From within the Microsoft Azure Backup console, navigate to the action pane
to the right and select Schedule Backup. This will launch the Schedule Backup
Wizard, as shown in Figure 3-14. Click Next to continue.

Getting started

Getting started

You can use this wizard to select files and folder to backup online on a regular schedule
Select Items to Backup of days and times.

Specify Backup Schedule Before begining this wizard, you should decide:
Select Retention Policy What files or folders to include in the backup
What files or folders to exclude from the backup
Which days of the week should backup occur
When during the day should backup occur
How long do you want to retain the backup

Choose Initial Backup Type
Confirmation
Modify Backup Progress

I ]

To continue, click Next.

Figure 3-14. Schedule Backup Wizard

3. Configuring the backup job is straightforward. You start by selecting the items
you want to back up. Open the browser to select the folders and files you want to
include, as shown in Figure 3-15. Click Next to continue to the next step.

; Select Items to Backup
L
Getting started Click Add Items to select the files and folders you want to backup.
Select ltems up Mame
Specify Backup Schedule s C\@Software),
e D:\@Software\

Select Retention Palicy
Choose Initial Backup Type
Confirmation

Modify Backup Progress

Figure 3-15. Select the items to back up

4. Ifneeded, you can also explicitly configure folder or file exclusions. To do that,
click the Exclusion Settings button. This will open another file and folder browser
window, where you can make your selections (see Figure 3-16). Click Next to
continue.
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[ Godorm |

Exclude file types. folders, or specific locations from the backup by choosing the location and then
specifying the file type.

Excluded file types:
File Type Location Subfolders
<All files and folders> C:\Windows\ Yes | W ‘

Figure 3-16. Set the exclusion settings

5. The next step involves defining your backup schedule (see Figure 3-17). You have
the option between configuring a daily or weekly backup. Next to that, you define
up to three timeslots for taking backups, which is done as an incremental, to save
on data transit to Azure. Click Next to continue.

Specify Backup Schedule

Getting started Define the schedule when you want to create a backup copy

Setect iieatind Schedule a backup every

Select Retention Policy oL LAt

Choose Initial Backup Type At following times (Maximum allowed is three times a day)

Confirmation |20:30 - | | 12:00 v | | 16:00 v

Modify Backup Progress

Figure 3-17. Specify the backup schedule

6. After setting up the backup schedule, you define a retention policy. This points
to the number of days/weeks/months/years the backup data has to be stored in
Azure (see Figure 3-18).
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Getting started

Select Items to Backup
Specify Backup Schedule
Choose Initial Backup Type
Confirmation

Modify Backup Progress

Select Retention Policy

Specify the retention policy for the backup copy

[#] Daiy Retention Policy
Retain backup copies taken

[+ Weekly Retention Policy

Retain backup
copies taken on
[#] Monthly Retention Policy
Retain backup ®
copies taken on

(0]

[ Yearty Retertion Pobcy

Retain backup
copies taken on ®

Figure 3-18. Select a retention policy

Saturday

Saturday of Last
Week

On day(s) 1

Saturday of Last
Week of March

March 1

The following are the default settings:

At

|Mnr.rrly At

20:30
12:00
16:00

for

2030 A
] 1200 [~ | for

[Modiy | at

[ Modity mg

20:30

LCIs]

16:00

1200 for |

180 ] Days
[104 2] Weeks

im {;{ Years

Daily Retention Policy
Weekly Retention Policy
Monthly Retention Policy

Yearly Retention Policy

Store each daily backup (3) for 180 days
Keep the weekly backups for two years (104 weeks)

Keep the last Saturday of each month's backup for five years (60 months)

Keep one yearly backup version for 10 years

7. Inthe next step, you define how to transfer the backup data to Azure. There are

two options:

e Directly taking the initial backup over the Internet (encrypted, port 443)

e Using offline data disk shipments to the Azure datacenter

When choosing the offline data disk shipment, you have to provide several parameters regarding your
Azure subscription, such as your Azure subscription ID, Azure storage account, and the storage container

where you want these backups to be stored. See Figure 3-19.
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d@ Choose Initial Backup Type

Getting started Specify the option to be used by Azure Backup to create initial backup copy.
Select Items to Backup O Automatically over the network
Specify Backup Schedule @® Offline Backup

Select Retention Policy To create an offline backup, please read the instructions for the Import workflow_here.

c Staging Location
Choose Initial Backup Type R A % shaest 1 wehich tha et — —
Confirmation | | | Browse |
Modify Backup Progress Azure Publish Settings
Selact Azure Publish Sattings fie of the Azure whare the intial backup copy would be shippad

I | [ mowe ]

Azure Import Job Name
Define a name for the Azure Import Job which wouid be used as a reference 1o ship the inital copy of disk

Azure Subscription ID
Enter Azure Subscription ID assocated with the Azure Import Job mentioned above

Azure Storage Account
Enter Azure Storage Account assocated with the Azure Import Job mentioned above

Azure Storage Container
Enter destination biob storage container to which the files will be imported

Figure 3-19. Choose an initial backup type—offline

Note For more detailed information regarding the offline backup import and export procedure, read the
following Azure documentation: https://azure.microsoft.com/en-gb/documentation/articles/backup-
azure-backup-import-export/.

8. Inthis exercise, select Automatically Over the Network and click Next to
continue.

9. The backup job is created and scheduled, and we are at the end of the wizard,
having successfully configured the backup schedule (see Figure 3-20).
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4@ Modify Backup Progress

Getting started @ You have successfully created a backup schedule.
Select Items to Backup

Specify Backup Schedule
Select Retention Policy

Choose Initial Backup Type

Confirmation

Figure 3-20. Configuration has completed successfully

10. Depending on what time you configured the backup job and when it is scheduled
to start, it might take some time before you see the backup in action and can
monitor it. To speed up the lab a bit, select Backup Now from the actions pane on
the Azure Backup console (see Figure 3-21).

Actions

Register Server
“% Schedule Backup
|@ Back Up Now |
& Recover Data

Change Properties

Open Portal

About Microsoft Azure Recovery S...
& Privacy & Cookies

View 4
Help

Figure 3-21. Manually start the scheduled backup job now

11.  Confirm the start of the manual backup job and wait until the job runs. Follow
the progress from the popup window shown in Figure 3-22.
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Backup progress

Confirmation Status:  Taking snapshot of volumes...
l

Status details

Data transferred: 0KB
Items |

Item Status

|C:\ Taking snapshot of volumes...
DA Taking snapshot of volumes...

You may close the wizard and the backup operation will continue to run in the
background. You can view the progress of this operation by double-clicking the
Backup message in dashboard.

Figure 3-22. Backup is in progress

12.  Close the popup window, which brings you back to the Azure Backup console.
From there, you can get more details regarding the backup jobs. Information
includes the status of the last backup, when the next backup task is scheduled,
and how many recovery points there are. For most items, more detailed views are
available. See Figure 3-23.

Microsoft Azure Backup

@ Microsoft Azure Backup supports scheduled backups of files and folders to an online location

Jobs (Activity in the past 7 days, double click on the message to see details)

Tme  ~ Meszage [Descripion [
@ 2082062245 Backup Job completed.
@  27/08/2016 20:30

Figure 3-23. Backup jobs status window
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Monitoring Azure Backup Agent Setup from the Azure Portal

In the previous section, you successfully configured an Azure Backup job on a Windows machine, which has
the Azure Backup agent installed.

In this section, we head back over to the Azure portal and see what information can be viewed there
regarding your Azure Backup agent configuration.

1. From the Azure portal, browse to the Azure recovery resource group you created
before. From there, select the Azure Backup Vault (see Figure 3-24).

AgentBackups

+ Add EE Columns [ Delete o Refresh =3 Move

Essentials ~

) Overview | J c03TacBiTTTminlBfuini miin2
B Activity log West Europe
s Access control (IAM)

‘ Tags

NAME TYPE LOCATION

SETTINGS
"‘ AgentBackups Recovery Serv... Woest Europe

Figure 3-24. Azure backup resource group and Azure Backup Vault

2. When you select the Azure Backup Vault, the Settings blade displays some
informational tiles with feedback regarding the backup vault configuration
(see Figure 3-25).

Backup Add tiles @
Backup Items Backup Jobs Backup Usage
Azure Virtual Mac... 0 In progress 0 Cloud-LRS 0B
File-Folders 2 Failed Q1 Cloud-GRS 0B

Figure 3-25. Azure Backup feedback tiles in the Azure portal

3. From these tiles, click the Backup/File-Folders tile. This routes you to a more
detailed view regarding this kind of backup job. You get input on the backup
item, which is the source drive per server. It shows the protected server, which
points to the machine(s) having the Azure Backup agent installed and a job
configured; it shows the state of the last backup and the timestamp of the last
recovery point (see Figure 3-26).
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Backup Items

C) Refresh == Add Y Filter

File-Folders v

Fetching data from service completed.

BACKUP ITEM A PROTECTED SERVER 3 LAST BACKUP “~ LAST RECOVERY POINT
DA moclabl.pdtitbe @ Success 8/27/2016 10:45:08 PM
CA moclabl.pdtitbe @ Success 8/27/2016 10:45:08 PM

Figure 3-26. More Azure Backup feedback kdetails in the Azure portal

Performing an Azure Backup Agent Folder Restore

Taking backups is fine, but the main intention of taking backups is not just having a copy aside, but also
being able to actually restore the backed-up data, which is exactly what we are going to do here.

1. Connect to a source backup server that has at least one single successful backup.
Open the Azure Backup console.

2. From the Azure Backup console, go to the Actions pane and click Recover Data,
as shown in Figure 3-27.

Actions
Backup

Re.gistet Server
% Schedule Backup
@ Back Up Now

™ Recover Data

Change Properties

Open Portal

About Microsoft Azure Rec
£ Privacy & Cookies

View

Help

Figure 3-27. Recover data using Azure Backup
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3. Thislaunches the Recover Data Wizard. Make sure This Server is selected as the
first option (see Figure 3-28). Click Next to continue.

Getting Started
Getting Started You can use this wizard to recover files from a backup service and restore them to your server.
SR T To get started, identify the server on which the backup was originally created.
Select Volume and Date ® This (moclabl.pdtitbe)
Select Items to Recover O Anott
Specify Recovery Options
Confirmation
Recovery Progress

Figure 3-28. Choose a server to recover data from

4. Inthe next step, you can choose between selecting files and searching for
files. When you choose Selecting Files, a scan of the backup catalog will occur,
after which you can select the volume and the folders and files as needed (see
Figure 3-29).

Select Recovery Mode

Getting Started Files can be restored either using browse or search.
5 Recovery Mode

= yMod ®) Browse for files
Select Volume and Date O Search for files
Select ltems to Recover
Specify Recovery Options
Confirmation
Recovery Progress

Figure 3-29. Browse for files to recover

5. The restore selection is based on backup date and timestamp. Based on the
number of backups or retention settings you have, you can make about any
point-in-time restore happen (see Figure 3-30).
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Specify Recovery Options
Confirmation

Recovery Progress
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socttessme [

Available backups
Oldest available backup: 27/08/2016 20:17
Newest available backup: 27/08/2016 22:45

Select the date of a backup to use for recovery. Backups are available for dates shown in bold.
Backup date:  27/08/2016

_augustuszmﬁ Time 2245 7]
ma di wo do vr za zo 20:17
i 23 4.5 6 7 2245 ]

g8 91011 1213 14
15 16 17 18 19 20 21
2 23 24 25 %2728
29 30 3

Figure 3-30. Select a volume and data to restore

6. Inthe nextstep, you can browse through the list of folders and files at the
moment when the backup was made. You can select multiple folders and files or
make individual file selections (see Figure 3-31). Clicking the Next button takes
you to the next step.

Select Items to Recover

Getting Started

Select Recovery Mode
Select Volume and Date
Select [tems to Recover
Specify Recovery Options
Confirmation

Recovery Progress

Expand the tree to find the items you want to recover. Select a folder to restore the entire folder;
select files by name to restore only those items.

Available items: Iltems to recover:

B- _j.: moclabl.pdtit.be MName Date Modified Size
B G\ | | AgentBackups S... 27/08/201619:39 4KB
=+ . @Software |€] en_sql_server_20... 7/09/20150:50 3,74 ...
B i Windows Server 2012F| | (] en_system_cent... 7/09/20150:20  694,7...
VIARSAgentl 21/0 621
. Windows Server ... 6/09/2015 23:41

Figure 3-31. Select items to recover

7. Inthe Specify Recovery Options step, you define whether to restore the selected
files and/or folders to the original location or to another location that you specify.
You also can choose what needs to happen if the restored items are still present
in the source location, and whether the ACL permissions also must be restored
(see Figure 3-32).
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Specify Recovery Options

Select Recovery Mode ® Original locati
Select Volume and Date

O Ancther location

Select Items to Recover
) | V| |  Browse

Specify Recovery Options

Firrmiabs
S 2 When items in the backup are already in the recovery destination

®) Create copies so that you have both versions
O Overwrite the existing versions with the recovered versions

Recovery Progress

O Do not recover the items that already exist on the recovery destination

Security settings

Restore access control list (ACL) permissions to the file or folder being recovered

Figure 3-32. Specify the recovery options

8. Click the Restore button to start the restore process and job. Figure 3-33 shows
the recovery process in action.

Microsoft Azure Backup

@ Microsoft Azure Backup supports scheduled backups of files and folders to an online location
Jobs (Activity in the past 7 days, double click on the message to see details)
Jobs | Alerts
Time = Message Description
© 21082016 23:41 Recovery Job completed.
@ 2708206 2245
@ 27/08/2016 20:30
@ 2108206 2017
Recovery Progress
Status Getting Started Status:  Transferring data...
Sefect Racovery Mude | | I
Last Backup
Select Volume and Date
Status: (@) Successful Select ltems to Recover i
Time:  27/08/2016 22:45 ; ;
Recovery Options
B View details e = -— b
Confirmation = Transferring data... 18,01 M8 ]

Figure 3-33. The Recovery progress in action
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9. Wait for the restore job to complete.

Note It’s important to keep in mind that—when restoring to an alternative location—shared network
locations and external media like USB drives are not supported. If the alternative location is a machine without
the Azure Backup agent installed and thus does not have the Azure Backup Vault credentials, you are asked for
the vault passphrase during restore, in order to decrypt the backup files (see Figure 3-34).

& _,d; Confirmation

Getting Started Backup server: prvijay8l.fareast.corp.microsoft.com

Select Backup Server Recovery items:

Select Recovery Mode Name Path Date Modified Size
Select Volume and Date Downloads C\Use loa.. 87227201 ...
Search Iltems to Recover

Specify Recovery Options

Recovery Progress

Recovery destination:  C:\Users\i o\Desktop
Recovery option: Create copies of recovered files
Security settings: Restore

To decrypt your backup from another server, please provid assphrase used to create the

backup.

Passphrase: | |

Figure 3-34. The passphrase is required when restoring to an alternative server

Optimizing Restore Speed—Network Bandwidth Throttling

In an Enterprise environment, many administrators are configuring dedicated backup network subnets.
Partly for security reasons, management restrictions, and bandwidth control. While I haven't determined
how to limit or configure Azure Backup agent traffic to pass through a specific NIC out of the Azure Backup
agent configuration—you could build something close to this by directing traffic through a proxy server
that’s supported and configurable—the Azure Backup agent allows for (minimal) bandwidth throttling
configuration.
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1. Open the Azure Backup agent console, navigate to the action pane, and select
Change Properties.

2. Click the Throttling tab (see Figure 3-35).

| Encryption | Proxy Corfiguration | Throttiing

[¥] Enable intemet bandwidth usage throttling for backup operations

Work hours: 512.0 E Kbps v
Non-work hours: [1023.0 5]

Work hours: |9AM v”5pu vl

Work days: [ ] Sunday [¥] Monday [v] Tuesday [v] Wednesday [v] Thursday
[V] Friday [] Saturday

Figure 3-35. Azure Backup agent—throttling configuration

3. Here you can enable bandwidth throttling by defining the maximum network
bandwidth capacity that can be used for backup and restore operations during
work hours and non-work hours.

Again, some other backup tools provide more granular configuration settings for managing network
bandwidth, but it is nice it is there, and directly from the Azure Backup agent properties. (I remember some
legacy backup solutions in the early 2000s requiring complex registry and INI file configuration to allow this.
And even network speed wasn't that great, so it was missing the point a bit at that time.)

Summary

This completes the first of several chapters about Azure Backup, in which I started from a high-level
overview of the different flavors of Azure Backup solutions available and focused on Azure Backup agent.
You learned how to configure the Azure Backup Vault, how to deploy the backup agent, how to configure a
backup job, and how to perform a folder restore.

In the next chapter, you will learn about Azure Backup Server in a similar structure used in this chapter.
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CHAPTER 4

Deploying and Configuring Azure
Backup Server

Welcome to the second chapter about Azure Backup, dedicated to Azure Backup Server.

In this chapter, I assume you went through the basics of the Azure Backup in Chapter 3, which will give
you enough information to know the difference between the different Azure Backup flavors. Maybe you went
through the exercises too, which will make it easy to understand and complete the exercises in this chapter,
since there are a lot of similarities and overlap between both solutions. After all, they belong to the same
Azure Backup family.

Supported Environments

Before going through a step-by-step deployment and configuration exercise, it’s important to remember that
Azure Backup supports the Windows Server 2012 and 2012 R2 operating systems for backup.

Note Windows Server 2008 R2 SP1 is not supported for running Azure Backup Server, and the Windows
2012 or 2012 R2 server on which you want to install Azure Backup Sever solution cannot be a domain
controller.

Now you know what platforms are supported, let’s jump back into the technology. I walk you through
the different solutions and configurations step-by-step.

Deploying and Configuring Azure Backup Server

Asyou learned in Chapter 3, in addition to Azure Backup agent, there is a second Azure Backup flavor
available. It is this version I will tackle in this chapter, called Azure Backup Server.
The biggest differences compared to the Azure Backup agent are these additional features:

e  Enterprise workload support (Hyper-V VMs, Exchange, SQL, and SharePoint)

e  Feature-complete Azure Backup Server console, providing you with a rich set of
configuration options to create backup and restore jobs, monitoring your backups,
and more
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If you are familiar with System Center Data Protection Manager (SCDPM), you will find there is a lot of
overlap and similarities between both products. But there are also some serious differences:

e Azure Backup Server does not integrate with System Center.
e Azure Backup Server does not support tape drives as a backup target.

e Azure Backup Server does not require a specific license, although you need an Azure
subscription and must have created an Azure Backup Vault. (The Windows Server
2012 R2 to which you install the backup tool must also be licensed.)

Note While Azure Backup Server could be configured as an on-premises only backup solution, therefore
not using Azure storage as the backup target, it is still required to have the server registered in Azure Backup
Vault.

Azure Backup Server can be set up in two ways:

e Deployit as a backup server on-premises; the backup target can be on-premises
disks or Azure storage. Backup clients can be any machine having an Azure Backup
Server client agent installed, running on-premises or in a public Cloud.

e Deploy it as a backup server within an Azure VM; backup target can be Azure
storage. Backup clients can be any machine having an Azure Backup Server client
agent installed, running on-premises or in a public Cloud.

The exercise you will go through in this section looks like this:
e Deploy two Azure Virtual Machines running Windows 2012 R2.
e  Configure one of these VMs as domain controller, since this is required by MABS.
e  Configure the other VM as Azure Backup Server; add a data disk to this server.
e  Deploy a third VM using the SQL Server 2016 gallery image.
e  Configure a backup job and take a SQL Server database backup.

Note In the next section of this chapter, | cover Azure Backup for Azure Virtual Machines, which is different
from running Azure Backup Server in this scenario. If you have the capacity available in your on-premises
infrastructure, you could also build an on-premises backup server, from where you store another machine's
backup to Azure.

Exercise Prerequisites
Follow these steps to set up your system to be ready for the exercise:

1. From the Azure portal, create a new resource group called MABSLab or any other
name you want. This is just to separate it from the resource group in the previous
exercise.
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2. In this new resource group, deploy three virtual machines running Windows
2012 R2 and having 4GB of memory as a minimum (I used a DS2_V2 T-shirt size).
See Figure 4-1.

Everything

Y Filter

Windows Server 2012 R2 Datacenter

Results
NAME N PUBLISHER
E Windows Server 2012 R2 Datacenter Microsoft

Figure 4-1. Selecting Windows Server 2012 R2 Datacenter from the image gallery

e The MABSDC machine is based on the Windows Server 2012 R2 Enterprise image
from the Azure gallery.

e This server will become the Active Directory domain controller (assuming you
know how to configure a Windows Server 2012 R2 as domain controller).

e The MABSServer machine is also based on this image from the Azure gallery.

e This server will become the Azure Backup Server. This machine should be Active
Directory domain joined.

- Add another data disk to this VM, which will be used by MABS later.

- The MABSSQL machine is based on the Microsoft SQL Server 2016 RTM
Enterprise image from the Azure gallery. Optionally, this machine can
be Active Directory domain joined, which will ease the exercise, but
remember non-domain joined machines can also be backed up using
MABS, as long as it can authenticate to this machine. See Figure 4-2.
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Everything

Y Filter

[ SQL Server 2012 R2

Iul SUL Server 2U14 SP1 Enterprise on Windows Server 2012 RKe Microsoft
SQL Server 2016 RTM Standard on Windows Server 2012 R2 Microsoft
SQL Server 2016 RTM Enterprise on Windows Server 2012 R2 Microsoft

Figure 4-2. Selecting SQL Server 2016 RTM Enterprise from the image gallery

While the servers are deploying, you can continue with the preparation of the Azure Backup Vault for
this exercise.

Configuring an Azure Backup Server Backup Vault
Follow these steps to configure an Azure Backup Server backup vault:
1. From the Azure portal, click +New and type recovery in the Search field.

2. From the list of results, select Backup and Site Recovery (OMS). Once selected,
click Create. See Figure 4-3.

Everything

Y Filter

Backup and Site Recovery (OMS)

Results
NAME A~ PUBLISHER

| Backup and Site Recovery (OMS) Microsoft

Figure 4-3. Backup and Site Recovery (OMS) from the Azure gallery

3. This will open the Create Recovery Vault blade, where you should enter some
parameters to get the vault created (see Figure 4-4):
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e Enter a descriptive name for the recovery vault, for example MABSBackup

e Select the resource group you created in the previous step (MABSLab in my
example)

e Selectyour Azure subscription and closest Azure region

Recovery Services vault

* Name

MABSBackup o

* Subscription

Visual Studio Premium with MSDN ~

* Resource group @

Ocreate new ® uUse existing

MABSLab W
* Location
West Europe v

Figure 4-4. Create Recovery Services Vault

4.  Once the recovery vault is created, select it from the Azure portal. Go to the
Settings blade and navigate to Getting Started/Backup (see Figure 4-5).

& MABSBackup O X Settings

‘n' Settings + Backup + Replicate [ Delete

Essentials ~ ~

0 L SUPPORT + TROUBLESHOOTING
Ac.t.ive 1] S . /s Diagnose and solve problems >
We;t éurope . B Activity log >

New support request >

37ac86-777e-4d99-b631-a8a263131bdb
ciaiec < B abazbd13 GETTING STARTED

& Backup >
Figure 4-5. Configuring backup for the Azure Backup Server

5. This opens the Backup configuration blade. The configuration is a three-step
scenario, starting with defining the backup goal. Almost like configuring this step
for the Azure Backup agent, you select On-Premises as your source, but instead
of selecting Files and Folders, select SQL Server (see Figure 4-6). Click OK to
confirm.
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Getting started with ba... —

Backup Goal

Where is your workload running?

1 Backup goal > On-premises v

Select
What do you want to backup?

Microsoft SQL Server v

2 Files and folders

Hyper-V virtual machines
v Microsoft SQL Server
3 t Microsoft SharePoint

Microsoft Exchange

Figure 4-6. Setting parameters for the backup goal

Note Pay attention to the fact that we select On-Premises, even if you want to back up Azure VMs by
using Azure Backup Server. The key difference is that you are using the MABS client agent and MABS server,
whereas in the third flavor, by selecting Azure as the source, you use the Azure VM extension for backup (which
is covered hereafter).

6. Asyou can see, the three-step scenario falls back to a two-step one, removing the
Backup Policy step. This is because when using the Azure Backup Server, backup
policies are defined in the server, and not stored in Azure.

This second step is pointing you to the Azure Backup Server download link, as well as the Azure Backup
Vault credentials file that you need to download
(see Figure 4-7).
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Getting started with ba... — 08 X Prepare infrastructure

Azure Backup Server
Please follow the steps mentioned below.
1 Backup goal v

Azure Backup Server
1. Install Microsoft Azure Backup Server

2 Prepare infrastructure >

2. Download vault credentials that you will
use during the agent installation to
register the server in the vault. Vault
credentials will expire after 2 days.

3. Post infrastructure preparation, please use
Microsoft Azure Backup Server Ul(on
premises) to configure backup.

Figure 4-7. Azure Backup Vault—prepare Infrastructure

7.  Click the Download link, which will redirect you to a public Microsoft web site
(see Figure 4-8):

https://www.microsoft.com/en-us/download/confirmation.aspx?id=49170

Choose the download you want

File Name Size
MicrosoftAzureBackupinstalier exe 682 KB
MicrosoftAzureBackupinstalier-1.bin 7013 M8
MicrosoftAzureBackupinstaller-2 bin 7019 M8
MicrosoftAzureBackupinstalier- 3 bin 7019 MB
MicrosoftAzureBackupinstalier-4 bin 7019 M8
MicrosoftAzureBackupinstaller- 5. bin 4467 MB

Figure 4-8. Azure Backup Server—download the installation files

From there, you can start the download of the application. Note that this download is split into separate
files, since the full download is 3.2GB.

Tip  Specifically for this lab setup, | recommend you log on to the Azure Virtual Machine (that will be the
Azure Backup Server) you deployed earlier and download the files directly from there.
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Installing and Configuring the Azure Backup Server Application

In this section, you will learn how to install the Azure Backup Server application, as well as how to create a
backup job for the SQL Server machine.

1. Startthe MicrosoftAzureBackupInstaller.exe; this will launch a file extraction
wizard, followed by the actual setup.exe. See Figure 4-9.

Microsoft Azure Backup

Install
Microsoft Azure Backup Additional Resources
DPM Protection Agent Microsoft Azure Backup Documentation

DPM Remote Administration

SQL Self Service Recovery

Figure 4-9. Microsoft Azure Backup installation

2. Click Microsoft Azure Backup to start the installation wizard.
3. Atthe welcome step, click Next to continue.

4.  Atthe Prerequisite Check step, click the Check button. If all goes fine, the
machine should meet all the requirements to continue the installation.

5. This brings us to the SQL Settings step. Choose Install New Instance of SQL
Server with This Setup and click the Check and Install button to continue. See
Figure 4-10.
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Microsoft Azure Backup Setup [=]

[ SQL Settings

k A Please wait while the wizard checks for required hardware and software,

Installation Stages Microsoft Azure Backup requires a database. You can only use a local instance of SQL Server. 2014
ot Standard or higher.

@ Welcome

(% Install new Instance of SQL Server with this Setup

" Use an existing instance of SQL Server

@ Prerequisite Checks

@ SQOL Settings

Select the appropriate option and click on the button to perform the -
@ Installation settings prerequisite check and install the missing Windows components. Check Again I
@ Security settings This computer meets the software and hardware requirements for DPM.
@ Microsoft Update Opt-In Click Next to continue.
@ Summary of settings
@ Installation

Figure 4-10. Microsoft Azure Backup installation—SQL settings

Note While Azure Backup Server uses Microsoft SQL Server, there is no additional SQL Server license
required. However, the SQL Server instance can only be used for Azure Backup Server in this scenario.

Tip  If you are prompted that .NET Framework 3.5 SP1 is missing, close this wizard and run the following
command from an administrative command prompt:

DISM /Online /Enable-Feature /FeatureName:NetFx3 /All

Doing so installs the server feature using the online WSUS image.

6. Inthe installation settings step, accept the defaults as they are shown (in a live
production environment, these settings should probably be changed). See
Figure 4-11.
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Installation Settings
Specdy installation locations for the MAB program files. Cache location and settings for SQL Server.
Inakaliafion Sages - Microsoht Azure Backup Fies
@ Welcome Program files:
@ Fi isite Check | C:\Program Files\Microsoft Azure Backup\DPM Change... |
2 |
0L Setieige | Scratch Location (st have free space atleas 5% of the ata backed up to cloud):
@ Installation settings
@ Secwity setings | C:\Program Files\Microsoft Azure Backup\DPM\DPM\Cache Change... |
@ Microscht Update Opt-In |} Databoes tes:
@ Summary of settings | C:\Program Fies\Microsoft Azure Backup\DPM\DPM\DPMDB Change... |
@ Installation L
5o
Required Avalable
|
| System drive: 2160 MB 107512 MB
' Program files drive: 4500 MB 107512 MB
|
Cache files drive Min 5% of backed up data 107512 MB
|
| Database files dive: 900 MB 107512 MB

Figure 4-11. Microsoft Azure Backup installation—installation settings

7. This brings you to the Security Settings step. Here you have to create a complex
password that will be used by the Azure Backup Server system account you will
create, as shown in Figure 4-12.

Microsoft Azure Backup Setup creates the following restricted local user accounts. Specify a strong password

Runs the SGL Server service and the SQL Server Agent service.
Securely generates reports.

[e000000cssses

Security Settings

Enter security settings information.
Installation Stages
» Welcome for the accourts. This password does not expire.
@ Prerequisite Checks
o SQL Settings MICROSOFTSDPMSAcct
@ |Installation settings 2t LIRS
@ Security seftings Password:
@ Microsoft Update Opt-In Confirm password:
@ Summary of settings
@ Installation

Figure 4-12. Microsoft Azure Backup installation—security settings
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Note The reference to DPM is clearly visible here: Microsoft$DPM$Acct.

8. Theremaining steps in the wizard is whether to allow a Windows update for this
application or not (I recommend you allow this) and a summary of all settings
and parameters. Click Install to continue.

9. This kicks in the installation of the Azure Recovery Services Agent first, during
which you are asked to import the Azure Vault credentials file. This is needed to
be able to register the server in the Azure Backup Vault. See Figure 4-13.

13|

Register Server Wizard <

Vault Identification

Vault Identification

Select the vault credentials downloaded from the quick start page in the Microsoft Azure Backup
Vault.

Vault Credentials: C:\Users\pdtadmin.MABS\Downloads\MABSBackup_Sun Aug 28 2 | Browse |
Backup Vault: MABSBackup
Region: westeurope

Subscription Identifier  ¢037ac86-777e-4d99-b631-28226313 1bdb

Figure 4-13. Microsoft Azure Backup installation—Register Server Wizard

10. The Azure Backup Server encrypts backups in the same way as the Azure Backup
agent does. Therefore, you are asked to create a (complex and long) passphrase
and export it to a text file, so you can retrieve it later (for example, during a
restore to an alternative server other than the original source machine). See

Figure 4-14.
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Encryption Setting

Backups are encrypted to protect the confidentiality of your data.

G te or type a passph to encrypt and decrypt backups from this server.

Server Registration

Enter Passphrase (minimum of 16 characters)

e (13) Generate Passphrase
Confirm Passphrase
Inrmm (13)
Enter a location to save the passphrase
|C:\Users\pdtadmin.MABS\Desktop | " Browse !
If your passph is lost or forg: , the data cannot be recovered. Microsoft Online
A, Services does not save or ge this passpt Itis gly ded you save
your passpt to an il location like a USB drive or network drive.
< Previous Next > Finish Cancel

Figure 4-14. Microsoft Azure Backup installation—create a passphrase

11.  Once the Azure Recovery Service agent configuration is completed, the Azure
Backup agent installation process continues, by installing and configuring a SQL
Server 2014 instance. See Figure 4-15.

Installation
A Setup i ling DPM and its software.

Installaion Stages ey
g o Microsoh Anure Recovery Services Agent
] Prumn.llcChe:ks b SO Server 2014
7 et SQL Server2014 Tools and Workstation Components
» Installation settings
Mecrosoft Anse Backup
@ Security setiings
@ Microsoh Update Opt-in
@ Summary of settings
@ Installation
Status |
Please wat whie Setup installs SQL Server 2014,
NEEDENRERMENREEN

Figure 4-15. Microsoft Azure Backup installation—SQL Server 2014 setup
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Note This setup will take about 15-20 minutes, so now might be a good time to get a cup of coffee.

12. Wait for the installation to complete successfully. Figure 4-16 shows the end
result.

Installation
h. ! Satup is instaling DPM and s premguiste software

Installation Stages ~ o
Welcome
. f Mecmsoht Azure Recovery Services Agent
Prerequisite Checks
. " o/ SOL Server 2014
SQL Settings
= o/ SGL Server2014 Tools and Workstation Companents
@ Installation settings
of Microsoft Azure Backup
@ Security settings
@ Microsoft Update Opt-in
@ Summary of settings
@ Installation
Status |
[crosh Aars Backup rataton s coreied e o

Figure 4-16. Microsoft Azure Backup installation has completed successfully

13.  Start the Microsoft Azure Backup Server from the shortcut that is available on the
desktop or from the Start menu.

14. From within the application console, select Management and click the Install
button from the top menu. This launches the Protection Agent Installation
wizard. Select Install Agents and then click Next to continue as shown in
Figure 4-17.

<8 Select Agent Deployment Method
Select agent deployment method

®) Install agents

Recommended for computers that are not behind firewalls, or computers that have the required
exceptions created in the firewall. Selecting this option will install protection agent in the computers. Click

@ Select computers help for more information.
@ Enter credentials
@ Choose restart method
() Attach agents

@ Summary

Recommended for
@ Installation - computers behind firewal

- computers on which agent is already

installed.
- computers on which agent will be installed extemally.

Figure 4-17. The Protection Agent Installation Wizard

vww .allitebooks.cond

87


http://www.allitebooks.org

CHAPTER 4 © DEPLOYING AND CONFIGURING AZURE BACKUP SERVER

15. Inthe next step, your domain joined servers should be listed. Since we have only
two in our lab environment, select both of them. See Figure 4-18.

L Select Computers
Select the computers on which to install the protection agents.
Steps: The computers listed are in the same domain as the DPM server. To add a computer from a different
domain, type the fully qualified domain name. For ! hi domai toso.com

@ Select agent deployment . .

thod ltl'urpt.urnm l Selected computers:

Computer Domain
) Dot comprses : 3 MABSDC mabs.demo
@ Enter credentials St L 3 MABSSQL mabs.demo
@ Choose restart method
@ Summary
@ installation | Add> |
: < Remove

Figure 4-18. Select the servers for the Protection Agent Installation Wizard

16.  After selecting the computers and clicking Next, you are asked to provide the
credentials to authenticate these machines. A domain administrator account is
required here.

17. The remaining steps of this wizard ask you to define if you want these computers
to restart automatically after getting the protection agent installed, and that's
all you need to do to complete this wizard. At the end of the wizard, the remote
agent installation will start.

18. Asyou can see in Figure 4-19, the remote agent push install failed for server
MABSDC. Select the Errors tab to get more details about the cause of this failure as
shown in Figure 4-20.

L Installation
One or more agent installations failed.
Steps:
@ Select agent deployment Task Results
B Install protection agent on MABSSQL.mabs.demo Success
@ Select computers Install protection agent on MABSDC.mabs.demo Failed

@ Enter credentials

Figure 4-19. An installation failed
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(L Installation
One or more agent installations failed.

Steps:

@ Sl v dakaemo install protection agent on MABSDC mabs demo faied:
Emor 319: The agent operation failed because of a communication emor with the DPM Agent Coordinator service
Emor details: The RPC server is unavailable ((x800706BA)

@ Enter credertials Recommended action: 1) Verify that MABSDC mabs.demo is remotely accessible from the DPM server.
2) If a firewall is enabled on MABSDC mabs demo, make sure that it is not blocking requests from the DPM

@ Choose restart method server. Refer to the DPM Deployment Guide for more information on configuring the firewall for DPM.

@ Simmans

Figure 4-20. View the errors to determine why it failed

19. Fix the error on the MABSDC (disabling the firewall or creating a firewall exception
rule to allow the traffic) and restart the installation process. The agent is installed
successfully this time as shown in Figure 4-21.

=T
% Installation

Steps: Tasks
@ Select agent deployment Task Results
method Install protection agent on MABSDC.mabs.demo Performing: 28%

Figure 4-21. The protection agent installation has been fixed

20. Since both machines have the agent installed now, you can continue configuring
the protection group and defining a backup job (see Figure 4-22). From the Azure
Backup Server console, select the Protecting pane and click New from the top
menu.
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Welcome to the New Protection Group Wizard
n This wizard helps you create a new protection group that DPM will use to protect data.
Steps: Aprotection group is a collection of data sources that share th diguration. You use this wizard to
® Welcome specty your recovery goals that are defined b d ¥ poirt schedul
@ Select protection group type -
@ Select group members =
# Speciy protection rues -
@ Selact data protection Y
method
@ Select shod4em goals % .},
- .
] Owuwﬂmdud(
@ Summary How data protection works:
o Sin 1. DPM creates a replica of the selected data sources on the DPM server.
2. DPM synct th lica with the data sources and creat Y on a recuming schedul
3. Backups are performed as follows:
Disk-based protection. DPM stores the replica of the data on disks and periodic full backups ane created on disk.
Oriine DPM pedoms pedodic backups of the data to Azure Backup.

Figure 4-22. Create a new protection group

21. Inthe Select Protection Group type step, select Servers (see Figure 4-23).; click
Next to continue.

Select Protection Group Type
B Select what kind of you to setup for.
- of Selact one of

Y create two kinds ection 2 them below

— ‘ou can prot groups one

@ Select protection group type @ Servers

@ Select group members Select this option for backing up file servers and application servers. Before selecting this option, ensure that the DPM
jprotection agent is already installed on the target server. These computers must be oniine at the time of configuring

@ Specéy protection rules protection. You will need to select the speciic resources you want to backup.

@ Select data protection

methad O Clents

Selact this option for backing up data from | and des You DPM agent after

@ Select shorttem gozls the configuration on the DPM server.

.MMM @ T i " for aptops and desk selact the Servers option.

Figure 4-23. Select the protection group type

22. Inthe Select Group Members step, you select which servers you want to enable
backup, as well as which shares, volumes, and system states (see Figure 4-24).
Since having shares is not what we want—that would basically be a “folders and
files-only” backup—select volumes. Confirm the popup about also selecting the
system state and mark it for backup. Click Next to continue to the next step.
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Select Group Members.
D Select the data that you want to protect.

Steps:

Welcome

Select protection group type
Select group members
Select data protection
method

e & & &

.

Selact short4em goals

é’
|
i

Figure 4-24. Select the

To choose the data to protect, select the check boxes in the Available members saction. To exclude a folder, expand the

directory structure, and clear the check box of the folder.

¥ you do not see the data source you want to protect in the tree below, click the following link for a list of unsupported
configurations.

Unsupported configurations
Avaiable members Selected members
BE] = o Selected Members Computer
-3 MABSDC A MABSDC.mabs.demo
w123 Al Shares
& Al Volumes D MABSDC.mabs.demo
é msmaam c MABSSQL.mabs.demo
*
& 3 MaBSSQL D\ MABSSQL.mabs.demo
R'EI-LE‘ Al Shares A\ MABSSQL.mabs.demo
+ All SQL Servers
& A1 Vol Computer\System Prot... MABSDC.mabs.demo
* System Protection Computer\System Prot... MABSDC.mabs.demo
Computer\System Prot... MABSSQL.mabs.demo
Computer\System Prot... MABSSQL.mabs.demo

group members

Note

Notice the All SQL Servers within the SQL Server machine; this allows you to take granular backups

of SQL Server databases. These can be configured in a separate protection group, and can be configured on the
SQL instance level or per SQL database individually.

Steps:

@ Select group members

@ Select data protection
method

Select shorttem goals
Q'iqoumuemydnd(

@ Speciy online protection data

@ Specify online backup
schedule

@ Speciy online retention policy

Figure 4-25. Select the

Select Group Members.
h Select the data that you want to protect.

To choose the data to protect, select the check boxes in the Availabl b

directory structure, and clear the check box of the folder.
If you do not see the data source you want to protect in the tree below. click the following link for a list of unsupported
configurations.

section. To

lude a folder, expand the

Unsupported corfiqurations
Available members Selected members
£33 mabs.demo Selected Members Computer
i~ @ MABSDC MABSSQL\model MABSSQL.mabs.demo
-] MABSSERVER
B § MABSSQL MABSSQL\msdb MABSSQL.mabs.demo
B33 Al Shares MABSSQL\master MABSSQL.mabs.demo

E o Al SQL Servers
| =¥ (Auto) MABSSQL
LV ] master

L e
-4 All Volumes
#-Lg System Protection

SQL Server backup options
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Note The same view exists for Exchange Server and SharePoint Server, allowing for individual mailbox
database or SharePoint data restores.

23. Inthe next step, you give the protection group a name and select the backup
target. Make sure both short-term protection using a disk as well as online
protection is selected here (see Figure 4-26).

Select Data Protection Method
E DPM can help provide disk, online and tape based data protection.

Steps: Protection group name: | [ e ke e ]

@ Welcome B rseod

@ Select protection goup type  Select your protection method.

@ Select group members >

° mdalapdecﬁm [w] 1 want short4em protection using:

@ Select shorttem goals
@ Choose consistency check

options

&5 [ I want online protection

@ Summary
@ Status

Figure 4-26. Select the data protection method

24. The next step involves selecting the short-term goals for disk-based backup,
which basically means how long the backup-to-disk retention time needs to be.
The default is five days, with a synchronization update every 15 minutes. For this
exercise, accept the default values (see Figure 4-27). Click Next to continue.

Specify Short-Term Goals
B DPM wil create a protection plan using your short tem recovery goals.
Steps: G  Speciy your shorttem recovery goals for diskc-based protection.
@ Welcome :
o Seectprisciongoptpe | REEONTNGE: P_B
@ Selact group members Synchronization frequency: @) Every [15m‘n.m vi
@ Select data protection Just before
(@] a recovery point
@ Select shot4em
e File recovery points

@ Review disk allocation Speciy recovery points for file members.

Choose )

S PcH Recovery pontsforfies:  [3:00 AM, 12.00 PM, 6:00 PM -

. ) Everyday v Modfy... |

options

Figure 4-27. Specify the short-term goals
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Disk allocation shows you how much disk space is estimated to be in use by
Azure Backup Server, for protecting the selected items in the protection group. In
most cases, it is OK to accept the default settings (see Figure 4-28). Click Next to
continue.

Review Disk Allocation
D Review the storage pool disk space allocated for this protection group.
Steps: Review the disk space allocated for new members of this protection group.
@ Welcome Disk space allocation for new members
@ Su ¢ Pt Total data size: 8225GB
Disk DPM: 139.73GB
= space alocated in Gl
Average disk space alocated in protected computers: 1.46GB -m!
@ Select data protection
@ Select short4erm goals This option is disabled because the chosen data sources cannot be codocated Click Help to leam more.
@ Review disk alocation [v] Automatically grow the volumes
Cheoss " Wwwmummmdﬁmummmmhnuth
0 S s group forthe ion range. This option is nct appicable for custom
@ Choose consistency check

Figure 4-28. Review the disk allocation

26.

You now see Choose Replica Creation Method, where you specify how the initial
replica (the backup) should be created (see Figure 4-29). This can be done over
the network, immediately, or at a later scheduled moment, or you can also
choose to manually copy existing images using removable media. This could be
interesting when migrating backups from an older on-premises DPM server to
MARBS, or when centralizing backups from a remote site.

Choose Replica Creation Method
D To protect the data you have selected. you must inttially copy the selected data to the Data Protection Manager computer.
Steps: DPM must create a replica to copy the selected data to the DPM server. How do you want to create the replica?
@ Welcome Replica in DPM Server
@ Select protection group type ® Automatically over the network
@ Select group members ® MNow ) Later
. Selact deta profection 8/29/2016 B5522PM [5]
@ Select shortterm goals 0
@ Review disk allocation

e z For large amounts of data, this operation may be faster than replica creation across the network.

‘You must transfer the data using removable media.

Figure 4-29. Choose the replica creation method

27.

In the next step, you specify which of the items within the protection group
should be synchronized to Azure as online protection data (see Figure 4-30). This
is a really interesting feature, since you can decide to have full machine backups
available on-premises from the MABS disk backup, and only specify certain
volumes as online backup (which will be a second copy).
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Specify Online Protection Data
D Speciy the data that you would like DPM to help protect oniine.

@ Select the data source you want to protect online.

@ Welcome
@ Select protection group type Selected members Computer
@ Selact group members O MABSDC.mabs.demo
@ Select deta protection M D MABSDC mabs.demo

method O o MABSSQL mabs.demo
@ Select shorttem goals ™M DA MABSSQL mabs.demo
@ Review disk allocation O r MABSSQL mabs.demo
@ Choose replica creation [[] Computer\System Protection (System State (incl... MABSDC.mabs.demo

[] Computer\System Protection (Bare Metal Recov.. MABSSQL.mabs.demo

@ Choose consistency check

options

Figure 4-30. Specify the online protection data

28. Once the online protection data has been selected, you can create a
corresponding schedule for this in the next step (see Figure 4-31). It is possible to
have two synchronization times per instance (day, week, month, or year). Once
the schedule is defined, you can also specify the retention settings.

Specify Online Backup Schedule
ﬁ Specify online backup schedule which DPM will use to generate your protection plan
Steps: —

) Define the schedule when you want to create a backup copy

@ Weicome
@ Select protection group type Schedule a backup every
@ Select group men © Doy O Week O Month O Year
@ Select data protection At following times (Maimum allowed is two times a day)
@ Select shorttem goals |9:WPM “| |N°“' vl

Figure 4-31. Specify the online backup schedule

29. Accept the default settings in the remaining steps of this wizard. The protection
group will be created, and protection will be set up.

The result should look like Figure 4-32.
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Groupby. @ Protection group ' Computer

T
| Search list below

Protection Group Member Type Protection Status Online Protection

= I%(1) Protection Group: Protection Group 1 (Total members: 9)
= i Computer: MABSDC.mabs.demo

[= Tod} Volume j_' Replica creation in progress

L@ Computer\System Protecton\Bare Metal Rec_ Bare Metal Recovery @ OK

@ Computer\System Protection\System State (i System State Oox -

caD\ Volume Ook Enabled

= 3 Computer: MABSSQL mabs.demo
cach Volume i) Replica creation in progress
4§ Computer\System Protection\Bare Metal Rec_ Bare Metal Recovery 1) Replica creation in progress

e ystem Protection\S State System State i) Replica creation in progress
caD\ Volume 1) Replica creation in progress Enabled
CaF Volume i) Replica creation in progress

Figure 4-32. Microsoft Azure Backup—protection group protection status

w

]

Wait for the replica creation to be completed for each item. Depending on the backup schedule timings
you defined, it might take some time (hours) before you can continue to the next section, restoring data out

of MABS backups.

Performing a Restore from Azure Backup Server Application

What's the purpose of having a backup solution if you cannot restore, right? Using Azure Backup Server, this

process is pretty straightforward in any way, and I quickly want to walk you through the key concept and

steps involved.

1. From within the Azure Backup Server console, select Recovery (see Figure 4-33).

Q Monitoring

’

"

“ Protection
=L

@ Recovery
i;' Reporting

Q Management

Figure 4-33. Microsoft Azure Backup—Recovery menu

2. Inthe same pane, a list of all protected items is listed, allowing you to browse to
the volume from where you want to restore data (see Figure 4-34). This data can
be the full volume, individual folders and files, or in case of a specific workload
like SQL Server, allowing you to restore up to the SQL database level.
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Browse

Filter servers

4145 Local DPM Data
4 34 mabs.demo
© 3 MABSDC
4 3 MABSSQL
> @) All DPM Protected Data
4 lgo All Protected SOL Instances
4y 1 MABSSAL
master
model
msdb
4 =4 All Protected Volumes
cacih
= DA
@ FA

Figure 4-34. Browse protected items to recover

3. Inthis example, select the C drive under All Protected Items of the MABSSQL
machine and browse to any of the subfolders. Notice that the recovery points are
visible at the top, showing you the view per day and per recovery time window, as

shown in Figure 4-35.

Recovery points for: C:\
Available recovery points are indicated in bold on the calendar.
Select the date from the calendar and the time from the drop down list for the recovery

Recovery date:  August 29 2016

August > 2016
Recoverytime: | S:02PM -~

August 2016 Recoverfrom: Disk Sg0

Sun Mon Tue Wed Thu Fri Sat
1 2 3 4 5 6

i 8 9 10 M 12 13

14 15 16 17 18 19 20
21 22 23 24 25 26 27

28 30 31

Figure 4-35. Select a recovery point

4. From the data selection window, select the folder you want to restore, and then
right-click and select Recover... from the context menu (see Figure 4-36). This

will start the Recovery Wizard.
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Path: C:\Program Files\

Search list below

Recoverable ltem / Last Modified

| Common Files 8/22/2013 3:39:31 PM
2] desktop.ini 8/22/2013 3:38:18 PM
1 Internet Explorer 8/5/2016 11:45:20 PM
] Java /52016 10:48:05 PM
| Microsoft Data Protection @ _Showallrecovery points 1812016 10:43:11 PM
[ Microsoft Help Viewer © Recover.. 016 10:09:40 PM
] Microsoft MP 8/5/2016 10:38:21 PM

Figure 4-36. Select the data to be restored

5. From the Recovery Wizard, find the folder you selected before being shown for
review (see Figure 4-37). Click Next to continue.

Review Recovery Selection
g Review the information for the items that you chose to recover.

Steps: Review your recovery selections.
@ Review recovery selection Recovery point:  8/29/2016 5:.02:14 PM
Recover from: Disk
Item details
Recovery tems: Name Size
1 Microsoft Analysis Services

Recovery source:  C:\ on MABSSQL mabs.demo

Figure 4-37. Microsoft Azure Backup—review recovery selection

6. Now you define the recovery location to be used (see Figure 4-38). Accept the
default to recover to the original location. Click Next to continue.
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= Select Recovery Type
Select the type of recovery you want to peform.
Steps:
i i O Recoverto the original location
2 “ Original location:  C:\ on MABSSQL mabs.demo
@ Select recovery type o
Recoverto an atemate location
@ Specify recovery options ﬂ " :
Atemate location: | Browse
@ Summary ——
@ Recovery status

Figure 4-38. Microsoft Azure Backup—select the recovery type

7. Inthe Recovery Options window, you can define how to manage existing
versions, determine if folder NTFS ACL security should be restored too, and
configure any notifications if needed (see Figure 4-39). Accept the default values
for now and click Next to continue.

a Specify Recovery Options
1-45 Specify the options to apply to the recovery.
Steps: Existing version recovery behavior
@ Review recovery selection @© Crestecopy O Skip O Overwite
@ Select recovery
e Restore security
@ Speciy recovery options ® Apply securty settings of the destination computer
@ Summary O Apply the securty settings of the recovery point version
@ Proomystn Network bandwicth usage throtting
Status: Disabled Moddy. .,
SAN Recovery
[_] Enable SAN based y using |
Click on Help to leam about the prerequisite steps
Notfication
[[] Send an e-mai when this recovery completes
I v | Bxample: Km@Contoso.com, Temy@Adventure-works.com

Figure 4-39. Specify the recovery options

8. Wait for the recovery to happen and complete successfully, after which you can
close the wizard.

Feel free to try another restore of a SQL Server database if you are interested
in playing with it. The overall concept and ease of the tool is the same as when
restoring a folder, which you just did.
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Summary

This chapter focused on the deployment and configuration of Azure Backup Server, which I like to describe
as a “Cloud-integrated version of System Center Data Protection Manager” As you experienced by going
through the exercise, only a few pointers within the application point to Azure Backup Server, where most
references to SCDPM are retained. I walked you through the installation of the solution and showed you
how to configure a protection group and related backup job. In the last section, you learned how to restore a
folder.

If you are interested in learning the last flavor of Azure Backup, Azure VM Backup using VM extensions,
I welcome you back in the next chapter.
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CHAPTER 5

Deploying and Configuring Azure
Virtual Machine Backup

This is the third and last chapter of the Azure Backup story, in which I describe how to take “in-Azure”
backups (I don’t know if that actually is an official or existing term) of Azure Virtual Machines.

While using Azure Backup Server from the previous chapter is also a valid option for taking Azure VM
backups, it acts more like a “server-based” application, where this Azure VM Backup feels more like a true
Platform as a Service (PaaS) Cloud solution. Everything you need is available as a Cloud service. You define
the backup configuration and create backup policies, and then the backup agent extension is deployed and
backup jobs are scheduled to run automatically. So there is no need to install and configure any specific
backup applications (like in the previous chapter).

To guide you through the subject, you will work on another exercise that is again a step-by-step
scenario. It shows you the technical deployment and configuration of a Windows Server operating system
VM backup, as well as how to do this for a Linux operating system VM backup, which is a little bit trickier.

Supported Environments

Before walking you through a step-by-step deployment and configuration exercise, I want to remind you of
the different supported environments for Azure VM Backup, which were listed in Chapter 3.

Supported Operating Systems for Azure VM Backup

The following operating systems are supported by Azure VM Backup, leveraging on the virtual machine
agent and backup extensions:

e  Windows Server 2012 and 2012 R2
e  Windows Server 2008 SP2 and 2008 R2 SP1
e Linux operating systems:
e CentOS 6.3+ and 7.0+
e Debian 7.9+ and 8.2+
e  Oracle Linux 6.4+ and 7.0+
e Red Hat Enterprise Linux 6.7+ and 7.1+
e  SUSE Linux Enterprise 11 SP4, 12+, and 11.3+ (SAP specific)
° Ubuntu 12.04 LTS, 14.04 LTS, and 16.04 LTS
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That’s not to say that it won't work on other versions of these platforms, but these are the supported
ones. For Windows Server, it is obvious, as those are the only Windows Server versions running on Azure
(not taking Server 2016 Technical Preview into account). As there are many different custom flavors of Linux,
it could be that it is not working, although this would be more the exception in my opinion.

Now you know what platforms are supported, I jump back into the technology and walk you through
the different solutions and configurations step-by-step.

Deploying and Configuring Azure VM Backup

In this exercise, you learn how to:
e  Configure Azure Backup Vault for Azure VM Backup
e  Configure an Azure VM Backup policy
e  Perform a full Azure VM Backup (one Windows OS VM, one Linux OS VM)

e  Restore an Azure VM from a backup

Exercise Prerequisites

Two Azure VMs are required for this exercise, so make sure you deploy one new Azure resource group called
AzureVMBackup or similar. It should contain one Windows 2012 R2 VM, based on the gallery image, as well as
one Linux Server VM. (I use the Ubuntu Server 14.04 gallery image, since you need a subscription without a
spending limit for Red Hat Enterprise.)

Configuring Azure Backup Vault for Azure VM Backup
The first thing you need to do is configure another Azure Backup Vault, as follows:
1. From the Azure portal, click +New and search for Recovery.

2. From the list of solutions that appears, select Backup and Recovery (OMS)
(see Figure 5-1).

All resources Backup and Site Reco

Resource groups Double-Take DR Recovery - Windows
2012 - BYOL

App Services :

PP Double-Take DR Recovery - Windows

2008 R2 - BYOL

SQL databases

Microsoft Azure Site Recovery
Figure 5-1. Selecting Backup and Site Recovery (OMS) from the portal
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3. Confirm the creation in the next step.

4. This opens the Recovery Services Vault setup blade, where you have to enter
some parameters (see Figure 5-2):

e Enter a descriptive name for the vault
e Create a new resource group or select an existing one
e Select the Azure region closest to your location

Click the Create button to set up the Azure Backup Vault.

Visual Studio Premium with MSDN ~
* Resource group @
O Create new  ® Use existing
| AzBackuplabs| w
Wast Europe o

Figure 5-2. Selecting Backup and Site Recovery (OMS) from the portal

5. Wait for the Azure Backup Vault to be created. Once this is done, select it from
the portal. This will open its settings, where you can find the Backup option
under Getting Started (see Figure 5-3).

a8 AzBackups a X Settings

L settings == Backup == Replicate [ Delete

Essentials ~ l

0 ) SUPPORT + TROUBLESHOOTING

Active 0 ) : 7 Diagnose and solve problems >
West Europe B Activity log >

w New support request >
c037acB6-777e-4d99-b631-aBa263131bdb

GETTING STARTED

& Backuf >

Monitoring Add tiles & .
& Site Recovery >

Site Recovery Health

Figure 5-3. Selecting the Backup and Site Recovery (OMS) from the portal
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6. This opens up the configuration blade, where you walk through a three-step
scenario in getting the Azure VM Backup protection configured.

In the first step, the Backup Goal, you specify Azure as the workload and the
virtual machine as to where you want to back up, as shown in Figure 5-4.

Getting started with ba... — O Backup Goal

Where is your workload running?

1 Backup goal 5 Azure v

Select
What do you want to backup?

Virtual machine v

W

Figure 5-4. Specify the backup goal for this Azure Backup Vault

7. This brings you to Step 2, where you create a backup policy (see Figure 5-5). This
is similar to the backup policy and retention settings policy you created earlier in
the Azure Backup Agent or Azure Backup Server scenarios.

Getting started with ba... — B X Backup policy

Choose backup policy @

1 Backup goal < | Create New v |
Azure Backup (VM extension)
* Policy name @
N .
| AzVMBackupPolicy X ]
Back li
2 Ackup policy > Backup frequency
Select
Daily v 4:00 PM + | Local Time (UTC+02:00)

Figure 5-5. Specify the backup frequency for this Azure Backup policy

e Configure the backup frequency.

e Specify a retention setting for daily/weekly/monthly and yearly backup points
(see Figure 5-6).
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Retention range

_7] Retention of daily backup point.

* At For

100 PM v || 180 v| P

| Retention of weekly backup point.

* On * At For

Sunday v 1:00 PM v 104 | Weekis)

+| Retention of monthly backup point.

2 Based Day Based

* On * Day * At For

First v Sunday v | v 60 v it

+/| Retention of yearly backup point.

i| Day Based

Figure 5-6. Specify the backup retention settings for this Azure Backup policy

8. Inthe third and last step, select the Azure Virtual Machines you want to include
in this backup protection (see Figure 5-7).

Getting started with ba... — B > Select virtual machines

Backup goal
1 e ) v VIRTUAL MACHINE NAME RESOURCE GROUP
Azure Backup (VM extension)
v AzUbuntu AzBackuplabs
2 Backup policy \/ [v AzVm1 AzBackupLabs
AzVMBackupPolicy
MABSDC MABSLab
3 Items to backup ) MABSServer MABSLab
Select
MABSSQL MABSLab

Figure 5-7. Select the virtual machines you want to protect in this vault
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Note Notice that the Azure Virtual Machines we used in the previous chapter on Azure Backup Server are
also visible here. This makes sense, since they are Azure Virtual Machines. It would be nice though if they could
be excluded from this list, since they are part of another backup solution, which might cause confusion in larger
enterprises running a large number of Azure VMs.

Monitoring Azure VM Backup Jobs and Alerts

Now you will learn how to monitor Azure VM Backup jobs and alerts:

1. Wait for the backup configuration to be finished (see the notification area). Once
it's done, go back to the Azure Backup Vault and browse to Protected Items/
Backup Items (see Figure 5-8).

Monitoring i Ches L1 # Alerts and Events

\ PROTECTED ITEMS

Backup Items Backup Jobs Backup Usage

Site Recovery Health

Figure 5-8. Select protected items/backup items in this vault

2. This shows you the status of the Azure Virtual Machines that are protected (see
Figure 5-9). This is also the easiest place to add an Azure Virtual Machine to the
Azure Backup Vault, following the configured backup policy, as these two are
related.
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Backup ltems

C) Refresh =pmadd Y

Azure Virtual Machines b

Fetching data from service completed.

NAME b RESOURCE GROUP ITEM TYPE ot LAST BACKUP STA... © LATEST RESTORE... ™ BACKUP POLICY 3
azubuntu AzBackuplabs Azure Virtual Machi... 4k Warning(initial b.. AzVMBackupPolicy
azvm1 AzBackuplabs Azure Virtual Machi.. & Warning(Initial b... AzVMBackupPaolicy

Figure 5-9. Backup items in this vault with their latest status

3. Notice the last backup state is currently in the Warning state, since the initial
backup has not yet run. This is normal. To fix this warning state, select each VM,
which will bring up the Azure VM backup details. Click the Backup Now button
from the top menu to manually initiate the first backup (see Figure 5-10).

Settings | 49 Backup now '—"§=' t ® Stop backup
—

Essentials ~

Recovery services vault ast backup status

Warning(Initial backup pending)

Subscription name Last backup time
Subscription 1D Latest restore point
c037ac86-777e-4d99-b631-aBa263131bdb

Item type Oldest restore point

Azure virtual machine

Backup policy

Figure 5-10. Click the Backup Now button to initiate the first backup

4. Wait for the backup triggering notification, after which you can monitor the job
from the Azure Backup job pane (see Figure 5-11). To get there, select the Azure
Backup Vault/Monitoring and Reports/Jobs/Backup Jobs.
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Backup jobs

== Choose columns Y Filter ? Export jobs O Refresh

Filtered by: Iltem Type - All item types, Operation - All Operations, Status - All Status, Start Time - 8/29/2016 10:29:27 PM, End Time - 8/30/2016 10:29:27 PM

Completed fetching data from the service.

WORKLOAD NAME 4 OPERATION A STATUS 2 TYPE i START TIME
arvmi Backup @ In progress Azure virtual machine 8/30/2016 10:28:32 PM
azvm1 Configure backup © Completed Azure virtual machine 0/2016 9:55:40 PM

azubuntu Configure backup @ Completed Azure virtual machine 8/30/2016 9:55:40 PM

Figure 5-11. Backup Jobs

5.  Select the active job (backup/in progress) to get a more detailed view of the
different actions in this job, as shown in Figure 5-12.

Backup

Job Details

VM Name azvm1

Activity ID ef2abd90-4ab2-454a-bcTd-caf3c 759205
Sub Tasks

NAME STATUS

Take Snapshot @ In progress
Transfer data to vault ® Not started

Figure 5-12. Detailed view of the backup jobss

6. Seeing the active jobs is okay, but most system admins are not watching
the portal all day long to see the active backup job giving issues and failing.
Also, most backup jobs run after business hours. So some kind of additional
monitoring or notification would be beneficial.

While I will talk about a (at the time of writing) preview monitoring integration of
Azure Backup with OMS, there is some basic monitoring and alerting built into
the backup vault. It even supports sending out notifications by e-mail.

To configure this feature, go back to the Azure Backup Vault Settings, select
the Monitoring and Reports section, and then choose Alerts and Events (see
Figure 5-13).
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Alerts and Events

AzBackups

Y riter & Configure notif... 0 Refresh

Filtered by: Status - Status - All, Severity - All Severities, Start Time - 8/29/201/

SENERAS Completed fetching data from the service.
A Backup Alerts >
Site Recovery Events >

ALERT e BACKUP ITEM e PROTECTED SERVER

No alerts found for the selected filter values.

Figure 5-13. Backup Vault—backup alerts configuration
7.  Click Configure Notification from the top menu and complete the parameters
(see Figure 5-14).

e Enter the recipients’ e-mail addresses. This can be individual addresses or
distribution lists aliases.

e Specify whether a notification should be sent out per alert or on an hourly basis.

e Select the severity category(ies) you want to receive notifications for.

Configure notifications -

Hsve X

3 selected ~
| Critical
~| Warming

~| Information
Figure 5-14. Backup Vault—configuring the backup alerts

Azure VM Extensions for Backup

From the introduction of Azure Backup in Chapter 3, you learned about the three different “flavors” of Azure
Backup. The two flavors we already covered are recognized by deploying a specific Azure Backup agent to
the machines we want to protect. This third flavor is a bit different, as you don't need to install anything... or
do you?
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Well, yes and no. The action “behind the curtains” is pretty cool and is driven by the Azure Virtual
Machine extensions.

Azure VM extensions make many of the core features between Azure and the virtual machine
possible. Think of an RDP connection or PowerShell DSC integration. Next to basic extensions, there are
also more and more third-party VM extensions coming out. Some well known ones are Chef or Puppet for
configuration management, McAfee and Symantec for antivirus features, and a lot more.

One of these extensions is VMSnapShot (and VMSnapShotLinux), also known as Microsoft.Azure.
RecoveryServices.

These VM extensions can be checked (and installed or uninstalled if needed) by selecting Azure VM/
Settings/Extensions, as shown in Figure 5-15.

E. AzVmi1 - Extensions

NAME TYPE G V.. © STATUS
Overview
MicrosoftInsights.V Microsoft Azure.Diagnostics.| 1 Provisioning succeeded
B Activity log
VMSnapshot Microsoft. Azure RecoveryServ... 1.° Provisioning succeeded
M Access control (IAM)

Figure 5-15. Azure VM extensions—Microsoft. Azure.RecoveryServices.VMSnapShot

The process is similar if it is a Linux operating system, as shown in Figure 5-16.

NAME ~ TYPE v STATUS o
LinuxAsm Microsoft.Azure Extensions.Li... 2.* Provisioning succeeded s
Microsoft.Insights.V...  Microsoft. OSTCExtensions.Lin... 2.* Provisioning succeeded
VMSnapshotLinux Microsoft. Azure RecoveryServ... 1.* Provisioning succeeded .

Figure 5-16. Azure VM extensions—Microsoft.Azure.RecoveryServices.VMSnapShot

Note The LinuxASM VM extension is the alternative to the Windows VM agent.

While I said there is nothing magically happening, actually up to some point there is. If you browse to
another Azure VM that is not being backed up by Azure Backup in this scenario, and you try to manually
install the RecoveryServices VM extension, it is not in the list of available extensions. That's because it gets
installed automatically when trying to start the backup job.
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The reason this works is because it relies on the Azure VM agent, which is provisioned automatically
when deploying an Azure VM from the image gallery. But what happens if you deploy Azure VMs from a
custom image, or you upload a custom VM VHD to Azure that does not have the Azure VM agent installed,
or it is outdated?

The solution here is to manually install the Azure VM agent to this machine. While this works for both
Windows and Linux operating systems, the procedure for installing this VM agent is a bit different.

Manually Installing the Azure VM Agent to Azure VMs Running Windows 0S
Here is the Windows OS process:
1.  Download the package for the Azure VM agent from the following location:
http://go.microsoft.com/fwlink/?LinkID=394789&c1lcid=0x409
2. Run the installer with administrative credentials.

3. You basically just click Next to continue, wait for the agent to be installed, and
then close the installer by clicking Finish at the end.

4.  You can verify that the VM agent installed successfully in two ways:

a. From the File Explorer VM agent log file. During the installation of the VM
agent, the MonitoringAgent log file is created. This file can be found under
<systemdrive>\Windows Azure\logs (see Figure 5-17).

12 =] Logs [- [o I
“ Home Share View v 9

- - 4 » Computer » Local Disk (C:) » WindowsAzure » Logs v " Search Log L

I Favorites MName Date modified ype Size

B Desktop | MonitoringAgent 31/08/2016 22:55 Text Document

& Downloads RuntimeEvents_000001.etl

. Recent places Telemetry

Transparentinstaller

4 Libraries WalAppAgent

| Documents WaAppAgent_000001.etl

3:‘- Music WindowsAzure-GuestAgent-Metrics_201...

b=/ Pictures

Figure 5-17. Azure VM agent installation log file

5. After installing the VM agent, you must also use Azure PowerShell to update
the ProvisionGuestAgent property so that Azure knows the VM has the agent
installed.

The script that I used is shown in Figure 5-18.
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Login-AzureRmAccount
Get-Azurermsubscription

Select-AzurermSubscription -subscriptionName "I n"
Get-AzZurerRmvMm

6 Svm - Get-AzureRMVM -resourcegroupname "redhat” -name "rh68vm2"
* Svm.ProvisioningState - Strue
Update-AzureRMvM -resourcegroupname "redhat” -vMm Svm

Figure 5-18. Azure VM agent ProvisioningState update

Tip Updating the ProvisionGuestAgent property is necessary only if the VM is already running in Azure
and the agent was not provisioned when the VM was created. When creating a VM from an image (including
from custom image), the VM agent is installed by default and that property is updated automatically.

Manually Installing the Azure VM Agent to Azure VMs Running
Linux Server 0S

The process to install the VM agent on Linux is overall similar to the installation on a Windows OS VM, but it
is different. If you are fairly new to the Linux world, it can be tricky. I will guide you through it.

1. Logon to the Linux VM console from Putty/SSH session with administrative
rights and run the following command (one line):

wget https://raw.githubusercontent.com/Azure/WALinuxAgent/
WALinuxAgent-2.0.12/waagent

This will download the most recent available install package from the GitHub, as
shown in Figure 5-19.
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22 pdtadmin@rh68vm?2:~ - O X
login as: pdtadmin

pdtadmin@52.166.250.228's password:

[pdtadmin@rh68vm2 ~]5 wget https://raw.githubusercontent.com/Azure/WALinuxAgent/
WALinuxAgent-2.0.12/waagent

--2016-08-10 11:05:10-- https://raw.githubusercontent.com/Azure/WALinuxAgent/WA|
LinuxAgent-2.0.12/waagent

Resolving raw.githubusercontent.com... 151.101.20.133

Connecting to raw.githubusercontent.com|151.101.20.133|:443... connected.

HTTP request sent, awaiting response... 200 OK

Length: 234544 (229K) [text/plain]
Saving to: “waagent”

100% [====== == e ===m=ze=== >] 234,544 774K/s  in 0.3s

2016-08-10 11:05:10 (774 KB/s) - “waagent” saved [234544/234544]

[pdtadmin@rh68vm2 ~1$ i

Figure 5-19. Linux VM Agent package download from GitHub repository

2. Then run the following commands in the Linux shell (see Figure 5-20):

chmod +x waagent

sudo cp waagent /usr/sbin

sudo /usr/sbin/waagent -install -verbose
sudo service waagent restart
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22 pdtadmin@rh68vm?2:~ = O X
Length: 234544 (229K) [text/plain] ~
Saving to: “waagent”

100% [s========s=============c=====c=—c==c==x=>] 234,544 774K/s  in 0.3s
2016-08-10 11:05:10 (774 KB/s) - “waagent” saved [234544/234544]

[pdtadmin@rhé68vm2 ~]1$ chmod +x waagent
[pdtadmin@rh68vm2 ~]$ sudo cp waagent /usr/sbin

We trust you have received the usual lecture from the local System
Administrator. It usually boils down to these three things:

#1) Respect the privacy of others.
#2) Think before you type.
#3) With great power comes great responsibility.

[sudo] password for pdtadmin:

Sorry, try again.

[sudo] password for pdtadmin:

[pdtadmin@rh68vm2 ~]1$ sudo /usr/sbin/waagent -install -verbose
[pdtadmin@rh68vm2 ~]$ sudo service waagent restart

Stopping WindowsAzurelLinuxAgent: [ OK ]
Starting WindowsAzureLinuxAgent: [pdtadmin@rhé68vm2 ~]$ [

Figure 5-20. Linux VM agent package install

Note For a more official documentation on the Linux VM agent, see https://azure.microsoft.com/en-
us/documentation/articles/virtual-machines-linux-update-agent/.

3. Next to that, run the following Azure PowerShell cmdlet to update the
ProvisioningState parameter of the Azure Linux VM.

Followed by this PowerShell script, tell Azure the VM has been provisioned with
the agent shown in Figure 5-21.

Login-AzureRmAccount

Get-AzureRmsubscription

select-AzureRmsubscription -SubscriptionName "Microsoft Azure Internal Consumption’
Get-AzureRmvm

fvm = Get-AzureRMvVM -resourcegroupname "redhat” -name "rh68vm2"
$vm.Provisioningstate = S$true
Update-AzureRMvM -resourcegroupname "redhat” -vM Svm

W00~

Figure 5-21. Linux VM updating the ProvisioningState parameter using PowerShell
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Note Updating the ProvisionGuestAgent property is necessary only if the VM is already running in Azure
and the agent was not provisioned when the VM was created. When creating a VM from an image (including
from custom image), the VM agent is installed by default and that property is updated automatically.

4.  After some time, WAAGent is in failed state, as shown in Figure 5-22.

. f pdtadmin@rh68vm2:/var/log = O X

Last login: Wed RAug 10 11:03:42 2016 from d5152c86c.static.telenet.be S
|[pdtadmin@rhé8vm2 ~]$ cd var/log

|-bash: cd: var/log: No such file or directory

|[pdtadmin@rhé8vm2 ~]15 cd var

|-bash: cd: var: No such file or directory

|[pdtadmin@rhé8vm2 ~]$ cd /var

[pdtadmin@rh6B8wvm2 var]$ cd log

|[pdtadmin@rhé8vm2 log]$ less waagent.log

[pdtadmin@rhé8vm2 logl$ service waagent start

lenv: /etc/init.d/waagent: Permission denied

|[pdtadmin@rhé8vm2 logl$ service waagent restart

lenv: /etc/init.d/waagent: Permission denied

|[pdtadmin@rhéB8vm2 logl$ sudo service waagent restart

|[sudo] password for pdtadmin:

|Stopping WindowsAzureLinuxAgent: [ |

|starting WindowsAzureLinuxAgent: [pdtadmin@rh68vm2 log]$ sudo service waagent st
lart

|Starting WindowsAzureLinuxAgent: [pdtadmin@rhé68vm2 log]$ waagent -version
[WALinuxAgent-2.0.12 running on redhat

;[pdtadmin@rhﬁsvm2 log]$ sudo service waagent

Usage: /etc/init.d/waagent {start|stop|restart|status}

|[pdtadmin@rh68vm2 logl$ sudo service waagent status

waagent dead but pid file exists

|[pdtadmin@rh68vm2 logl$ i v

Figure 5-22. Linux VM agent is in a failed state

5. Rebooting the Linux VM will fix that issue immediately, as after the reboot the
WAAgent has a running status, as shown in Figure 5-23.
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22 pdtadmin@rh68vm2:~ - O X

login as: pdtadmin

lpdtadmin@52.166.250.228"'s password:

Last login: Wed Aug 10 13:06:45 2016 from d5152c86c.static.telenet.be
[pdtadmin@rh68vm2 ~]$ less /var/log/waagent.log

[1]+ Stopped less /var/log/waagent.log
[pdtadmin@rh68vm2 ~]5% sudo service waagent status

[sudo] password for pdtadmin:

waagent (pid 1514) is running...

[pdtadmin@rhésvm2 ~15 i

Figure 5-23. Linux VM agent is running again after rebooting the VM

This in turn will allow for a successful backup of this Azure VM. In the same way as it works on a
Windows VM, the Azure.RecoveryServices.VMSnapShotLinux is configured because of the initial backup of
the Azure VM (see Figure 5-24).

£ pdtadmin@rh68vm2:/varflog - 0O X
Linux=1.0.9100.0, Installed

2016/08/10 14:29:12 Installation completed for Microsoft.Azure.RecoveryServices.
VMSnapshotLinux-1.0.9100.0

2016/08/10 14:29:12 Found RuntimeSettings for Microsoft.Azure.RecoveryServices.V
MSnapshotLinux V 1.0.9100.0

?016/08/10 14:29:12 Spawned main/handle.py -enable PID 4526
2016/08/10 14:29:12 VMBackupForLinuxExtension started to handle.
2016/08/10 14:29:12 [VMBackupForLinuxExtension-0.0)Jcwd is /var/lib/waagent/Microl
soft.Azure ecoverySUrv1ces.VHsﬁapshotanux-l.U.SIUU.O
2016/08/10 |14:29:12 [Microsoft.Azure.RecoveryServices.VMSnapshotLinux~-1.0)Change

log file fvar/log/azure/Microsoft.Azure.RecoveryServices.VMSnapshotLinux/1.0
.9100.0/exflension. log
2016/08/10 |14:29:13 VMBackupForLinuxExtension started to handle.

2016/08/10 14:29:13 [Uﬂﬁdckuplorblnuxhxtﬂnxxnn—ﬂ.01cwd 1s /var/lib/waagent/Micro
soft.Azure.RecoveryServices.VMSnapshotLinux=1.0.9100.0

2016/08/10 14:29:13 [Microsoft.Azure.RecoveryServices.VMSnapshotLinux-1.0]Change|
log file to /var/log/azure/Microsoft.Azure.RecoveryServices.VMSnapshotLinux/1.0|
.9100.0/extension.log

2016/08/10 14:29:17 enableCommand completed.

2016/08/10 14:29:17 SetHandlerState: Microsoft.Azure.RecoveryServices.VMSnapshot
Linux-1.0.9100.0, Enabled

2016/08/10 14:29:17 Enable completed for Microsoft.Azure.RecoveryServices.VMSnap
shotLinux=1.0.9100.0

Figure 5-24. Linux VM Agent Azure.RecoveryServices.VMSnapshotLinux is installed
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Restoring an Azure VM from a Backup

Azure VM Backups are basically snapshots, also known as recovery points. Based on the backup policy

configured and corresponding retention settings, you can always revert a backup to the state of the Azure

VM at the time the recovery point was created. This process is known as a restore in typical backup solutions.
What typically happens in this restore process is the following:

e The administrative user selects the recovery point.
e  Therecovery point is mounted from the Azure Recovery Vault.

e  The Azure VM is recreated in its own Azure resource group, named after the hostname
of the Azure VM; the disks are restored and linked to the recovered Azure VM.

e  Therecovered Azure VM can be started and used from there. It might be used to,
for example, restore individual files and folders, or to keep the fully recovered
Azure VM machine image, such as in a “bare-metal” restore operation you would
do on-premises.

From within the portal, go through the following steps:

1. Browse to the Azure resource group in which the Azure Recovery Vault is
configured. After selecting the Azure Recovery Vault, browse to the Backup Items
tile in the middle section.

2. From the Backup Items, select the Azure VM you want to restore (see Figure 5-25).

Backup Add tiles ®
Backup Items Backup Jobs Backup Usage
Azure Virtual Mac... 2 In progress 0 Cloud-LRS 0B
File-Folders 0 Failed 0 Cloud - GRS  14.03 GB

Figure 5-25. Backup items within the Azure Recovery Vault

3.  Once the VM is selected, it will show the details in the next blade. Click the
Restore button from the top menu, as shown in Figure 5-26.
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azvmT

E ms
'ﬁ Settings 49 Backup now + Restore | @ stop backup

Essentials ~

Recovery services vault Last backup status
Success
Subscription name Last backup time
| 8/31/2016, 4:04:56 PM
Subscription 1D Latest restore point
c037achi )y 8/31/2016, 4:05:48 PM (7 hour(s) ago)
tem type Oldest restore point

Azure virtual machine 8/30/2016, 10:29:59 PM (1 day(s) ago)

Backup policy

=

Figure 5-26. Restoring an Azure VM

4. This opens the Restore blade. From there, you can browse through the several
recovery points that are available for that specific Azure VM. Select any of the
recovery points you want to use (see Figure 5-27).

Restore = Select restore point

Y Filter

Filtered for last 30 days

1 Restore point > I CRASH CONSISTENT § APPLICATION CONSISTENT FILE-SYSTEM COMSISTENT
Select
All restore points v
2 TIME ™ CONSISTEMCY o
8/31/2016 405:48 PM Application Consistent
i 8/30/2016 10:29:59 PM Application Consistent

Figure 5-27. Restoring an Azure VM by selecting a recovery point

5. Click OK to continue to Step 2. Provide some parameters that are required to
create the RestoredVM, such as a machine name, in which Azure resource group
this should be created, and which network and storage account should be used
(see Figure 5-28).
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Restore O Restore configuration

1 Restore point v To create an alternate configurati...
8/30/2016 10:29:59 PM J when leslo:ing your VM (from the
\ following menus), use PowerShell
cmdlets.
2 festore comigwration > * Virtual machine name @
Configure
RestoredAzVM1 v

* Resource group @

AgentBackups v

* Virtual network @

AzBackuplabs-vnet (AzBackuplabs) v

* Subnet @

default v

* Storage Account ©

c01953westeurope (StandardLRS) W

Figure 5-28. Entering parameters for restoring an Azure VM

6. Browse to the settings of the Azure Recovery Vault/Monitoring/Backup Jobs to
see the restore job running (see Figure 5-29).

Backup jobs

columns Y Filter P Exportjobs () Refresh

Filtered by: ltem Type - All item types, Operation - All Operations, Status - All Status, Start Time - 8/30/2016 11:52:27 PM, End Time - 8/31/2016 11:52:27 PM

Completed fetching data from the service.

WORKLOAD NAME * OPERATION * STATUS t TYPE ™ START TIME g DURATION

azvm Restore @ In progress Azure virtual machine 8/31/2016 11:50:04 PM 00:02:24

Figure 5-29. Azure VM restore job in progress

7. Wait for the restore job to complete.

8. Once restored, the RestoredVM is created under the Azure resource group you
picked, and it will have network access and can be started just like a normal
Azure VM.
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Note If your original Azure VM has a rather “complex” architecture, like having multiple NICs, fixed
IP-addresses, part of a load balancer and alike, the restore won’t be possible from within the Azure Portal.
Instead, it needs to be done through PowerShell. See this link in the Azure documentation for more details:

https://azure.microsoft.com/en-us/documentation/articles/backup-azure-vms-
automation/#restore-an-azure-vm

This completes the restore of an Azure VM, using the Azure Backup VM agent approach.

Summary

In this chapter, you learned the details about Azure Backup, by using the Azure VM agent extension
approach. You configured a resource group, created a new Azure Recovery Vault, and configured the Azure
Backup configuration. You learned how to install the Azure VM agent and extension manually for both
Windows and Linux operating systems. In the last section, you performed a full Azure VM restore (recovery).

This is the third chapter covering Azure Backup. The remaining chapters will cover the ins and outs of
Azure Site Recovery (ASR).
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CHAPTER 6

Understanding Azure Site
Recovery

Just like Azure Backup discussed in the previous chapters, Azure Site Recovery (ASR) is part of the “business
continuity” features of OMS. And that is exactly what it does; it provides a solution to make sure businesses
can run their applications in case of a disaster. This is made possible by replicating on-premises servers to
Azure Virtual Machines. Or by replicating machines between two datacenters, and using ASR as the control
and failover/failback management solution, without replicating data to the Azure Cloud itself.

ASR allows you to replicate from an on-premises infrastructure running on physical servers, VMware
vSphere ESX VMs, Microsoft Hyper-V, or System Center Virtual Machine Manager VMs, whether running
Windows or Linux.

Note Source physical servers need to run Windows Server 2012 or R2 operating systems, where the
virtual machines need to run an Azure VM supported operating system to make ASR work.

In this chapter, I mainly focus on the overall features and possibilities, as well as describing the
architectural topology of Azure Site Recovery, where the following three chapters will guide you through the
exact technical configuration and deployment steps:

Chapter 7: Configuring ASR between an on-premises Hyper-V site and Azure

Chapter 8: Managing and deploying protection groups and recovery plans in
Azure ASR

Chapter 9: Using ASR for non-hyper-V workloads disaster recovery

So depending on the source environment you are running, it might be you that don’t have to go through
all chapters, and instead you should picking the one that is most relevant.

Introduction to Disaster Recovery

Before jumping into the Azure technology itself, let’s spend a few minutes discussing disaster recovery.
While I'm pretty sure you know what disaster recovery means, I found out that customers sometimes have
a different view on this than I do. Sometimes it is just a misconception and sometimes it leads to a major
discussion.
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Definitions and Terminology

This first section starts with some common definitions and terminology to set the scene (see Figure 6-1).

: 5

Disaster

‘ Transactions lost

Down time

Figure 6-1. RPO-RTO-DR-BC explained

Disaster Recovery (DR)

Disaster Recovery enables the recovery or continuation of critical IT infrastructure and systems,
following a human or natural disaster like system downtime, system crashes, fire, earthquake, and the like.

Business Continuity (BC)

Business Continuity or Business Continuity Plan is the concept and guidelines that guarantee a
business can continue operating or recovering quickly despite any incident occurring to their IT systems. In
alot of situations, this could be understood as High Availability (HA), as no downtime is involved here.

Recovery Point Objective (RPO)

Recovery Point Objective refers to the maximum amount of data loss that is acceptable or allowed in
case of system downtime or system unavailability. This basically refers to the point in time an application
can be restored. For example, if an application is being secured by a nightly backup at 22:00 pm every day,
the RPO would be “previous day, 22.00 pm: for any issue occurring. In case of a database, this could be
extended by restoring in-between log files, if there are any and if it’s possible.

Recovery Time Objective (RTO)

Recovery Time Objective refers to the amount of time (in minutes, hours, days, and so on) it takes to get
an application or system up and running again to a fully operational state. This could include delivery time
for spare parts, time to wait for backups to become available and restored, system testing before go-live after
disaster, and the like.

Figure 6-1 shows a diagram that explains it a bit more how RPO and RTO relate.

Why Disaster Recovery Is Important

When I started investigating ASR Manager early in 2013, the initial version of the current ASR, I gave several
presentations at community events around the topic. To illustrate why disaster recovery is important for an
IT environment, I studied and searched some reputable sources like Gartner, Markets and Markets, and the
like for arguments and statements. Here are some numbers I used in these original presentations. I'm pretty
sure they are still valid today:

122



CHAPTER 6 © UNDERSTANDING AZURE SITE RECOVERY

e  Enterprise organizations face more than three datacenter outages per year
e  AnyIT systems outage results in an average downtime of 1,45 hours

e Average cost per datacenter outage is USD $650.000

e  Cost for building a fully redundant datacenter is estimated at $20 million

e  Three out of four enterprise companies are at risk, failing in preparing for disaster
recovery

e  50% of downtime is due to hardware and software failure and human interaction

e 80% of critical business applications are not capable of meeting the expected RPO/RTO

Why Use Azure Site Recovery for Your DR Solution?

First of all, I don’t want to do any flat commercial marketing for the product, honestly. But since I'm writing
on the subject, it should not be a surprise that I am a true fan of the technology. I used it in numerous
implementations at different sized organizations. At some, because it was an affordable solution compared
to third-party software. At others, because it was so easy to implement, because it worked cross-technology
and cross-platform, and because it just gets the job done. Now I know my experience doesn’t count in all
situations, and I have had some issues too. But overall, I'm super happy with the product so far, especially its
features and its promising roadmap.

If you don’t trust my opinion (maybe I just want to sell my book, right?), let me head back to a more
formal source again, Gartner. They position ASR and Azure Backup in their leaders quadrant (see Figure 6-2).
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COMPLETENESS OF VISION As of June 2016

Figure 6-2. Gartner's magic quadrant for disaster recovery as a service (2016) (https://info.microsoft.
com/OMS-DRaaS-MQ-2016.html?1s=Website)
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I know some of you may not put a lot of trust in Gartner’s quadrants. But even if you don’t, know that a
lot of CxQ’s at companies decide their next technology partners on this.

Consider another source (see Figure 6-3), Markets and Markets, who recently published a report
on Cloud-based disaster recovery solutions. Although I don’t have access to the report itself (it’s rather
expensive to get an account there), the headline uncovers enough for me.

The DRaaS market is estimated to grow from $1.42 Billion in 2015 to
$11.92 Billion in 2020, at a Compound Annual Growth Rate (CAGR) of
52.9% from 2015 to 2020. In regional segmentation, North America is
expected to be the largest market in terms of market size while Latin
America, Asia-Pacific (APAC), and the Middle East and Africa (MEA)
are expected to emerge rapidly in this market at high CAGRs

Figure 6-3. Markets and Markets DRaaS report (2016) (http://www.marketsandmarkets.com/Market-
Reports/recovery-as-a-service-market-962.html)

If you are still not convinced about the interest and use case for ASR, you might not be the reader for
this book. But since you are reading it already, I think now is a good time to introduce ASR to you.

Introduction to Azure Site Recovery

Organizations have been deploying high availability and disaster recovery solutions since the early days

of using technology. Depending on how critical the applications and workloads were, the complexity and
several other factors, organizations were investing huge amounts of money to make sure applications didn’t
“go down” Now, let me emphasize that a little bit. Disaster recovery is not the same as high availability.

High availability refers to a system or component that continuously runs without interrupting
services. Typical examples are redundant power supplies in physical servers and storage components,
uninterruptible power supply (UPS) systems guaranteeing power uptime in case the electricity is not
available, Microsoft clustering for file services, SQL database server, Exchange Server, and the like. All or
most components in the architecture are redundant, guaranteeing the application or system keeps running.
Along the years, IT organizations and solution vendors have been incorporating high availability in many
of their solutions. Some of these solutions could even provide high availability between different locations,
replicating data blocks between two storage components for example, or having data replication occurring
on software level or directly out of the application itself. SQL Server AlwaysOn is a good example here.

Disaster recovery refers to a process that allows you to quickly restore the operation of a system or
application in case of a disaster. Think of a crashed server, a malfunction in the hardware in the datacenter,
a natural disaster like an earthquake happening in your area or fire happening in your server room
or building. While the first solution for disaster recovery has always been backing up, more and more
organizations wanted quicker and easier ways to recovery their data in case of a disaster.

Ultimately, an organization relied on an IT architecture that could provide both high availability and
disaster recovery at the same time. Think of storage replication between two redundantly configured SAN
storage boxes in the same datacenter (high availability), as well as replicating to an off-site datacenter’s
storage solution (disaster recovery), whether replicating with a defined delay.

Even by going over these topics quickly and describing some examples of topologies and solutions
that have been available, it should be clear now it has always been complex and costly to implement the
necessary high availability and disaster recovery. In most cases, it also meant vendor-locking, meaning it
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was not always easy, and even sometimes just technically not possible to build out such a high available
architecture when mixing different vendor solutions.

Luckily, by using public Cloud solutions available nowadays, several of the listed concerns and
painpoints are not valid anymore. That is exactly where ASR comes in to play, and it is a valid solution for
providing disaster recovery in any organization’s IT environment.

In a nutshell, ASR provides the following features:

e  Automated protection and replication of VMs
¢  Remote health monitoring

e  Customizable recovery plans

e  No-impact recovery plan testing

e  Orchestrated recovery

e  Replicate to—and recover in—Azure

ASR was initially known as Hyper-V Recovery Manager, which then was renamed to Windows Azure
Hyper-V Recovery Manager. An interesting point here is although there was a reference to Azure in the
product, it was not linked to Azure Virtual Machines, since it only provided replication of source virtual
machines in one Hyper-V environment to a second Hyper-V based datacenter. (Replication between two
Hyper-V hosts in the same datacenter was made possible by Hyper-V Replica itself.)

This was early 2013, so it was a rather interesting component of the early Windows Azure days at that
time.

Somewhere around summer later that same year, Microsoft acquired Inmage, a company that provided
Cloud-based business continuity solutions. One of their products, Inmage Scout, was an agent-based
replication solution. All changes occurring on-disk or in memory on the source system running the Inmage
Scout agent were replicated to a second machine. Inmage Scout provided integration with VMware-based
infrastructures and physical servers, supporting both Windows and Linux operating systems. Where a
customer initially rolling out ASR at that time could see it was a combination of different technologies being
used, Inmage Scout has been fully incorporated in the ASR we are talking about today.

When I first heard about ASR in early 2014, I immediately was interested by its simplicity, ease of use,
and affordability. And since I'm now writing about this subject, it should be clear to you that it is one of my
favorite Azure features.

This immediately also answers the obviously interesting question as to why customers should consider
integrating ASR in their own IT environments.

Simplicity

Simplicity is the first key reason why I love ASR so much. By going through a five-to-seven-step configuration
wizard, it is possible to have ASR up-and-running in just a few hours (depending on the complexity of the
workloads, of course). Leveraging on the replication technology of Hyper-V or Inmage in the background,
almost any workload can be replicated between the source and target, whether Azure or a second
datacenter. Given the fact that it supports both topologies, as well as supporting different source platforms
and the Windows and Linux operating systems, it’s a valid solution.

Ease of Use

This aspect mainly points to the comfort of configuration, as well as the flexibility to go through a test
failover, planned or unplanned failover approach. Configuration is possible from the Azure classic portal
(Service Manager), Azure Resource Manager (ARM) portal or by using PowerShell scripts. On the other
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hand, by running a test failover, ASR will go through a simulated virtual machine failover, verifying if the
source and target environments can talk to each other, data can be replicated between both environments, a
dummy virtual machine is being created, and so on, without actually touching your production environment
on-premises and in the Cloud or the second datacenter. Running a planned or unplanned failover is another
easy-to-use approach to execute the effective failover. The main difference between them is that in case of
an unplanned failover, ASR is not validating if the virtual machine is in a fully-replicated and synced state. It
starts from the last successful replication state it has. (Which is very interesting if the source environment is
indeed not at all reachable due to a severe disaster.)

Affordability

While I'm covering some of the costs and pricing aspects of Azure, and more specifically related to the
described components of OMS in this book, I can already say ASR is surely affordable in any type of
organization. In most cases, you can eliminate the need of having a second datacenter and can rely on
Azure datacenter solutions for the remote machines. These machines can start costing money when they
are running in Azure and generating Azure consumption (next to a fixed cost per month for using the ASR
service).

What Can Be Replicated with Azure Site Recovery

AsTalready highlighted at the beginning of this chapter, ASR supports two main replication
streams—between two on-premises private Clouds and between on-premises and Azure.
Let me zoom in a bit more on each of these streams and discuss what is supported.

On-Premises to On-Premises Replication

In this first setup, a replication occurs between two Hyper-V hosts or System Center Virtual Machine
Manager Cloud environments. Replication occurs on Hyper-V level. (See Table 6-1.)

Table 6-1. Hyper-V to Hyper-V (On-Premises) Replication

Overview Source Target (Second Datacenter)
: * Hyper-V host Hyper-V host
System Center Virtual System Center Virtual
i Machine Manager Cloud Machine Manager Cloud
' (Hyper-V hosts) (Hyper-V hosts)
Hyper-V :
Hyper-V to Hyper-V
(on-premises)

Another possible design is similar to the previous one, with the main difference being that the
replication of the virtual machines is not run by the Hyper-V replication, but occurs instead on a SAN storage
level. See Table 6-2.
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Table 6-2. Hyper-V to Hyper-V (On-Premises) SAN Replication

Overview Source Target (Second Datacenter)

Hyper-V host Hyper-V host

System Center Virtual  System Center Virtual
Machine Manager Machine Manager Cloud
Cloud (Hyper-V hosts)  (Hyper-V hosts)

Hyper-V to Hyper-V
(on-premises)

A third solution (as shown in Table 6-3) exists in a similar setup as the first one, with the major
difference being that the source environment can be a VMware ESX/ESXi platform or physical servers.

Table 6-3. VMuware or Physical Servers to VMware (On-Premises)

Overview Source Target (Second Datacenter)
VMware Virtual VMware Virtual Machines
Machines

Physical servers
(Windows Server
2012 R2)

VMware or Physical

VMware or Physical to
VMware (on-premises)

On-Premises to Azure Replication

In this topology design, outlined in Table 6-4, the main difference is the fact it now uses Azure as a target
environment in the solution.
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Table 6-4. Hyper-V to Microsoft Azure VMs

Overview Source Target (Second Datacenter)
.......................................................................... Hyper-V host Apure Virtual Machines
i System Center Virtual
Replication © Machine Manager
Cloud (Hyper-V hosts)
Microsoft
Azure

. Hyper-V to Microsoft Azure

Similar to the previous one, but from VMware and/or physical source servers to Azure, results in the
overview shown in Table 6-5.

Table 6-5. VMware/Physical Servers to Azure

Overview Source Target (Second Datacenter)

VMware hosts Azure Virtual Machines

Physical servers

Replication
>
N
) Microsoft
VMware or Physical Azure

VMware or Physical to
Microsoft Azure

Note Technically, the solution shown in Table 6-5 could also include a migration from Amazon Web
Services virtual machines (AMIs) to Azure Virtual Machines, as described in Chapter 7.

Azure Site Recovery Supported Workloads

Now that you have a good understanding of how the source and target environments can look, let’s look at
which applications ASR replication can support.

Source/Target Operating Systems
The following operating systems are supported as the source platform for ASR:
e  Windows Server 2008 R2 with SP1 or higher

e  Windows Server 2012
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e  Windows Server 2012 R2

e  Windows Server 2016 TP5 (it works, but it's not supported yet)
e  Red Hat Enterprise Linux 6.7 or higher

e  CentOS 6.5-6.6-6.7

e  Oracle Enterprise Linux 6.6-6.5

e  SUSE Linux Enterprise Server 11 SP3

Source/Target Applications

The following workload applications are currently listed as supported for ASR. In general, ASR supports
about any application running on the listed operating systems. Since it is replicating all changes occurring
on-disk or in memory, no changes are lost.

Taking the core list of Microsoft Server applications, the following are listed on the Microsoft Azure
documentation web site (https://azure.microsoft.com/en-us/documentation/articles/site-
recovery-workload/):

e  Web Application Server (IIS)

e  SharePoint Server 2013

e  Exchange Server 2010, 2013 (if not using DAG replication)
e  Microsoft Dynamix AX

e  Windows File Server

This list will certainly continue to grow during the coming weeks and months.

Note An interesting non-Microsoft application on that list is SAP, for which Azure support was announced
mid-2014.

Azure Site Recovery Capacity Planning

As discussed, the main difference between high availability (HA) and disaster recovery (DR) is downtime. A
disaster recovery solution allows for downtime, whereas a high availability solution is just the opposite. The
business should be prepared for both and have a good understanding of the differences between both.

That said, in case of any disaster, there will always be the question, “How long until my applications are
up and running again?”.

In the next chapters, you learn how efficient ASR handles replication in both failover and fallback
scenario, yet there are always additional factors in the overall topology that can make your replication go
terribly slow, and sometimes even failing completely. To avoid such scenarios whenever disaster strikes,
you can run the Azure Site Recovery Capacity Planning tool before actually approving the GO in production.
Even during the configuration steps of ASR, the final step in the wizard is confirming that you have run this
tool successfully. (Luckily it doesn’t block you from completing the wizard by saying you did, even if you
didn’t.) See Figure 6-4.
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Capacity planning

Site Recovery performs optimally when sufficient
network bandwidth and storage are provisioned.
Allocating insufficient capacity can lead to
replication issues.

| and run the capacity planner to
accurately estimate network bandwidth, storage
and other requirements to meet your replication
needs.

* Have you completed capacity planning?

Select v
Figure 6-4. Capacity planning as part of the ASR configuration steps

Running the Azure Site Recovery Capacity Planning Tool

If you are going through the configuration steps of ASR, this question will come up in Step 5 of the initial
configuration wizard. If you did not run the Capacity Planning tool, you can download it from the link in the
message body.

If you want to run this tool before going through the actual ASR configuration steps, head over to the
following download link:

https://gallery.technet.microsoft.com/Azure-Recovery-Capacity-doidc40e

In contrast to what you might think, this tool does not have to be installed in your environment to
gather information. It is nothing more than an Excel workbook, in which you enter as many details about
your source physical or virtual machine environment as possible. Actually, now that I think about it, it
would actually be an interesting feature to integrate it with the other assessment tool we have available from
Microsoft—Microsoft Assessment and Planning Toolkit (MAPT). MAPT basically maps out an inventory of
your servers, server applications, and corresponding machine requirements. It can integrate with Hyper-V
hosts and VMware and recognizes SQL, Exchange and SharePoint as well as Linux and Oracle workloads.

For more information about MAPT, visit:

https://www.microsoft.com/en-us/download/details.aspx?id=7826

Back to the ASR Capacity Planning tool now. This tool helps you plan disaster recovery resources. Use
the planner to evaluate sizing requirements in your source deployment (Hyper-V and VMware/physical) and
to understand the resources you need for seamless disaster recovery.

You can use this planner in two ways, for quick planning and for detailed planning.

Quick Planning

Use this to get a quick estimation of your source environment. Using this approach, you'll need to provide an

overall average of your source environment resources, including the total number of VMs, total number of

disks, average disk size, compression, retention, and so on. This is okay if the environment you are assessing is

not that large, or you already have a good view of the environment you want to migrate/ASR replicate to Azure.
Upon opening the XLS sheet, select Quick Planner from the listbox.
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| | EVF Azure Site Recover 29/07/2016

m Microsoft _ ¥
Planning Tool

Select a planner tvpel j Version: 1.1

Quick Planner

| Ge = |

- - Detailed Planner -
The capacity planner helps you to plan dlsastéwemermmmh planner to evaluate size/churn

Figure 6-5. Select a planner type from the Azure Site Recovery Planning tool

Detailed Planning

Using this method, you can get VM-level information, validate VMs, and get recommendations. For this
sizing tool to work, you need to provide information for each VM, including the number of disks attached
to a VM, the total VM storage, VM capacity utilization, and daily changes. You also need to provide general
information about retention, compression, etc.

Running through the detailed planner is possible by selecting the option in the listbox in the XLS sheet.

For more detailed instructions, go to http://aka.ms/asr-capacity-planner-doc.

In this example, I start by going through some basics of the quick planner.

1. Complete the fields with the valid numbers and parameters from the source
environment. In my example, customer is running 20VMs, each machine having
three disks of 150GB in size (see Figure 6-6).

Capacity Planner

INPUTS OUTPUT
T Neteork Bandidth rclrament
T — Reset to Defaults J b
Select your scenario| Hyper-V to Azure = |Bandwidth required for delta replication (in Megabits/sec) 30 Mbps
Total number of virtual machines 20 |Bandwidth required for initial replication (In Megabits/sec) 1 359 Mbps
Average number of VHDs per virtual machine 3 L refers to I idth for i cati
Average size of VHD [in GBs) 150 ] Azure requirements
|storage required (in GBs) 1 6405)
Total IOPS on standard storage accounts i 478
|Number of standard storage accounts required b 2|
Number of Blob disks required ] 60
Amount of data changed per day (in GBs) s Number of premium storage accounts required 1 [
:Toul IOPS on premium storage accounts 0
Amount of data Xfered per day (in GBs)
Other Infra requirements .
Number of recovery points 8 |Number of Configuration Servers required MA|
Initial Inputs | |Number of additional Process Servers required i NA|
Number of hours in which initial replication for
the batch of virtual should 2 8 100% i storage on the Source 9000
Number of virtual machines per initial replication
batch 4|

Figure 6-6. Quick planner view of the Azure Site Recovery Capacity tool

The output gives you a good view as to the bandwidth requirements for replicating this source
environment to Azure.
Figure 6-7 shows the advanced planner worksheet.
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Figure 6-7. Advanced planner view of the Azure Site Recovery Capacity tool

Asyou can see, the advanced approach needs a lot more detailed information from your servers, which
by itself is sometimes hard to provide if you don’t have any true assessment tool available.

Once the source tables are completed with the correct information, select either Compute IaaS VMs to
get arecommended Azure VM T-shirt size for each source machine, or click Submit Data to Planner tool,
which generates a summarized view like the one from the quick planner scenario.

Optimizing Azure Site Recovery Replication
The benefits of optimizing bandwidth and decreasing replication time include:

¢ Increasing effective network throughput. With optimization, bandwidth reduction
allows you to carry more data on your existing infrastructure. This can eliminate
or reduce costs associated with adding capacity and allows you to replicate more
virtual machines. simultaneously. In addition, you reduce costs where bandwidth
utilization is metered.

¢  Reducing the time it takes to implement Business Continuity Disaster Recovery
(BCDR). As VMs replicate faster, time to coverage is reduced. Project duration is
decreased while you realize the benefits of BCDR earlier. In addition, new VMs can
be added in less time when optimized.

e Due to increased bandwidth from optimization, potentially decreasing the delay
between delta updates, thereby improving the recovery point objective (RPO).

Out of the aforementioned Azure Site Recovery Capacity tool, you gets a good understanding of the
bandwidth requirements needed to make sure the on-premises machines are capable of synchronizing to
Azure. However, this information is still rather static and only to be used to give you a good estimate of what
the possibilities are, without making them a hard statement and guaranteeing a fast replication.

Does this mean no optimization of the replication is possible? Luckily not.

There are a few mechanisms available that can integrate with ASR to provide the welcome optimization,
which I would like to discuss briefly here.
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Maximizing Hyper-V Replica Threads

In case of a Hyper-V/SCVMM source replication to ASR VMs, you can set a registry key, which maximizes the
number of threads of the Hyper-V replica engine to 32.

This registry key was initially documented in a Microsoft Product Team blog post in relation to
ExpressRoute network bandwidth and ASR optimization. However, it is not specifically related to
ExpressRoute replication as such, but more to the Hyper-V core. That means it can also be used in a
non-ExpressRoute topology.

Defining this registry key goes as follows:

1. On each Hyper-V host you are running on-premises, start the Registry Key editor
regedit.exe from a command prompt (admin).

2. Browse to the following key:
HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows Azure Backup

3. IftheReplication key does not exist yet, create it.

4. Under the Replication key, add a new DWORD (32-bit) value, named
UploadThreadsPerVM (note the case sensitivity) and give it any decimal value
between 1-32. 32 will give you maximum threads, although your on-premises
server and Internet network infrastructure must be sized adequately to give that
kind of performance boost. See Figure 6-8.

E: 4 Registry Editor
File Edit View Favorites Help
| Windows ~ ' Name Type Data
< | WindOW_s Azure Backup ab|(Default) REG_SZ (value not set)
Config #3|UploadThreadsPerVM REG_DWORD 0x00000020 (32)
Replication
. Setup L
| Windows Defender v

< m »

Computer\HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows Azure Backup\Replication

Figure 6-8. Registry Key to maximize number of replication threads

5. Restart the Microsoft Azure Site Recovery Service.

You should now see an improvement in replication speed from the on-premises Hyper-V host to the
ASR environment.

Integrating WAN Optimizers

In whatever way you think, optimizing network speed means optimizing the time it takes to get the data
through the line. In ASR terms, this means faster replication between the source and target environment.
Maximizing the number of threads from the previous topic is a good starting point, but still has a rather
limited impact.
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While investigating ASR and learning how to optimize replication speed, I bumped into this very
interesting article from the Microsoft ASR product team:

https://azure.microsoft.com/en-us/blog/azure-site-recovery-wan-optimization-with-riverbed/

They describe optimization in required time to replicate to half the time of the normal replication time
needed, and data compression goes up to a whopping 70%! This solution is based on Riverbed Steelhead
(http://www.riverbed.com). Riverbed is a well-known company when it comes to WAN optimizers. The
idea here is to implement a Riverbed Steelhead appliance on each end of the connection (one on-premises
in front of the Azure site-to-site or ExpressRoute gateway, and the other one can be configured as a virtual
appliance in Azure directly), which are then exchanging data in a compressed way. This not only speeds up
the replication, but also makes it cheaper for outgoing data, in case of a restore from Azure to on-premises.

I suggest you go through the mentioned blog article to get a better view on where Riverbed Steelhead
can be of help.

Planning your Firewall Configuration

I already mentioned that a great benefit of ASR is that it relies on HTTPS/port 443 traffic only. So there are
no complex firewall configurations and no explicit requirement for Azure site-to-site VPN or ExpressRoute
(although more on that later).

That said, I have noticed some deployment difficulties at customers, where the security officer was very
keen on getting a detailed list of all required external communication traffic from the on-premises network
to ASR. So to give you a hand, I decided to include my notes in this section.

Required URLs

The following table contains the URLs that should be reachable out of the ASR topology, from the
on-premises network toward Azure.

Required URLs

*.hypervrecoverymanager.windowsazure.com
*.,accesscontrol.windows.net (HTTPS/443)
*.backup.windowsazure.com (HTTPS/443)
.blob.core.windows.net (HTTPS/443)

*_ store.core.windows.net (HTTPS/443)

*

Required URLs

Ntp://pool.ntp.org (default port 123)
https://cdn.mysql.com/archives/mysql-5.5/mysql-5.5.37-win32.msi

(The MySQL installer is required for the on-premises process server/management server/
configuration server); might be sufficient to allow HTTPS traffic to *.mysql.com.)
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Azure Public IP Address Ranges

Although Azure resources are fully public DNS integrated, some customers want to explicitly limit traffic
between their own datacenter and Azure regions, based on the Public Azure IP address range information.
While I always recommend relying on public DNS to reach Azure resources (since public IP address ranges
can always change), you can download an up-to-date list of Azure public IP address ranges here:

https://www.microsoft.com/download/confirmation.aspx?id=41653

This is a direct download of an XML file with all current Azure datacenter IP addresses. Depending on
your security and datacenter communication requirements or restrictions, you can limit traffic to a specific
Azure region, based on this list of IP addresses. This list is updated frequently, so might be a good idea to
bookmark the URL. See Figure 6-9.

<?xml version="1.0" encoding="utf-8"7>
<hzurePublicIpAddresses
xmlns:xsd="http://www.w3.0rg/2001/XMLSchema"
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<Region Name="europewest">
<IpRange Subnet="40.112.124.0/24" />
<IpRange Subnet="65.52.128.0/19" />
<IpRange Subnet="94,245.97.0/24" />
<IpRange Subnet="104.47.169.0/24" />
<IpRange Subnet="104.214.240.0/24" />
<IpRange Subnet="137.116.192.0/19" />
<IpRange Subnet="168.63.0.0/19" />
<IpRange Subnet="168.63.96.0/20" />
<IpRange Subnet="168.63.112.16/28" />
<IpRange Subnet="168.63.112.64/26" />
<IpRange Subnet="168.63.112.128/25" />
<IpRange Subnet="168.63.113.0/24" />
<IpRange Subnet="168.63.114.0/23" />
<IpRange Subnet="168.63.116.0/22" />
<IpRange Subnet="168.63.120.0/21" />

Figure 6-9. Azure Public IP address XML file snippet for the Azure region "EuropeWest”

Note Figure 6-9 just shows part of the list. The XML file contains all IP addresses for all current, active
Azure regions.

Planning Your Network Topology

One of the common questions when discussing disaster recovery and more specifically the failover process,
is how the recovered virtual machines that are running in Azure during this process will be reachable for the
end users (and IT admins).

As you will learn and experience in the next chapters, ASR allows you to specify the Azure Virtual
Network (VNet) that should be used for these virtual machines.

Briefly, there are two possible scenarios:

e ASRVNet is different from the on-premises source subnet of the virtual machines
e ASRVNetis similar to the on-premises source subnet

I will walk you through both scenarios here, describing the pro and cons, as well as possible impact,
advantages, and disadvantages of each scenario.
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Using Different Azure VNet and IP Addresses

In this scenario, the IP address range of the virtual machines in ASR is different from the source IP address
range. While most applications and operating systems nowadays don’t experience a lot of serious issues
when seeing their IP address change, it still provides some challenges on DNS name resolution. My
assumption is that you are familiar with DNS, so I don’t have to explain all the details about this service. The
reason why name resolution is the problem here is because DNS relies on caching, as well as requiring a
flush of the DNS entries stored in cache on both sides—servers and clients.

The easiest workaround here is to configure a short Time-To-Live (TTL) for these IP addresses and
machine names that are members of the ASR topology.

It also depends on how the end user will connect to the application. If the connection is made from
internal sources, leveraging on the site-to-site VPN connectivity between on-premises network and
Azure, DNS is mostly also controlled by the IT team, so its rather easy to manage and control. However,
if the applications are to be reached from an external/Internet source, an additional routing or redirect
mechanism might be required to reroute traffic from the (unavailable) on-premises infrastructure to the
Azure platform. Azure Traffic Manager could be a good solution here.

A huge advantage to this approach is the fact that IP addresses will be different for only those machines
that are “in failover” Machines that are still running and reachable in the source network can stay there
(depending on the disaster of course). In case of keeping the IP address ranges identical between both
environments, a full subnet failover is required, even when only a single or a few machines are “in failover”.
Otherwise, network communication won’t be routed correctly and routers will go crazy. See Figure 6-10.

Azure Site Recovery

: IP-address Range
172-16F0/24 ------------- ] e e e S e e : --------------------------------------- 10-.-1-6.0./24

Shortest THL on DNS
configured for

Shortest TTLion DNS
internal applications

configured for
internal appljcations

Source s::et-m-sne::m s G Azure VM '
B T ] {not required for as such, but mos! e e e e e e el e ' e e e i
erl\flronmerlt probat?l;.-forappllcations:-

Figure 6-10. ASR using different IP address ranges

Asyou can see, there are certain advantages and reasons for using this scenario, but it all depends on
the specifics of the failover process, how critical the systems are, and the overall desire and needs of the
customer’s environment. My personal favorite is using different IP address ranges. That’s where handling
DNS caching and flushing, as well as integrating Azure Traffic Manager, might be a challenge at first.
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Keeping Similar IP Address Ranges

Let’s have a look at the second scenario, keeping similar IP address ranges.

When positioning this scenario to customers, the first reaction is, “Let’s use this one and makes live a lot
easier” But does it?

From a name resolution perspective, it is indeed rather straightforward, as your internal DNS servers
don’t need to worry about any updates or caching and flushing. If the applications should be reachable from
the external/Internet side, a solution like Azure Traffic Manager is still recommended.

What causes most of the issues, however, is the fact that your routers must be capable of handling
stretched IP subnets, and if not, a full IP subnet failover must be initiated. This all sounds good in case of
a major disaster where the source environment is completely unreachable. But it might not be the best
approach if only a few machines need to be failed over to the Azure DR site. So the same statement as
before can be stressed here—making your final design on which approach to use mainly depends on your DR
requirements and severity.

ASR — keeping existing IP-address ranges

‘ia‘:‘(‘
p“‘;:m“.: -~
=y
_____________ = /,"' @\o“
"0?‘0‘
IP-address Range ! P
bt s \. P-address Range
172.1 5?_0/,24 ,,,,,,,,,,, | e e e e e 172.16.0/24

Shortest THL on DNS
configured for
internal applications

Shortest TTLion DNS
configured for
internal appljcations

Source Site-to-Site VPN
{not required for ASR as such, but most

""'éi"l\ﬁr"i:')'l"ii‘i‘l’é’ﬁf""""'""" probably for applications)

Figure 6-11. ASR keeping existing IP address ranges

Watch Out When Using System Center Virtual Machine Manager

While I'm not covering on-premises to on-premises datacenter failover, nor System Center Virtual Machine
Manager failover to Azure in this book, something should be said when talking about IP address ranges and
failover, specifically.

While the aforementioned scenarios are both valid in a Hyper-V/VMware/AWS/Physical to ASR
network scenario, there is a special “watch out” when System Center Virtual Machine Manager is being
used. This “watch out” is known as Network Mapping.

SCVMM Network Mapping is a configuration setting within Virtual Machine Manager, allowing you
to configure a “mapping” between on-premises networks and ASR networks. For each virtual machine in
a VMM Cloud, both source network and failover network are defined. In the case of a failover, SCVMM will
control and define to which failover network the virtual machine in ASR will connect.
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For more details on SCVMM Network Mapping, I recommend you look at the following Microsoft Azure
documentation:

https://azure.microsoft.com/en-us/documentation/articles/site-recovery-network-mapping/

Summary

In this chapter, you learned about the concept of disaster recovery, including some key terminologies and
definitions. This was followed by learning what AST is and how it can help organizations build their DR
strategy. I zoomed in on the different ASR topologies that are supported today. From a more technical
perspective, I walked you through the Azure Site Recovery Capacity Planning tool, which helps you size and
map ASR. I also talked about some ASR optimization settings and solutions that can be of use, and ended
this chapter by describing different IP address range failover solutions.

In the next following chapters, you learn how to deploy ASR and configure it for Hyper-V virtual
machine failover (Chapter 7), how to configure protection groups and recovery plans (Chapter 8), and
what it takes to implement ASR for non-Microsoft workloads (Chapter 9). Each chapter follows a
step-by-step format, including screenshots. This should help you quickly implement them in your Azure
lab environment.
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CHAPTER 7

Configuring ASR for an
On-Premises Hyper-V Infrastructure

Iassume you read the previous chapter, in which I described what Azure Site Recovery (ASR) is, and in what
different scenarios and topologies it can be deployed to provide organizations with a true disaster recovery
solution, leveraging the powers of Azure and Cloud computing.

In this chapter, I guide you through a full end-to-end configuration on how to implement ASR in an on-
premises Hyper-V infrastructure environment.

Note While this chapter focuses on a Hyper-V based infrastructure, note that the process is largely
identical for a System Center Virtual Machine Manager (SCYMM)-based infrastructure, except that the source
environment differs and the ASR provider download file is different.

By going through the detailed steps in this chapter, you will learn how to:
e  Configure Azure Site Recovery Vault in Azure
e Install the Azure Site Recovery Provider
e  Configure Azure Site Recovery protection for Hyper-V based virtual machines
e  Perform failover/failback

At each step I provide the corresponding screenshots and some additional explanation where required
to understand what you are doing.

Prerequisite Check

To make sure you can start configuring ASR services right away, here are some of the prerequisites needed to
go through the exercises:

e  Anactive Azure subscription
e  Arunning Hyper-V host (running Windows Server 2012 R2)

e  Afewactive virtual machines on the Hyper-V host

© Peter De Tender 2016 139
P. De Tender, Implementing Operations Management Suite, DOI 10.1007/978-1-4842-1979-9_7



CHAPTER 7 © CONFIGURING ASR FOR AN ON-PREMISES HYPER-V INFRASTRUCTURE

e  Agood understanding of Azure Virtual Machines, storage, and networking

e  AnInternet connection (direct or proxied) from the Hyper-V host to Azure
(https/443)

Create a Azure Site Recovery Vault

Although this might sound obvious, you need an active Azure subscription, as well as administrative access
rights to this subscription, before being able to create the Azure Site Recovery Vault.

1. Logon to the Azure Resource Manager portal (new portal) from https://
portal.azure.com.

2.  Onceyou're logged on, click New and type recovery in the search box. This will
present you with a list of all possible Azure resources that can be deployed, all
related to recovery. (See Figure 7-1.)

v  New

New

recovery|

Azure Site Recovery
Backup and Site Recovery (OMS)

Microsoft Azure Site Recovery
Process Server V2

Rapid Recovery Replication Target
VM for Azure
nachines (classic)
; Double-Take DR Recovery - Windows
2012 - BYOL

Figure 7-1. Search for Azure Recovery resources

3. From the results list, select Backup and Site Recovery (OMS). (See Figure 7-2.)
This is the one that allows you to deploy ASR from the new portal, also known as
the Azure Resource Manager.

140


https://portal.azure.com/
https://portal.azure.com/

CHAPTER 7 © CONFIGURING ASR FOR AN ON-PREMISES HYPER-V INFRASTRUCTURE

Everything >

Marketplace

Backup and Site Rec:

Everything

Backup and Site Recovery [OMS)

MARK CE
Virtual Machines

Virtual Machines i e Results
Web + Mobile

Web + Mobile s i

Data + Storage

Data + Storage

A Backup and Site Recovery (OMS)
Data + Analytics £

Figure 7-2. Backup and Site Recovery (OMS) selected

4. Select Backup and Site Recovery (OMS). This will start the configuration wizard
to create the Recovery Services Vault, as shown in Figure 7-3.

e Provide a descriptive name, such as HyperV-ASR
e Selectyour Azure subscription
e Preferably, create a new resource group by giving it a name (e.g., HyperVASR)

e Select the Azure region closest to your location

Recovery Services...
Rec s vault

* Name

HyperV-ASR v

* Subscription

e rrerre——

* Resource group @

® Create new O Use existing

HyperVASRI x
* Location
West Europe v

Figure 7-3. Create the Recovery Services Vault by entering the required parameters

5. Wait for the Recovery Services Vault to be created. Once it’s finished, it will show
up in the portal under the new resource group that was created (see Figure 7-4).
Select this resource group.
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HyperVASR

LT

Columns [ Delete ) Refresh =P Move

Essentials ~

&) Overview L t t &7 cBbebBed-e23f-daea-9dd1-548d42f7

'.'\fpf..t Europe
SUPPORT = TROUBLESHOOTING
H Auditiogs
Mt NAME TYPE LOCATION
e Sopport ihquiat &Y Hyperv-AsR Recovery Serv... West Europe

Figure 7-4. Azure Resource Group HyperVASR with recovery service HyperV-ASR

Configuring an Azure Site Recovery Vault

Use the steps in the following sections to configure an ASR Vault.

Step 1: Prepare the Infrastructure

Now that the Azure Site Recovery Vault is created, you can continue configuring it. This is a three-step
scenario, where each step is split in different substeps.

1. Select the Recovery Services Vault that you created. Browse to the Getting Started
option and select Site Recovery. This will launch the Site Recovery configuration
blade, which is a three-step scenario, as you can see from Figure 7-5.

Settings X Site Recovery

Hyf

GETTING STARTED

GENERAL
G Backup >
&9 Step 1: Prepare Infrastructure >
& Site Recovery >
& Step 2: Replicate Application >
GENERAL = Step 3: Manage Recovery Plans >

Figure 7-5. Site Recovery configuration blade

2. In Step 1—Prepare Infrastructure—you define the replication source and target
parameters (see Figure 7-6).

e Specify ToAzure as the target

e Specify Hyper-V as the source

142



CHAPTER 7 © CONFIGURING ASR FOR AN ON-PREMISES HYPER-V INFRASTRUCTURE

e Answer No to the question about whether you are using SCVMM (or Yes if you
are, of course)

Protection goal

* Where do you want to replicate your machines
to?

Protection goal
1 : Vi To Azure v

Hyper-V VMs in VMM Cloud to...

* Are your machines virtualized?

Yes, with Hyper-V v

2 Source >

Prepare * Are you using System Center VMM to manage
your Hyper-V hosts?

No hd

3

Figure 7-6. Step 1 of the Prepare Infrastructure selection

3. This brings you to Step 2—Prepare Source—shown in Figure 7-7. Here you start
by creating a Hyper-V site, which is a logical container of Hyper-V hosts. This can
have any name, such as MyHyperVSite, but could also point to a physical location
like HyperV Site New York, HyperV Site Dublin, and the like.

Pre pare source

== Hyper-V Site

* Name

-» Step1: Select Hyper-V site MyHypervsitel -

(0 sites found) Click on +Hyper...
Site in the command bar above
to add a site.

Step 2 : Ensure Hyper-V servers are added

Complete previous step(s)

Figure 7-7. Prepare Source—Create Hyper-V site

4. InStep 2, you add Hyper-V servers to this configuration. This requires the
installation of the Azure Site Recovery provider on the Hyper-V host machines in
your on-premises network. The screen looks like Figure 7-8.
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Sorver type

MyHyperySite hd 3§ 4
Adding Hyper-V server may take 1
minutes 1o 30 minutes

Register your Hyper-V haost(s)

3 Step 2 : Ensure Hyper-V servers are added

0 Found._ Click an +Hyper V

server in top command bar to
@ add a Hyper V server to the site 1. Make sure the host is running Windows
This may take approximately 15 Server 2012 R2

min to 30 min.
2 Configure Proxy setting and ensure each hast

can access the

3 the installer for the Microsoft
Azure Site Recovery Provider

4. Download the vault registration key to
register the host in a Hyper-V site

5. Install the Provider on the Hyper-V host and
use the regrstration key to regster the host in
the vault L

Figure 7-8. Prepare source—add the Hyper-V servers

5. Download the Azure Site Recovery Provider install files (see Figures 7-9 and
7-10), as well as the vault registration key file. Copy these files to the Hyper-V
host(s) to which you want to configure ASR. (Or connect to the installation files
from the Hyper-V host(s) without copying them.) Filenames should be similar to
Figure 7-11, from the lab environment.

Do you want to run or save AzureSiteRecoveryProvider.exe (52.4 MB) from download.microsoft.com? Run Save T Cancel

Figure 7-9. Azure Site Recovery provider installation file download

Do you want to open or save HyperV-ASR_MyHyperVSite Mon Jul 18 2016.VaultCredentials (4.41 KB) from ms.portal.azure.com?

Open Save ~ Cancel
Figure 7-10. Vault registration key download file
S AT T Application Tools Downloads = =
n Home Share View Manage w 0
T W * This PC » Downloads v || Search Downloads £
. Favorites Name Date modified Type Size
I Desktop % AzureSiteRecoveryProvider /2016 2:01 PM Application
# Downloads

1PM VAULTCREDE

HyperV-ASR_MyHyperVSite_Mon Jul 18 201..
=5 Recent places

Figure 7-11. Files have been downloaded and can be found in the Hyper-V host
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6. Logon to the Hyper-V host(s) servers and open the
AzureSiteRecoveryProvider.msi install file. This will launch the Azure Site
Recovery provider setup (Hyper-V server), as shown in Figure 7-12. Choose how
you want Microsoft Update to check for updates.

Microsoft Update

Microsoft Update offers security and important updates for Windows and other Microsoft software, including
M ft Azure Site ry. Updates are delr using ic Updates, or you can visit Microsoft website.

@ Installation ® on L

Use Microsoft Update to check for updates.
O off

Do not automatically check for updates.
Microsoft Update FAQ
Microsoft Update Privacy Statement

Figure 7-12. ASR provider setup

7. Inthe installation step, as shown in Figure 7-13, accept the installation location
or choose a different folder; click Next to continue.

Provider Installation

Specify where you want to install the Microsoft Azure Site Recovery Provider. This setup will install Azure Site
@ Microsoft Update Recovery Provider and Azure Recovery Services Agent on this computer.

Installation Location  C:\Program Files\Microsoft Azure Site Recovery Provider

Figure 7-13. Installation location selection

8. The installation of the provider will continue, and it's composed of a few different
steps (see Figure 7-14). Once you're done, you can continue with the next step.
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Provider Installation

@ Microsoft Update Recovery Provider and Azure Recovery Services Agent on this computer.

[ [ —

Specify where you want to install the Microsoft Azure Site Recovery Provider. This setup will install Azure Site

@ Configuring Service
e Installation of Azure Recovery Services Agent completed

@ Installation of Azure Site Recovery Provider completed
Continue to register this server in an Azure Site Recovery vault.

Figure 7-14. Installation of the provider is completed

9.

Click Next to continue to the next step (see Figure 7-15). Here you can specify
how the Hyper-V host connects to the Internet. If you are using a proxy, enter the
proxy server credentials here.

Internet connection

@ Vault Settings

@ Registration

Specify how the Provider running on the server connects to the Azure Site Recovery portal. If you're using a proxy
that requires authentication select custom settings. Connectivity will be verified when you click Next.

011.- server’s connected to the Internet
O Connect with existing proxy settings

® Connect directly without a proxy
O Connect with custom proxy settings

Figure 7-15. Define the Hyper-V host proxy settings to allow Internet connectivity

Note Go back to Chapter 4 to learn what kind of Internet connectivity is required to complete this
installation if it should fail in your environment.

10.
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In the Vault Settings step (see Figure 7-16) of the installation wizard, you define
to which Hyper-V site in ASR this Hyper-V host will be registered. This secured
communication is defined by importing the settings from the vault registration
key you downloaded earlier. Browse to this file and ensure that the information is
correct.
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Internet connection

Select the registration key file you downloaded from the Azure Site Recovery portal and specify vault settings. Learn More

® Proxy Settings
_ Key file HyperV-ASR_MyHyperVSite_Mon Jul 18 2016.VaultCredential [ Browse |
@ Registration Subscription cBbebBcd-e23f-4aea-9dd1-548d42f7e916
Vault name HyperV-ASR
Hyper-V site name MyHyperVsite

Figure 7-16. The vault registration key is being imported

11.  Click Next to continue. At this time, the Hyper-V host server will try to
communicate with the Azure Site Recovery Vault, and the Hyper-V host will be
registered as an ASR member. The results should look similar to Figure 7-17.

Registration

o The server was registered in the Azure Site Recovery vault
® Proxy Settings

@ Vault Settings

Figure 7-17. Azure Site Recovery registration setup completed successfully

12. This completes the installation of the Azure Site Recovery provider on the
Hyper-V host machine, as well as the successful registration into the Azure Site
Recovery Vault. The setup wizard can be closed.

Although you can assume all went fine with the installation if you got to this
point, it might be a good thing to verify that the required Windows services are in
arunning state.

13.  Go to your Services snap-in (from the Start screen or from the Administrative
Tools) and verify the following:

e  Microsoft Azure Recovery Services Agent
e Microsoft Azure Site Recovery Service

Both should have a status of Running, as shown in Figure 7-18.
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' Services (Local)
Microsoft Azure Recovery Services MName - Description Status Startup Type  ~
Agent Link-Layer Topology Discovery Mapper Creates a Network Map, consisting of PC and device top... Manual
Local Session Manager Core Windows Service that manages local user sessions. ... Running  Automatic

f‘_"-r‘lk‘ the service #3 Microsoft Azure Recovery Services Agent Support for scheduled backups and recovery of files and .. Running  Manual
— Microsoft Azure Site Recovery Service Configures disaster recovery for virtual b using... R g A

4 Microsoft iSCSI Initiator Service Manages Internet SCSI (I5CSI) sessions from this comput... Manual
Description: £ Microsoft Software Shadow Copy Provider Manages software-based volume shadow copies taken b... Manual
Support for ,’.thedund backups and « Microsoft Storage Spaces SMP Host service for the Microsoft Storage Spaces managem... Manual
recovery of files and folders to an L
ankne bocation 4 Multimedia Class Scheduler Enables relative prionitization of work based on system-w... Manual

Figure 7-18. Verifying the running status of the ASR agent and service

This completes the installation of the ASR provider on the Hyper-V host(s). This means you can
continue configuring ASR from the Azure portal.

If you didn't close the Azure portal during the installation of the provider on the Hyper-V server, you
should now see that the Hyper-V server host(s) are being recognized in the Prepare Source step, as shown in
Figure 7-19. (If you did close the portal, log back on to http://portal.azure.com, select the resource group
you created, and then select the Azure Recovery Vault you configured. Then go back to Step 1—Prepare
Infrastructure—in Section 1—Protection Goal.)

re source

+ Hyper-V Site + Hyper-V Server

+/ Step1: Select Hyper-V site

Hyper-V Site

MyHyperVSite v

+/ Step 2 : Ensure Hyper-V servers are added

m1295

Figure 7-19. Hyper-V server is registered under the Hyper-V site now

14.  You are now at Step 3 of the Prepare Infrastructure configuration, which looks
like Figure 7-20. The goal is to configure/select an Azure Storage account as well
as an Azure Virtual Network. Both will be used for the virtual machines that are
being failed over to Azure during a disaster scenario. If you already have these
configured, feel free to reuse them. However, in most production environments
I have deployed at customers, a dedicated one will be created for each, isolating
the ASR Virtual Machines. Both options work though.
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e Select your Azure subscription.

e Select Resource Manager as the deployment model; this means the virtual
machines and related resources will be created in the new Azure portal, not in
the classic mode.

+ Storage account + Network

+/ Step 1: Select Azure subscription

* Subscription ®

C 1 v
-

* Select the deployment model used after
failover @

Resource Manager v

+/ Step 2 : Ensure that at least one compatible
Azure storage account exist

Storage account(s) @

Found 10 compatible Azure storage accounts
out of 10 available in the subscription

+/ Step 3 : Ensure that at least one compatible
Azure virtual network exist

Metwork(s) @

Found 6 compatible Azure virtual networks out
of 6 available in the subscription

Figure 7-20. The Hyper-V server is now registered under the Hyper-V site

15.  Ifyou don't have a storage account, now is a good time to create one. (Use
Figure 7-21 as a reference for what to choose.)

e Provide a unique name (unique among all Azure subscriptions...).
e Select Standard as the storage performance type.

e Select LRS as the replication type.
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Create storage ac...

* Name

hypervasrstorage v
.core.windows.net

Performance @

Replication ®

Locally-redundant storage (LRS) v

Figure 7-21. Creating a storage account for ASR

16.  Next, fill in the options for the Azure Virtual Network, where I suggest you create
a dedicated one for your ASR resources.

e Specify a unique name for the VNet as well as the subnet.

e Provide the address space (IP range) of addresses that can be used and the
related subnet.

The result is shown in Figure 7-22.

Create virtual net...

* Name

HyperVASRsubnet] x

* Address space

10.1.1.0/24
10.1.1.0 - 10.1.1.255 (256 addresses)
* Subnet name

default

* Subnet address range @

10.1.1.0/24
10.1.1.0 - 10.1.1.255 (256 addresses)

Figure 7-22. Creating a virtual network for ASR

This brings you to the last section in this step, creating a replication policy. A replication policy is a
configuration that defines how the replication should be treated, the time interval for when the VM changes
synchronization, and the initial replication start time.

In the real world, these settings depend on specific customer scenarios, application and operating
system characteristics, and the like. In this lab environment, most of the default settings are acceptable for
what you want to achieve:
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e  Copy Frequency: The default is 15 minutes, which can be lowered to 30 seconds.
This points to the time interval of when changes are being synchronized from on-
premises to Azure. This has no impact on the source virtual machine, as it stays
active during the synchronization.

e Recovery Point Retention: This is the retention time for when a recovery point must
be created. This allows you to restore a virtual machine in ASR from any of these
recovery points, if needed.

e App-Consistent Snapshot: This parameter refers to a time setting per number
of hours when an application-consistent snapshot should be created. Think of
consistency-dependent applications like SQL databases, Exchange Server database,
or similar.

e Initial Replication Time: The default setting is Immediately. This means immediately
from when this wizard is completed. If you are working in a production scenario, it
might be a good idea to move this initial replication to an off-hour time.

17.  Select Create and Associate a Replication Policy from the configuration blade, as
shown in Figures 7-23 and 7-24.

are infrastruc... L : Replication policy

+ Create and Ass...

=» Step 1: Ensure ‘MyHyperVSite' is associated to at least one replication policy

1 Protection goal \/

Hyper-V VMs to Azure =

, No replication policies exist. Click ‘+Create and Associate’ button on top to create a
replication policy and associate ‘MyHyperVSite' to it.

2 Source Vv
MyHyperVSite

3 Target v

Azure

4 Replication settings )

Prepare

Figure 7-23. Creating and associating a replication policy
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Create and associ...

* Name @

Source type @

Target type @

Copy frequency @

15 Minutes ~

* Recovery point retention in hours @

2

* App-consistent snapshot frequency in hours @

1

nitial replication start time @

Immediately ~

Associated Hyper-V site @

Figure 7-24. Defining the replication policy parameters

18. Wait for the replication policy to be created successfully (see Figure 7-25).

Replication policy

+ Create and Ass...

+/ Step 1: Ensure 'MyHyperVSite' is associated to at least one replication policy

* Replication policy @

HyperV2ASRPolicy v

@ Successfully created replication policy

@ Successfully associated "MyHyperVSite' to replication policy

Figure 7-25. Replication policy created successfully

19.  Figure 7-26 shows the final step in this section. It's a more informational
step, pointing you to the ASR Capacity Planning Tool and asking if you have
completed that step. (To me personally, this feels more like some sidebar to avoid
complaints about slower replication, and to cover their bases.)
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Prepare infrastruc... - O x Capacity planning

Site Recovery performs optimally when sufficient
EE network bandwidth and storage are provisioned
1 ) = v Allocating insufficient capacity can lead to

Hyper-V VMs to Azure replication issues.

and run the capacity planner to

Saien accurately estimate network bandwidth, storage
2 e v and other requirements to meet your replication

MyHyperVSite needs

* Have you completed capacity planning?
3 Target v
e d v

Azure Yes, | have done it

4 Replication settings v

HyperV2ZASRPolicy

5 Capacity planning 5

Select

Figure 7-26. Confirm the capacity planning question

This completes Step 1 Prepare Infrastructure—so you can now continue with Step 2—Replicate Application.

Step 2: Replicate Application

This is where you define the source and target environments, as well as select the individual virtual
machines that you want to see protected by ASR.

1. InStep 1das shown in Figure 7-27, specify the source environment, which is the
Hyper-V site that was configured earlier.

1 Source " i".'hn.pcr. it

prvem
& Step 1: Prepace Infrastructure >
& Step 2 Replicate Application > (->

= Step 3: Manage Recovery Plans

(¥

Figure 7-27. Specify the source environment for replication
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2. In Step 2, which looks like Figure 7-28, define the target environment (Azure) by
selecting the Azure storage account and virtual network you configured for this
before.

These are the virtual networks in
the selected subscription and

location "West Europe’.

* Subscription @
* Post-failover deployment model © + | Create new

G HyperVASRsubnet

* Storage account @

]
hypervasrstorage
i i G AWSASRRG
Azure network @ meee
Configure now for selected machines. hd G DHIMUCDevTest
Post-failover Azure network @ S
Select G !\-j!U.N:ad\-'NEi'

Subnet ®

G MyVINET

Figure 7-28. Specify the target environment for replication

3. This brings you to Step 3, which is displayed in Figure 7-29, where you can select
one or several virtual machines that are running in the on-premises Hyper-V
environment.

Enable replication B X Select virtual mac...
Hy AS

@ Finished retrieving data.
1 Source v A
MyHyperVsite
2 Target W [ |
Azure |":'6 HypenvVi]
HyperVVM2
3 Virtual machines >

Select

Figure 7-29. Selecting the virtual machines you want to protect by ASR
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4. For each virtual machine you select, specify the OS Type and OS Disk. My lab
configuration is shown in Figure 7-30.

Enable replication - 8 X Configure properties

NAME 05 TYPE 05 DISK
1 Source v
MyHyperVSite Defaults Select v | Need to select per VM. ea
HypervWM1 Windows v | | Hypervwm1 v |55

2 Target >

Azure

3 Virtual machines v
1 Selected

4 Properties >

Configure properties

Figure 7-30. Configure the virtual machine OS type and OS disk properties

5. In Step 5, the screen should look like Figure 7-31, Select the replication policy
you created before and confirm all selections by clicking OK.

Enable replication = Configure replication settings

Replication policy
1 Source v

i 2 Pol
MyHyperVSite HyperV2ASRPolicy ¥
Copy frequency 15 minutes
2 Target Vv
Azure App-consistent snapshot frequency 1 hour
Recovery point retention 2 hours
Virtual machines v
1 Selected Initial replication start time Immediately
Encrypt data stored on azure Off

4 Properties v

Configured

5 Replication settings >

Configure replication settings

Figure 7-31. Configure replication settings
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This completes Step 2 Replicate Application—in which you configured the source and target
environment parameters, made a selection of on-premises virtual machines you want to protect, and
determined which replication policy settings should be applied.

Step 3: Manage Recovery Plans

In this third and last main step of the Site Recovery configuration, you are going to build your recovery plan.

Asyou learned from the previous chapter, a recovery plan is basically the configuration of the step-by-
step actions that need to occur in case of a failover. Without going into too much detail on recovery plans,
you create one here to complete the overall ASR configuration. Details and specifics about the recovery plan
will be addressed in much more extent in the next chapter.

1. Byselecting Step 3—Manage Recovery Plans—you are asked to create a new
recovery plan (this can be changed later once your recovery plans exist). See
Figure 7-32.

Site Recovery = R Recovery plans

NAME SOURCE TARGET CURRENT JOB
GEMNERAL

To failover virtual machines individually, go to Replicated Items. To failover multiple virtual machines together, create a Recove

&4 Step 1: Prepare Infrastructure >
& Step 2: Replicate Application >
Step 3: Manage Recovery Plans >

Figure 7-32. Step 3: Manage Recovery Plans

2. Click the + Recovery Plan button. In the selection fields, shown in Figure 7-33,
specify a name for the recovery plan. Notice that the source and target are already
completed (from the previous Step 2). Under the Selected Items blade, mark the
virtual machines for which this recovery plan will be used during failover.

Create recovery p... = Select items

* Mame

HyperVZASRRecoveryPlan v o Finished retrieving data.

* Source
* Target PROTECTED ITEM TYPE
HyperVVMI1 Machine
* Allow items with deployment model @
Selected items @ S
* Select items > 0
0

Figure 7-33. Create the recovery plan and select items
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3. Once the recovery plan is selected, you will see that the virtual machine(s) will
start replicating (depending on the replication settings you defined earlier in the
replication policy). See Figure 7-34.

Replicated items

Hy

+ Replicate == Columns

Last refreshed at: 7/18/2016 2:47:42 PM

NAME HEALTH STATUS ACTIVE LOCATION

HyperVVM1 © ok 0% synchronized MyHyperVSite

Figure 7-34. Replicated items are being synchronized to Azure

4. Wait for the synchronization of the virtual machine(s) to finish. Once it’s finished,
the virtual machine will have a status Protected (see Figure 7-35), which means
itis now fully operational as an ASR item, for which you can execute a failover.

Replicated items

T Refresh == Replicate == Columns

Last refreshed at: 7/18/2016 3:04:33 PM

o Finished loading data from service.

NAME HEALTH STATUS ACTIVE LOCATION

HyperVWM1 O ok Protected MyHyperVSite

Figure 7-35. Replicated itemsJsynchronization is complete and item is protected

This completes the initial three-step configuration of the ASR; the next part of this exercise will go
through a failover simulation.
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Performing a Failover

Now that you have set up an ASR configuration by going through the different steps of the wizard, and your
virtual machine(s) are in a protected state, you can move to the next stepland basically the ultimate goal of
ASRlexecuting a failover.

In short, a failover means that (simulating as a test or as part of a a true production situation disaster
scenario) you will complete final replication from the on-premises infrastructure to Azure, starting the
virtual machine(s) and testing your applications for running successfully on the Azure side.

Note At this stage of the book (and the exercise), we will go through a rather basic failover process, where
not all components are working for the full 100% after failover. This is by design, and these settings will be fine-
tuned in more detail in the next chapter. So don't worry if not all is working yet in your lab environment when
you finish this exercise at the end of this chapter.

When initiating a failover in ASR, there are three possible scenarios:

e  Test Failover: Running through a full test failover plan, where the communication
between the source and target is validated, and a dummy virtual machine is
configured to validate the Azure storage account and Azure Virtual network
configuration. This test has no impact on your own production environment.

e  Planned Failover: In case of a planned failover, a proper sequence of actions is
followed, by which final machine synchronization will be initiated. Once both virtual
machines are in sync, the on-premises VM is shut down and the Azure side VM is
started up and ready for use. This failover is ideal when downtime can be foreseen,
for example, during a planned electricity outage in the business park.

e  Unplanned Failover: The understanding here is the same as with a planned failover,
but both virtual machines don’t have to be in sync to have the Azure side VM booting
up. This scenario could be useful in case of a true disaster, where the on-premises
environment is no longer reachable.

The next sections walk you through each failover plan.
You can execute a failover plan from recovery plan level, or from replicated items/virtual machine level.
The following sequence is started from recovery plan level, as we ended there in the previous section.

Executing a Test Failover
Follow these steps to execute a test failover:

1. After selecting your recovery plan, the Recovery Plan Settings blade will appear.
It shows the different failover options available on the top (Test Failover and
Planned Failover are visible; Unplanned Failover is hidden behind the ... button).

Choose Test Failover, which will open the Test Failover blade, as shown in
Figure 7-36. The only selection to be made here is the Azure Virtual Network.
Select the ASR VNet you configured before.
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Test failover

Failover direction
From @

To®

Choose the network that Azure
virtual machine will connect to after
the test failover. The network
should be different from your
production network (as specified
under compute and network
settings of the virtual machine).

* Azure virtual network @

HyperVASRsubnet v

Figure 7-36. Configuring a test failover

2. This will immediately trigger a Test Failover job. Click on the notification button
(the bell) to see what happens more in detail. (See Figure 7-37.)

e Prerequisite checks

e (Creating the test environment

e Creating the test virtual machine/starting the virtual machine
e Completing the testing

¢ (Cleaning up the environment

Note Notice that there is an interruption between starting up the virtual machine and completing the
testing. This is by design, and actually foreseen to give the administrator an opportunity to do some more
detailed validation and testing of the virtual machine to make sure it is working correctly.
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Job
NAME STATUS START TIME DURATION

Prerequisites check for test failover @ Successful 7/18/2016 3:05:55 PM 00:00:01
Create test environment @ Successful 7/18/2016 3:05:56 PM 00:00:00
Create test virtual machine @ Successful 7/18/2016 3:05:57 PM 00:00:22
Preparing the virtual machine @ Successful 7/18/2016 3:06:19 PM 00:00:00
Start the virtual machine @ Successful 7/18/2016 3:06:20 PM 00:01:08
Complete testing A\ User Input Requir...  7/18/2016 3:07:28 PM

Figure 7-37. Running through a test failover plan

3. Confirm the complete testing step. This will trigger the test failover plan to
continue testing and cleaning up the environment and finalizing the test failover.
The result from my lab setup is shown in Figure 7-38.

g HyperVVM1-test Creating HyperVVM1-test West Europe
Complete testing @ Successful 7/18/2016 3:07:28 PM 00:01:47
Clean up the test virtual machine @ Successful 7/18/2016 3:09:19 PM 00:03:40
Clean up the test environment @ Successful 7/18/2016 3:12:59 PM
Finalizing test failover @ Successful 7/18/2016 3:13:00 PM

Figure 7-38. Completing a test failover plan

Executing a Planned Failover
In an identical way, you can execute a planned failover, by following these steps:

1. From the recovery plan level or from the recovery items/individual virtual
machine level, click the Planned Failover button.

This will open the Planned Failover blade, as shown in Figure 7-39. Confirm the
execution by clicking the OK button, as there is nothing more to be configured
here.
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HyperVVM1

48 Settings & Planned Failover g8 Unplanned Fail.. g% Test Failover

Essentials ~ = o
Failover direction
Source t From @
MyHyper\V/Site
plication policy

HyperVZASRPolicy a23dcédd-8b1d-4cc9-9341-ac32e2bdaSba To®

hypervasrstorage Standard_F1

Windows 1

HyperVASRsubnet

Figure 7-39. Executing a planned failover

2. This will again trigger a planned failover, which can be monitored by clicking the
notification (bell) button, as shown in Figure 7-40. As you can see, this process is
identical to the test failover.

Properties

Vault
Protected item Hyper\WM1
Job id #8007350 ab19 4258 blad 6584a4TDaT01 2016 07 18 1327167 Ibz Activityld: d206c137 26de 4917 % .

Source server

Target server Microsolt Azure
lob
soAns STATUS START TIME CumATION
Prevequisites check for plarned falover @ Inprogress T8/2006 32722 P

Shait down the virtusl maching

Figure 7-40. Executing a planned failover

3. During the failover process, the second step is to shut down the virtual machine.
When checking back on your on-premises Hyper-V host, like Figure 7-41 in my
setup, you will notice the respective VM (HyperVVM1 in my case) is indeed being
shut down properly by ASR.
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Virtual Machines

MName & State CPU Usage Assigned Memory  Upl
2 HyperVWM1 Off

S HyperWWM2 Running 0% 409 MB 01
5 HyperVWM3 Running 6% 4048 MB 00:

Figure 7-41. ASR shutting down an on-premises VM as part of the failover

4. Wait for the failover process to be finished (successfully). The result should look
like Figure 7-42.

Job
NAME STATUS START TIME DURATION
Prerequisites check for planned failover @ Successful 7/18/2016 3:27:22 PM 00:01:39
Shut down the virtual machine @ Successful 7/18/2016 3:29:02 PM 00:00:34
Preparing for failover © Successful 7/18/2016 3:29:37 PM
Start failover @ Successful 7/18/2016 3:29:49 PM 00:02:56
Start the replica virtual machine @ Successful

Figure 7-42. ASR planned failover completed successfully

5. From the Azure portal, go to Virtual Machines and select the failover VM. Notice
itnow has a status of Running, as shown in Figure 7-43. This is your confirmation
that the failover process went fine and the virtual machine is running in Azure.

HyperVVM1 Running HyperVVM1

Figure 7-43. Virtual machine is running in Azure after a planned failover

6. Asalogical approach, you not only want to verify that the virtual machine is
starting up fine, but maybe you also want to verify the services are running,
applications are starting up, and so on. There is a natural tendency to connect to
this failed over virtual machine from a remote desktop (RDP) session.

It might be a surprise to you that this is not (yet) possible though, since the
Connect button is grayed out, as you can see from Figure 7-44.

HyperVVM2

¥ settings % Con tart (¥ Restart M Stop [ Delete

Figure 7-44. Virtual machine running in Azure after a planned failover
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Be confident, however, that this does not mean something is wrong with your virtual machine.
Remember the note from the beginning of this chapter, where I mentioned we would focus on getting ASR
configured and perform an initial failover, but not all things would work yet? This is one of the examples.
Again, this is by design.

The good news is that there is not only a logical explanation for this, but I also have a solution. Learn
all about how to solve this issue and successfully connect to your server (as well as some other interesting
aspects of ASR plans) in the next chapter.

Summary

This chapter was a technical one, wasn't it? You learned how to configure a Azure Site Recovery Vault,
deployed the ASR provider onto a Windows Hyper-V host, configured ASR protection for virtual machines,
and ran through a test failover and a planned failover scenario.

In the next chapter, we take it to an even more advanced level by zooming in on protection plans and
learning how to automate certain tasks as part of the failover plan, as well as explaining the reason and fixing
the issue as to why an RDP session is not available by default after performing a failover of a virtual machine.

163



CHAPTER 8

Configuring ASR for Non-Hyper-V
Infrastructures

If you just read Chapter 7, “Configuring ASR for an On-Premises Hyper-V Infrastructure,” I have to tell you
there is about 80% overlap between configuring ASR for Hyper-V or for non-Hyper-V infrastructures. So
I'hope you want to learn about the 20% that is different and that this is not a disappointment. In the end,
we are talking about Azure Site Recovery, and the beauty is that it is pretty similar in configuration across
different platforms. That is how most organizations operate their IT environment anyway, using different
platforms.

If you skipped the previous chapter because you are not running a Hyper-V (or SCVMM) infrastructure
and are want to get Azure Site Recovery (ASR) configured and integrated in your Vmware-based
infrastructure, you are reading the right chapter.

But what about the other platforms? Let me briefly list again which non-Hyper-V infrastructures are
supported:

e  VMware vSphere virtual machine replication to Azure Virtual Machines

e  Amazon AWS virtual machine replication to Azure Virtual Machines

e  Azure Virtual Machine replication to Azure Virtual Machines (in a different region)
e  Physical server 2012 R2 to Azure Virtual Machines

And for all of them, if the operating system is supported in Azure, they are supported in ASR replication
and migration.

This chapter basically contains a full end-to-end exercise on how to configure ASR, this time by using
Amazon AWS as a source environment. If you are wondering why I decided to use Amazon AWS, here are a
few reasons:

e [Itis another Cloud service like Azure and it’s always good to understand the
competition.

e You can go through the full exercise by using the free trial subscription (if you are not
doing too crazy on virtual machine specs).

e Itis easier to work with in a learning scenario, since not everyone has a VMware
infrastructure available for testing.

e  The way the configuration of ASR works for Amazon AWS is nearly identical for
VMware vSphere environments, physical servers, and Azure-to-Azure setups.
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Obviously, depending on your specific situation and testing environment, I leave it up to you to go
through this exercise using any of the supported infrastructures mentioned here.
By going through the detailed steps in this chapter, you will learn how to:

e  Configure the Azure Site Recovery Vault in Azure
e Install the Azure Site Recovery Unified Agent

e  Configure Azure Site Recovery protection for a non-Hyper-V based source
infrastructure

e  Perform a test failover and an unplanned failover

The chapter walks you through the steps that are required to complete the end-to-end configuration,
along with screenshots and some additional explanation as needed to help you understand what you are
doing.

Prerequisite Check

To make sure you can start configuring ASR services in Azure right away, here are some of the prerequisites
needed to go through the exercises:

e  An active Azure subscription (a free trial will do fine)

e  An active Amazon AWS subscription (a free trial will do fine)

e  Oran active VMware vSphere infrastructure

e  Or afew physical servers running Windows Server 2012 R2

e Agood understanding of Azure Virtual Machines, storage, and networking

e Agood understanding of Amazon AWS, or VMware, or Windows Server 2012 R2

e  Afewvirtual machines running in each environment (three is recommended) or
three physical machines running Windows Server 2012 R2

e  AnInternet connection (direct or proxied) from the source infrastructure hosts to
Azure (https/443)

Create an Azure Site Recovery Vault

Although this might sound obvious, you need an active Azure subscription, as well as administrative access
rights to this subscription, before you can create the Azure Site Recovery Vault.

1. Logon to the Azure Resource Manager portal (new portal) from https://
portal.azure.com. From there, select New and type recovery in the search
box. This will present you with a list of all possible Azure resources that you can
deploy, related to recovery. (See Figure 8-1.)
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Azure Site Recovery

Backup and Site Recovery (OMS)

VM for A

Double-Take DR Recovery - Windows

Figure 8-1. Search for Azure Recovery resources

2. From the results list, select Backup and Site Recovery (OMS). This is the one that
allows you to deploy ASR from the new portal, also known as the Azure Resource
Manager. The portal is shown in Figure 8-2.

Everything >

Marketplace o O X Everything

Y Filter

Everything

Backup and Site Recovery [OMS)
Virtual Machines

Virtual Machines i e Results
Web + Mobile

Web + Mobile 4 NAME
Data + Storage

Data + Storage

A Backup and Site Recovery (OMS)
Data + Analytics £

Figure 8-2. Backup and Site Recovery (OMS) selected

3. Select Backup and Site Recovery (OMS). This will start the configuration wizard
blade (see Figure 8-3) to create the recovery services vault.

e Provide a descriptive name, such as AWS-ASR.
e Select your Azure subscription.
e Preferably, create a new resource group by giving it a name (e.g., AWSASRRG).

e Select the Azure region closest to your location.
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Recovery Servicesvault — O

* Name

AWSASR v

* Subscription

B OOOT (TG (TR SOOI, v
* Resource group @
@ createnew Quse existing
AW-SASR v
* Location
West Europe v

Figure 8-3. Create a recovery services vault by entering the required parameters

4.  Wait for the recovery services vault to be created. Once it’s finished, it will show
up in the portal under the new resource group that was created. Select this
resource group (see Figure 8-4).

Essentials ~

chbebficd 234 daea-Sdd1- S4B4ZTed 16

Monitoring

Site Recovery Health

Unaa e
Evant
MONITCRNG AND REFORTS
Backup Add thes & BB erns ans Evens >
Backup ltoms Backup Jobs Backup Usage
PROTECTED TEMS
Az (] d s 0 >
4-GRS ©

Figure 8-4. Azure Resource Group HyperVASR with recovery service HyperV-ASR

This completes the base deployment of a new Azure Site Recovery Vault. We will now continue with the
configuration itself.

168



CHAPTER 8 © CONFIGURING ASR FOR NON-HYPER-V INFRASTRUCTURES

Configuring the Azure Site Recovery Vault

Use the steps in the following sections to configure the ASR Vault.

Step 1: Prepare Infrastructure

Now that the ASR Vault is created, we can continue configuring it. This is overall a three-step process, where
each is split into different substeps.

1. Select the Recovery Services Vault that was created. Browse to the Getting Started
option and select Site Recovery. This will launch the Site Recovery configuration
blade, which displays the three-step scenario (see Figure 8-5).

Settings

SUPPORT + TROUBLESHOOTING GENERAL
-~ Diagnose and solve problems > & Step 1: Prepare Infrastructure >
H Activity log > & Step 2: Replicate Application >
aa New support request > = Step 3: Manage Recovery Plans >

GETTING STARTED
& Backup p

& Site Recovery >

Figure 8-5. Site Recovery configuration blade

2. In Step 1—Prepare Infrastructure—you define the replication source and target
parameters (see Figure 8-6).

e Specify To Azure as the target.

e Specify whether you are using virtual machines.

169



CHAPTER 8 © CONFIGURING ASR FOR NON-HYPER-V INFRASTRUCTURES

Prepare infrastructure

* Where do you want to replicate your machines
to?

Protection goal >
. To Azure w
Select L
Yes, with Hyper-V
Yes, with VMware vSphere Hypervisor
2 Not virtualized / Other

Figure 8-6. Step 1 of the Prepare Infrastructure selection

Note If your source environment is Amazon AWS or Azure, you also have to indicate that you are not using
virtual machines. | know this is strange, but doing so avoids issues later on.

3. This brings you to Step 2—Prepare Source—as shown in Figure 8-7. Here you
start by adding the so-called configuration server, which is a Windows Server
2012 R2 machine that is installed in the source network. This can be a virtual
machine or a physical one.

Add Server

Server type

| wuratior v

Adding Configuration Server may
take 15 minutes to 30 minutes
Register your Configuration Server

On-premises

1. Make sure server on which you plan to set up
the Configuration Server is running Windows
Server 2012 R2 virtual machine

2. Configure Proxy so that server can access the

3. wnload the Microsoft Azure Site Recovery
Unified Setup

4. Download the vault registration key

Figure 8-7. Prepare source—add a configuration server
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4. Inthe next step, which is shown in Figure 8-8, you download the Azure Site
Recovery Unified Setup, as well as the Azure Site Recovery registration key. You
can download these directly to the "configuration server to be" or to your local
workstation. Then copy the install files or connect to them remotely from the
configuration server.

Prepare source - B8 Add Server

+ Configuration...

Server type
=» Step 1: Select Configuration Server

(0 servers found) Click on

+Configuration Server in the

@ command bar above to setup Adding Configuration Server may
one on your source environment take 15 minutes to 30 minutes
and register it with this vault.

Register your Configuration Server

On-premises

Step2: Select vCenter server/vSphere host

2 1. Make sure server on which you plan to set up
I us )
Complete previous step(s). the Configuration Server is running Windows
Server 2012 R2 virtual machine
2. Configure Proxy so that server can access the
3. | the Microsoft Azure Site Recovery

Unified Setup

4. Download the vault registration key

5. Run the installer to set up the Configuration
Server and Process Server and use the vault
registration key to register it with the vault.

6. Run cspsconfigtool.exe to create one or more
management accounts on the configuration
server.

7. Ifyou're protecting VMware VMs make sure
the management accounts have
administrator permissions on the vCenter
server/vSphere host Server/ESXi host from

Figure 8-8. Prepare source—download configuration server setup files

5. Logon to the configuration server machine with administrative credentials and
start the AzureSiteRecoveryUnifiedSetup.msi installation file. This will launch
the Azure Site Recovery Unified Setup, which configures this machine as the ASR
configuration server/process server/management server.
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Note In the Azure classic ASR setup, this needed to be separate machines in both environments, source
and target. Thank you Microsoft product team for optimizing this component to the maximum!

6. In the first section, select Install the Configuration Server and Process Server (see
Figure 8-9). Click Next to continue.

Microsoft Azure Site Recovery Unified Setup 2

Before You Begin

The Azure Site Recovery Unified Setup wizard helps you to set up protection for workloads running en physical
servers and VMware virtual machines by replicating them to Azure.

@ Third Party Software License

@ Internet Settings @) Install the configuration server and process server

Select this option if you are setting up Site Recovery for the first time.
@ Prerequisites Check

@ MysQL Configuration ) Add additional process servers to scale out deployment
Select this option to add more process servers to handle the replication load.

® Envirenment Details

@ Install Location

® Network Selection

@ Configuration Server Details
@ Registration

® Summary

@ Installation Progress

Figure 8-9. Install the configuration server and process server

Note Notice the option to add additional process servers to scale out deployment; this is very useful when
you have a large install base you want to protect in ASR. It can also help in providing a high available process
server setup.

7. Next, you have to accept the third-party license agreement for the installation of
the MySQL Community Server; see Figure 8-10. Click Next to continue.
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Third Party Software License

Microsoft grants you no rights for this third party software. You are responsible for and must separately locate,

e
@ Eafors You Bighi read and accept these third party license terms.

_ By selecting the "l accept the third party license agreement” checkbox, you agree to the license terms for the

@ Internet Settings third party software and allow setup to automatically download and install the third party software. If you do not
agree to the license terms. click Cancel to exit the installer.
@ Prerequisites Check

@ MySQL Configuration MySQL Community Server 5.5.37
@ Environment Details View 1 s Dicect O Link
@ Install Location
@ Network Selection
® Registration
@ sumenary [¥] 1 accept the third party license agreement.
@ Installation Progress
Previous || Net || Cancel

Figure 8-10. MySQL license agreement

8. Inthe step that follows, shown in Figure 8-11, you are asked how the
configuration server and process server connect to the Internet (and thus the
ASR backend in Azure). If your source network requires an in-between proxy
with authentication, you can enter the credentials here too. Click Next to
continue.

Internet connection

Specify how the Provider running on the server connects to the Azure Site Recovery portal. If you're using a proxy
® Before You Begin that requires authentication select custom settings. Connectivity will be verified when you click Next.

90 i iy S Lickes 1€ The server is connected to the Internet

B P 10} Connect with existing proxy settings

® Connect directly without a proxy
@ MySQL Configuration ) Connect with custom proxy settings

® Environment Details
@ Install Location

@ Network Selection
® Registration

@ Summary

® Installation Progress

[prevous | [ wen | [ concel |

Figure 8-11. Specify the Internet settings
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The installation will go through a prerequisite check to validate that the source
machine is ready to be set up as the configuration server and process server.
Fix any errors here and restart the setup. You can ignore the warning about
free space requirements from my demo setup (see Figure 8-12). Click Next to
continue.

Microsoft Azure Site Recovery Unified Setup =

Prerequisites Check

® Bofore You Bogin

Precequisites Check : Passed: 3,  Failed:0, Waming: 1,  Skipped: 0

@ Third Party Software License

® Internet Settings Re-Run

@ MySQL Configuration Prorequisites eheck Status

® Environment Details @ Restart pending Pazsed
© Windows Server 2012 R2 Passed

® Install Location ©  Global time sync check Passed

@ Network Selection I Free space requirements Warning

® Registration

@ Summary

® Installation Progress

Previous ._ Next | Cancel ]

Figure 8-12. Prerequisites check
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10.

In the next step, shown in Figure 8-13, enter a MySQL root password and a
MySQL database password. While you normally don't need to log on to the
MySQL software, it’s best to store these credentials in a safe place. This might
become handy when you need to perform a restore of your configuration server
and process server.

Note the feedback regarding the password requirements listed in Figure 8-13.
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MySQL Configuration

® Before You Begin

@ Third Party Software License
@ internet Sattings

@ Prerequisites Check

O Mg contguten
@ Environment Details
@ Install Location

@ Network Selection
@ Registration

® summary

@ Installation Progress

MySQL roct password

MySQL database (svsystems user) password

Note: Passwords must

Contain at least one letter

Contain at least one number

Contain at least one special character ( |@85\%)
Be between B-16 characters

Contain no spaces

| previeus || met || cancet |

Figure 8-13. Enter the MySQL root password and database password you want to use

11.  The next step is to inform the Unified Setup if you are protecting VMware virtual
machines. This helps in knowing if any VMware-to-VHD process needs to be set
up in the background (see Figure 8-14). Again, click Next to continue.

Environment Details

® Before You Begin

@ Third Party Software License
@ Internet Settings

@ Prerequisites Check

® MySQL Configuration

O Eodoonowate
® Install Location

@ Network Selection
@ Registration

@ Summary

@ Installation Progress

If you want to protect VMware virtual machines, Azure Site Recovery need to check for additional components.
Do you want to protect VMware virtual machines?

O Yes
® No

[previows |[ net [ concel |

Figure 8-14. Do you want to protect VMware virtual machines?
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12.  Now you can define your install location, as displayed in Figure 8-15. Feel free to
keep the default or change it when needed. Click Next to continue.

Install Location

® Before You Begin Restall localion

@ Third Party Software License CAProgram Files (x86)\Microscht Azure Site Recovery A
@ Intermet Settings

® Precequisites Check

e G You've selected an install location with less than 600 GB of free space.

plete but for best mare.

@ Ervironment Details

@ Network Selection
@ Registration
@ Summary

@ Installation Progress

[Crovious | [ v ] [ cancer ]

Figure 8-15. Install location definition

13.  Specify the NIC of the machine (see Figure 8-16), which will be used to receive
replication traffic. Notice the default port 9443 that is being used. If your network
and firewall have other requirements, make sure you change them on all ends.

Network Selection

® Before You Begin Select a Network Interface Card{NIC) and Port for recefving repiication traffic.

@ Third Party Software License Network Interface | Ethernet [172.31.34.254] [+]
@ internet Settings

G443
® Provequisites Chack ol

@ My5aL Configuration

® Environmaent Details

@ install Location

Ot

@ Registration

@ Summary

@ Installation Progreis Note : Azure Site Recovery Unified Setup will open two ports for inbound connection on this lerver.

= Port 443 will be used by a web server which archestrates replication operations
*  The data transport port specified above will be used to send/recerve rephcation data

[ prwvous | [ met || cancel

Figure 8-16. Specify NIC to be used for replication

14. Inthe next step, you are asked for the registration file. This has normally been
downloaded together with the ASR Unified Setup install files. Browse to the file
and validate the information. Figure 8-17 shows how the file is named.
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@ A | 4 » This PC » Downloads v G| | search Downloads ¥l

Organize ¥  New folder 2 ~ [ @
4 . Favorites MName B Date modified Type
: g:swk::;’ads | AWS-ASR_Sun Jul 17 2016.VaultCredentials 7/17/2016 6:32 PM VAUL

=5 Recent places

Figure 8-17. The downloaded ASR registration key

15.  The last screen (see Figure 8-18) shows a summary of all selections you've made.
If all is okay, click the Install button to install the software on your machine.

Summary
@ Before You Begin 4 Summary
. . 4 Install Type:
@ Third Party Scftware License Configuation and procee
® Internet Settings 4 Environment:
NonVMWare
@ Prerequisites Check
4 Installation Location:
® MySQL Configuration CA\Program Files (xB6)\Microsoft Azure Site R

@ Environment Details
@ Install Location

@ Network Selection
® Ragistration

® Installation Pregress

Previous || Install || Cancel |

Figure 8-18. Summary of your choices

16. The installation will start, and it goes through a few different steps. Wait for the
steps to be done. Click the Finish button to close the installation wizard. (See
Figures 8-19 and 8-20 to get an idea of the installation progress.)
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ot Microsoft Azure Site Recovery Unified Setup | x|

Installation Progress

@ Before You Begin Currently: Installing third-party components (approximately 5 minutes)
@ Third Party Software License N | ]
@ Internet Settings

@ Prerequisites Check

Steps Status
® MySQL Configuration @ Download MysaL r|:zm. ]
. Install third-party components | Installing
@ Environment Details Install configuration server and process server Pending
@ Install Location Install master target server Pending
Server configuration Pending
@ Network Selection
@ Registration
® Summary

Finish

Figure 8-19. Installation progress

Installation Progress

® Before You Begin
® Third Party Software License
@ Intemet Settings

@ Prerequisites Check

Steps Status
® My5QL Configuration 8 Download MysQL Dene
Install third-party components Done
@ Environment Details o Install configuration server and process server Dane
@ install Location € | install master target server Dane
€ server configuration Dane
@ Network Selection
® Registration
® Summary

Figure 8-20. Installation finished successfully

17.  After closing the installation wizard, you are asked to restart the server. Although
nobody likes reboots, as they feel like they are a waste of time, I recommend
you do this. It will save you from troubleshooting later on. (To emphasize the
importance of rebooting, I included the message in Figure 8-21.)
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Microsoft Azure Site Recovery Unified Setup -

0 You must restart the server for some system changes to take
effect.

OK |

Figure 8-21. Prompt for restart

18.  After the server has restarted, the setup of the configuration server and process
server should continue automatically (if not, there should also be a shortcut
on the desktop for this). As part of the setup, a random configuration server
connection passphrase will be created, which should be copied to the clipboard
(see Figure 8-22). (I also recommend saving this file in a separate Notepad file
in a secure location. This phrase is required when registering the server in the
Azure Site Recovery vault.)

Configuration Server Passphrase |Ll

0 Configuration Server Connection Passphrase: yevjJBJiMsr5ebYK
" You will be asked for the connection passphrase when installing
agents on source and target environment.

Do you want to copy passphrase to clipboard?

Yes No

Figure 8-22. Copy the passphrase to the clipboard

19. Inthe actual ASR configuration server configuration, shown in Figure 8-23,
there are only a few minor steps left before the server will be registered in ASR.
From the Manage Accounts tab, click the Add Account button. Here you need
to specify all account credentials of all source machines you want to protect/
migrate to ASR. This can be local administrative account credentials, domain
administrative user account credentials, Linux root user account credentials, and
so on, as shown in Figure 8-24.
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Azure Site Recovery needs account credentials to discover vCenter servers and to install the
Mobility Service on virtual and physical machines. Setup one or more accounts with administrator
permissions.

[ Adaccowrt | | et | | Deete |

Figure 8-23. Manage accounts—add account

Py e nodn An) [t |
-
(Domain'\User name)
Password
Confim |
[ ok | [ concel |

Figure 8-24. Manage accounts—add account and specify credentials

20. When all the required accounts have been created, select the second tab, called
Vault Registration. If needed, you can verify or alter the Internet connectivity
settings here, but the most important task is to click the Register button.

This will set up a connection (https/port 9433 by default) from the source configuration server and
process server to the Azure Site Recovery Vault and register this server. The flow is visible in Figure 8-25.

180



CHAPTER 8 © CONFIGURING ASR FOR NON-HYPER-V INFRASTRUCTURES

Microsoft Azure Site Recovery Configuration Server |;‘i-
| Manage Aocourls—! Vautlt Registration | Localization i ConfigurationDetails |

Azure Site Recovery Registration

Recovery Services Vault Credentials File
C:\Users\Administrator\Downloads \AWS-ASRE_Sun Jul 17 2016 .VaulCredentials Browse
l.(:‘lThe server is connected to the intemet

Connect with exdsting proxy settings

Connect directly without a proxy

Connect with custom proxy settings

Reagister

3, Azure Site Recovery Registration in progress... Please wait for few minutes.

Figure 8-25. Register button to get the server registered in ASR Vault

This completes the installation and configuration of the ASR configuration server
and process server in our source network. You can log off this server now and get
back to the Azure portal to continue the setup steps from there.

If you didn't close the Azure portal in between, you should now see that the
source ASR configuration server and process server are registered successfully in
ASR. (This process might still take up to 15 minutes before the server is actually
listed there.) If you did close the portal, log back on to http://portal.azure.
com, select the resource group you created, and from there select the Azure
Recovery Vault you configured. Go back to Step 1—Prepare Infrastructure in
Section 1—Protection Goal.

21.  You are now at Step 3 of the Prepare Infrastructure configuration, as shown in
Figure 8-26. The goal is here to configure/select an Azure storage account as
well as an Azure Virtual Network. Both will be used for the virtual machines
that are being failed over to Azure during a disaster scenario. If you have
already configured these, feel free to reuse them. However, in most production
environments I have deployed at customers, a dedicated one will be created for
each, thereby isolating the site recovery virtual machines. Both options work
though.
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Prepare infrastruc... = Target

+ Storage account + Metwork

+/ Step 1: Select Azure subscription

1 Protection goal o
VMware VMs/physical servers t... * Subscription @
w
Source * Select the deployment model used after
L failover @
ASRCONFIG
Resource Manager v
3 Target %
Prepare +/ Step 2: Ensure that at least one compatible
Azure storage account exist
Storage account(s) @
4 Found 8 compatible Azure storage accounts

out of B available in the subscription

+/ Step 3 : Ensure that at least one compatible
Azure virtual network exist

MNetwork(s) @

Found 5 compatible Azure virtual networks out
of 5 available in the subscription

Figure 8-26. Step 3—prepare the target

e Select your Azure subscription.

e Select Resource Manager as the deployment model; this means the virtual
machines and related resources will be created in the new Azure portal, not in
classic mode.

22. Ifyoudon't have a storage account, now is a good time to create one.
e Provide a unique name (unique among all Azure subscriptions...).
e Select Standard as the storage performance type.
e Select LRS as the replication type.

(You can use Figure 8-27 as a reference on how to configure these settings.)
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Create storage account — O

* Name
pdtasrawssto v
«corewindows.net
Performance @
ETGN Premium
Replication @
Geo-redundant storage (GRS) v

Figure 8-27. Creating a storage account for ASR

23. Next, fill in the options for the Azure Virtual Network, where I suggest you create
a dedicated one for the ASR resources.

e Specify a unique name for the VNet as well as the subnet.

e  Provide the address space (IP range) of addresses that can be used and the
related subnet.

(Use Figure 8-28 as a reference.)

Create virtual network

* Name

AWSASRVnet v

* Address space

10.1.2.0/24
10.1.2.0 - 10.1.2.255 (256 addresses)

* Subnet name

| AWSASRSubnet x

* Subnet address range @

10.1.2.0/24
10.1.2.0 - 10.1.2.255 (256 addresses)

Figure 8-28. Creating a virtual network for ASR

This brings you to the next section in this step, creating a replication policy.

A replication policy is a configuration that defines how the replication
should be treated, the time interval for the VM changes synchronization, and
the initial replication start time.
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24,

In the real world, these settings depend on specific customer scenarios,
application and operating system characteristics, and the like. In this lab
environment, most of the default settings are acceptable for what you want
to achieve:

e Copy Frequency: The default is 15 minutes, which can be lowered to 30 seconds.
This points to the time interval of when changes are being synchronized from
on-premises to Azure. This has no impact on the source virtual machine, as it
stays active during the synchronization.

e Recovery Point Retention: This is the retention time for when a recovery point
must be created. This allows you to restore a virtual machine in ASR from any of
these recovery points, if needed.

e  App-Consistent Snapshot: This parameter refers to a time setting per number
of hours when an application consistent snapshot should be created. Think
of consistency dependent applications like SQL databases, Exchange Server
database, or similar.

e Initial Replication Time: The default setting here is Immediately. This means
immediately from when this wizard is completed. If you are working in a
production scenario, it might be a good idea to move this initial replication to an
off-hour time.

Select Create and Associate a Replication Policy (as shown in Figure 8-29) from
the configuration blade and complete the parameters. You can use my example
settings as a good start.

e Provide a unique and descriptive name for the policy, such as ASRAWS Policy.
e The source and target are completed automatically.

e RPO Threshold in Minutes: 15 minutes by default, but can be updated to 30
seconds.

e Recovery Point Retention: Specifies the number of hours a recovery point should
be kept.

e App-Consistent Snapshot Frequency in Minutes: Specifies the number of
minutes an application-consistent snapshot should also be taken, next to the
recovery point retention. An application-consistent snapshot is interesting for a
SQL Server, Exchange Server, SharePoint Server, and the like, which benefit from
having a consistent snapshot in case a restore is needed.
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Create and associate p...

* Name @
[ AsrawsS Policy] x |

Source type @

| VMw 1 v
L

Target type @
| ¥

* RPO threshold in mins @
15

* Recovery point retention in hours @
24

* App-consistent snapshot frequency in mins @

60

Failback replication policy name @

A replication policy for failback

iﬁ{?' from Azure to on-premises will be
A automatically created with the same

settings.

Assodiated Configuration Server @

Figure 8-29. Creating and associating a replication policy

25. Wait for the replication policy to be created successfully, as shown in Figure 8-30.

Replication policy

+ Create and Ass...

+/ Step 1 :Ensure "ASRCONFIG' is associated to at least one replication policy

* Replication policy @

| AWS Replication Policy v

@ Corresponding failback replication policy exists
@ ‘ASRCONFIG' associated to replication policy

@ °ASRCONFIG' associated to failback replication policy

Figure 8-30. Replication policy has been created successfully
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26. The final step in this section is more informational. It points you to the ASR
Capacity Planning tool and asks if you have completed that step. (To me
personally, this feels more like a sidebar to avoid complaints about slower
replication and to cover their bases.) I included Figure 8-31 for reference.

Prepare infrastructure 1 X Capacity planning

Site Recovery performs optimally when sufficient
network bandwidth and storage are provisioned.

Protection goal i e :
1 : : v Allocating insufficient capacity can lead to
VMware VMs/physical servers t... replication issues.

Dow { and run the capacity planner to
accurately estimate network bandwidth, storage
2 Source v

and other requirements to meet your replication
ASRCONFIG

needs.
* Have you completed capacity planning?
3 Target v
Azure Select L
4 Replication settings v
AWS Replication Paolicy

5 Capacity planning >

Select

Figure 8-31. Confirming the capacity planning question

This completes Step 1—Prepare Infrastructure—so you can now continue with Step 2: Replicate
Application.

Step 2: Replicate Application

This is where you define the source and target environments, as well as select the individual source
machines that you want to see protected by ASR. You also have to specify the process server that needs to be
used for this replication.

1. Figure 8-32 shows the configuration Step 1, where you specify the source
environment, which is the Hyper-V site that was configured earlier.
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Enable replication ] Source

Select your source environment

* Source @
1 Source > ASRCONFIG v
Configure
* Machine type @
. Physical Machines v
2- fiau * Process server @
ASRConfig (Inbuilt Process Server) v

Figure 8-32. Specify the source environment for replication

2. In Step 2, displayed in Figure 8-33, define the target environment (Azure) by
selecting the Azure storage account and virtual network you configured for this.

Select your target settings for recovery

* Target @

1 Source Vv 1 v
ASRCONFIG
* Subscription @

v
Target >
s * Post-failover deployment model @
Configure
Resource Manager hd
3 * Storage account @ 5
awsasrstorage
Azure network @
4 Configure now for selected machines. v
Post-failover Azure network @ >
S AWSASRRG
Subnet @
AWSASRsubnet (10.1.0.0/24) hd

Figure 8-33. Specify the target environment for replication
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3. This brings you to Step 3, where you can select one or several source machines.
Specify their hostname, IP address, and OS type. (see Figure 8-34 for an example
from my lab setup.)

Add physical machines

NAME IP ADDRESS OS TYPE
awsmachine 172.31.34.95 Windows
Select v

Figure 8-34. Specifying the source machines you want to protect using ASR

4. In Step 4, configure the additional properties for each selected machine. (Specify
the local admin account to be used and optionally exclude disks you don't want
to be replicated.) See Figure 8-35.

MAME ACCOUNT DISKS TO REPLICAT

Defaults administrator ~

awsmachine administrator v

3 Physical machines v

1 Selected

4 Properties 5

Configure proparties

Figure 8-35. Configure replication properties

5. This brings you to Step 5, where you should specify the replication policy
you want to use for these machines. Notice the option to specify Multi-VM
replication, as shown in Figure 8-36.
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Configure replication settings

1 Source
ASRCONFIG

2 Target

Azure

3 Physical machines
1 Selected

4 Properties

Configured

5 Replication settings
Configure replication settings

Replication policy

AWS Replication Policy v
App-consistent snapshot frequency in mins 60 minutes
RPO threshold in mins 15 minutes
Recovery point retention in hours 24 hours

Multi-VM consistency

Do you want to enable Multi-VM consistency by creating a new Replication group? @

Yes

Figure 8-36. Configure replication settings

This completes Step 2—Replicate Application—in which you configured the source and target
environment parameters, chose which source machines you want to protect, and determined what
replication policy settings should be applied.

Step 3: Manage Recovery Plans

In this third and last main step of the site recovery configuration, you are going to build your recovery plan.
Asyou learned in Chapter 4, a recovery plan is basically the configuration of the step-by-step
actions that need to occur in case of a failover. You'll create a recovery plan to complete the overall ASR

configuration.

1. Select Step 3—Manage Recovery Plans. You are asked to create a new recovery
plan (this can be changed later).

2. Click the + Recovery Plan button. In the selection fields, specify a name for the
recovery plan. Notice that the source and target are already completed (from
Step 2). Under the selected items, mark the machines for which this recovery
plan will be used during failover. See Figure 8-37 for details.
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Select items

* Name
AWSRecoveryPlan o Finished retrieving data
¥ Source
* Target PROTECTED ITEM o TYRE

g awsmachine Replication group

* Allow items with deployment model @

Selected items @
*
Select items > 1

0

Figure 8-37. Create the recovery plan and the select items

3. Once the recovery plan is selected, you will see that the source machine(s) will
start replicating (depending on the replication settings you defined earlier in the
replication policy). You can go to the job details to see more. This should look
similar to Figure 8-38.

Properties
Vault
Protected item awsmachine
Jobid b5b2e459-1479.4655-818-18909f572483-2016-07-17 19:10:19Z-Ibz Activityld: d9bfdadd-afeb-41b0-aec | [
Source server ASRCONFIG
Target server ASRCONFIG
Job
MAME STATUS START TIME DURATION
Prerequisites check for enabling protection @ Successful TAT/2016 T:10:21 PM 00:00:05
Installing Mobility Service and preparing target @ In progress TAT/2016 T:10:26 PM

Enable replication
Starting initial replication

Updating the Provider states

Figure 8-38. Replicated items are being synchronized to Azure

4.  Wait for the synchronization of the virtual machine(s) to finish. Once finished,
the virtual machine will have a status Protected, which means it is now fully
operational as an ASR item, for which you can execute a failover. (See Figure 8-39.)
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Replicated items

T) Refresh  =fm Replicate

& Backup ;

& Site Recovery

GENERAL

Properties >

HAME HEALTH STATUS
MONITORING AND REPORTS
awsmaching @ ox

Jobs

BB serts and Events >

PROTECTED ITEMS
B Backup items 2

@ Replicated items >

Figure 8-39. Replicated items—synchronization is complete and the item is protected

This completes the initial three-step configuration of ASR; the next part of this exercise goes through a
failover simulation.

Performing a Failover

Now that you have set up an ASR configuration and your source machine(s) are in a protected state, you can
move to the next step—basically the ultimate goal of the ASR—executing a failover.

In short, a failover means that (simulating as a test or as part of a true production situation disaster
scenario) you will complete final replication from the on-premises infrastructure to Azure, starting up the
virtual machine(s) and testing your applications for running successfully on the Azure side.

Note At this stage of the book (and the exercise), we go through a rather basic failover process, where not
all components are working 100% after failover. This is by design, and will be fine-tuned in more detail in the
next chapter. So don't worry if not all is working yet in your lab environment when you finish this exercise.

When initiating a failover in ASR, there are three possible scenarios:

e  Test Failover: Running through a full test failover plan, where the communication
between the source and target is validated. A dummy virtual machine is configured
to validate the Azure storage account and Azure Virtual Network configuration. This
test has no impact on your own production environment.

e  Planned Failover: In case of a planned failover, a proper sequence of actions is
followed, by which a final machine synchronization will be initiated. Once both
virtual machines are in sync, the on-premises VM is shut down, and the Azure-side
VM is started up and ready for use. This failover is ideal when downtime is foreseen,
such as during a planned electricity outage in a business park.
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Unplanned Failover: The understanding here is the same as with a Planned
Failover, but the virtual machines don’t have to be in sync to have the Azure-side VM
booting up. This scenario could be useful in case of a true disaster, where the on-
premises environment is no longer reachable.

The next sections walk you through each failover plan.
You can execute a failover plan from the recovery plan level or from replicated items/virtual machine
level. The following sequence is from the recovery plan level, as we ended there in the previous section.

Executing a Test Failover

Follow these steps to execute a test failover:

1.

After selecting your recovery plan, the Recovery Plan Settings blade will appear,
listing the different failover options on top (Test Failover and Planned Failover
are visible; Unplanned Failover is hidden behind the ... button).

Choose Test Failover, which will open the Test Failover blade. The only
selection to be made here is the Azure Virtual Network. Select the ASR VNet you
configured.

This will immediately trigger a Test Failover job. Click on the notification button
(the bell) to see what happens more in detail.

e Prerequisite checks

e (Creating the test environment

e Creating the test virtual machine/starting the virtual machine
e Completing the testing

e Cleaning up the environment

You can see the outcome of this in Figure 8-40.

Note Notice that there is an interruption between starting up the virtual machine and completing the
testing. This is by design, and actually foreseen to give the administrator the opportunity to do some more
detailed validation and testing of the virtual machine to make sure it is working correctly.
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v— Test failover
? Export job 9- Environment D... +/ Complete Test
Properties
Vault
Protected item awsmachine
Job id b5b2e499- 1479 4655 Bdf8 f8909f5728cd 2016 0717 20:06:33Z-lbz Activityld: 007baedd d729 4c2a-af ‘
Source server ASRCONFIG
Target server ASRCONFIG
Job
NAME STATUS START TIME DURATION
Prerequisites check for test failover © Successful TAT/2016 8:06:36 PM 00:00:02
Create test environment @ Successful T/17/2016 8:06:38 PM 00-00:00
Create test virtual machine @ Successful 7/17/2016 B:06:38 PM 00:13:17 -
Preparing the virtual machine @ Successful /1772016 8:19:56 PM 00:00:00
Start the virtual machine @ Successful TA7/2016 8:19:57 PM 00:01:06
Complete testing dh User Input Requir... 7/17/2016 &21:04 PM

Clean up the test virtual machine

Clean up the test environment

Figure 8-40. Running through a test failover plan

3. Confirm the Complete Testing step. This will trigger the test failover plan to
continue testing and cleaning up the environment and finalizing the test failover,
as shown in Figure 8-41.

Job
NAME STATUS START TIME DURATION
Prerequisites check for enabling protection @ Successful 7/17/2016 7:10:21 PM 00:00:05 i
Installing Mobility Service and preparing target @ Successful 7/17/2016 7:10:26 PM 00:14:27 e
Enable replication @ Successful T/17/2016 7:24:54 PM 00:00:40 -
Starting initial replication © Successful 7/17/2016 7:25:34 PM o
Updating the Provider states @ Successful 7/17/2016 7:25:38 PM .

Figure 8-41. Completing a test failover plan

This completes the test failover. Let's try the same for another machine and go through an unplanned
failover process.
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Executing an Unplanned Failover
In an identical way, you can execute an unplanned failover, which is comprised of the following steps:

1. From the recovery plan level or recovery items/individual source machine level,
click the Unplanned Failover button.

This will open the Unplanned Failover blade (see Figure 8-42). Confirm the
execution by clicking the OK button, as there is nothing more to be configured
here.

v—Unplanned failover

E Exportjob 3 Cancel

Properties
Vault
Protected item awsmachine
Job id b5b2e499-1479-4655-8df8-f8909f572b05-2016-07-17 21:04:10Z-Ibz Activityld: 4e49115e-e5b9-43%-ac ‘
Source server ASRCONFIG
Target server ASRCONFIG
Job
NAME STATUS START TIME DURATION
Prerequisites check for unplanned failover @ Successful T/17/2016 9:04:14 PM 00:00:00
Shut down the virtual machine @ In progress 7/17/2016 2:04:15 PM

Synchronizing the latest changes
Start failover

Start the replica virtual machine

Figure 8-42. Executing an unplanned failover

2. This will trigger the unplanned failover, which can be monitored by clicking the
notification (bell) button, as shown in Figure 8-43. As you can see, this process is
identical to the test failover process.

Note For a (yet) unknown reason, ASR can't force an Amazon AWS machine to shut down properly.
Although this logged as "failed," it is not blocking the failover mechanism itself. This is a good sign in case of a
true disaster recovery failover needs to occur, where the source environment would not be reachable.
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v— Unplanned failover

? Export job o Error details

Properties
Vault
Protected item awsmachine
Job id b5b2e499-1479-4655-8df8-f8909f572b05-2016-07-17 21:04:10Z-Ibz Activityld: 4e49115e-e5b9-43%e-ac .
Source server ASRCONFIG
Target server ASRCONFIG
Job
NAME STATUS START TIME DURATION
Prerequisites check for unplanned failover @ Successful 71772016 9:04:14 PM 00:00:00 v
Shut down the virtual machine D Failed 7/17/2016 9:04:15 PM 00:02:36
Synchronizing the latest changes Skipped aee
Start failover @ Successful T7/17/2016 9:06:51 PM 00:16:13 -
Start the replica virtual machine @ Successful 7/17/2016 9:23:05 PM 00:00:00

Figure 8-43. Executing a planned failover

3. Wait for the failover process to finish (successfully).

4. From the Azure portal, go to Virtual Machines and select the failover VM. Notice
it now has a status of Running. This is your confirmation that the failover process
went fine, and the virtual machine is running in Azure. (Figure 8-44 shows what
it should look like.)

Virtual machines

= add 22 columns ) Refresh

Subscriptions:

Essentials ~

3 Overview

2 subscriptions v
E Activity log V4
NAME

.

ub Access Ipdating Windows

& Tags Woest Europe Basic A1 (1 core, 1.75 GB memory)

Figure 8-44. Virtual machine running in Azure after a planned failover
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5. Asalogical approach, you not only want to verify that the virtual machine is
starting up fine, but you might also want to verify that the services are running
and the applications are starting up fine too. The natural tendency is to connect
to this failed-over virtual machine from a Remote Desktop (RDP) session. This is
not (yet) possible though.

Be confident, however, that this does not mean something is wrong with your
virtual machine. Remember the note from the beginning of this chapter, where
I mentioned we would focus on getting Azure Site Recovery configured and
perform an initial failover, but not all things would work? This is one of the
examples. Again, this is by design.

The good news is, there is not only a logical explanation for this, but I also have a
solution. You will learn all about how to solve this issue and successfully connect
to your server (as well as some other interesting aspects of ASR plans) in the next
chapter.

Summary

In this chapter, I guided you through configuring ASR for non-Hyper-V infrastructures, using Amazon AWS
as a source environment. After going through the full configuration, you performed a test failover and
unplanned failover.

In the next chapter, you learn how to configure advanced failover plans and how to fix the RDP issue so
you can connect to your VMs.
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CHAPTER 9

Azure Site Recovery:
Recovery Plans and Advanced
Configurations

After going through the exercises in Chapters 7 and 8 (nice one if you did both!), you know the basics of
Azure Site Recovery plans. But you just touched the surface.

In this chapter, you will learn how to make your recovery plans more intelligent, how to structure your
failover VMs in groups and why, and how to integrate automation scripts into your failover plan. So for the
first time in this book, you will meet your future best friend—PowerShell.

As part of what I call “advanced configurations,” you will also learn how to set up a site-to-site VPN
connection between an on-premises Hyper-V host and an Azure Virtual Network. Not that it is needed
for ASR replication or failover to work, but you will find out that it helps in building your overall disaster
recovery strategy and solution plan, when part of the applications are still running on-premises, where some
other applications are failed over to Azure.

Another component that will be discussed is how to modify the VM machine specs after failover, allowing
you to run your failed over Azure VM having other machine characteristics (think of CPU, memory, and disk
type) than the on-premises running source machine. This can be of interest when you don’t need the full
machine power during a failover scenario, or when you're migrating to a more powerful machine in Azure.

The next topic I go through is the “mystery” from Chapters 7 and 8, where you could not connect with
an RDP session to your Azure VMs in ASR failover state.

At the end of this chapter, I walk you through a failback scenario, from ASR VMs to the on-premises
Hyper-V host, and discuss how it works for Amazon AWS.

After going through each of these topics, you should have enough knowledge and experience to start
implementing ASR in just about any scenario possible, not only in a test/demo scenario shown in the
exercises in this book, but also in a full production environment.

Enjoy!

Introduction to Recovery Plans

In my personal opinion, recovery plans are the most critical part of the overall Azure Site Recovery failover
process. It is like the center of intelligence, a recipe in a cookbook if you will, in which you define step-by-
step what tasks and activities need to happen during failover. By design, a recovery plan is split into different
groups, allowing you to combine those virtual machines that belong together. (Think of the example of a
two-tier application, running on a web server and a separate database server. If any of these fail over to
Azure, you want to guarantee the other machine follows in the failover process.)
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The default structure of a recovery plan looks like this:

All groups shut down Performs a shutdown of all members of this group
All groups fail over Performs a failover of all members of this group
Group 1: Start Starts the VMs that are members of this group

You can extend this structure by adding up to six groups, as shown in Figure 9-1.

testrecplan

+ l..-rn:..li.l H Save X Discard

o You have unsaved changes.

@ This recovery plan contains 1 machine(s)

STAGE NAME DETAILS

All groups shutdown 1 machine in 1 group.
} All groups failover
* Group 1: Start 1 Machine

HyperVVM3 Machine

Figure 9-1. Recovery plans group structure

Each virtual machine that is protected as part of ASR must be linked to a recovery plan and belong to
any of the "Group x: Start" classifications. A protected virtual machine can belong to multiple recovery plans,
allowing you to establish different failover scenarios for different situations, like a planned or unplanned
failover.

For each group, protected items (VMs) can be added and removed, and you can add pre-actions and
post-actions.

For each pre- or post-action, the activity that can be defined is a manual action or a script.

Customizing Recovery Plans

As a starter, let’s go back to the recovery plan you created as part of the exercise in the previous chapter(s),
add an additional group, and then add a protected item to this group.

1. From within the Azure portal, browse to the ASR resource group you created.
From within the ASR resource group, select the Azure Site Recovery Vault.

Click the Settings button.

> en

From within the Settings blade, scroll down to Manage/Recovery Plans. See
Figure 9-2.
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MANAGE

=i Sjte Recovery Infrastructure >
= Backup Infrastructure >
= Recovery Plans (Site Recovery) >

Figure 9-2. Recovery Plans—settings

5. This will show all your existing recovery plans for this ASR Vault. My demo lab
setup looks like Figure 9-3.

NAME SOURCE TARGET CURRENT JOB SUCCESSFUL TEST FAILOVER SUCCESSFUL PLANNED FAIL...
HyperV2ASRRecoveryPlan MyHyperVSite Microsoft Azure © Test failover failed 7A18/2016 806:20 PM
SomeRecPlan MyHyperVSite Micrasoft Azure

testrecplan MyHyperVSite Microsoft Azure

Figure 9-3. Recovery plans

6. Select the recovery plan you created before (see Figure 9-4 for an example) and
click Customize. This will open the blade with the recovery plan group structure.

£ Planned tailover

Essentials ~

STAGE NAME DETAILS
MyHyper¥Site MyHyperVSite
Al groups shutdown machines in 1 group.
¥ All groups failover
¥ Group 1: Start 2 Machines
Items in recovery plan

¥ Group 1: Post-steps 2 Steps
Source Target

e 1e

Figure 9-4. Customize a recovery plan
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7.  From the top menu, click the +Group button to add a second group, as shown in
Figure 9-5.

8. Before saving the changes, click the ... next to the Group 2 and choose Add
Protected Items, as shown in Figure 9-5.

————
- . i
] Group 2: Start 1 Machine Delete group
] HyperVVM3 Machine Add protected items
Add pre action

Add post action

Figure 9-5. Adding protected items to a recovery plan group

Note If you don't have the option to add protected items, it is because you don't have enough protected
items as part of the ASR configuration. You should know how to add a source machine to the ASR vault in the
meantime.

Adding Manual Actions to a Recovery Plan

Follow these steps to add manual actions to your recovery plan:

1. Select Group 2: Start again, click the ..., and choose Add Pre Action. This opens
up the Insert Action blade.

e Switch the action to Manual
e  Give a descriptive name for the action

e Enter a description of all manual activities that need to happen as part of this
process

Figure 9-6 shows how this can be completed.
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Insert action

Insert

* Name

Go grab a coffee before failover starts v

Action instructions @

1) Go to restrooms first

2) Grab a coffee

3) Inform manager about failover
4) Verify failover

5) Inform manager after failover
6) Grab more coffee

Figure 9-6. Insert manual actions for the recovery plan

2. Mark it to execute the action during a test failover. Click OK to close this blade.

Notice, as shown in Figure 9-7, how Group 2 is extended with pre-steps, showing
the manual actions you defined.

P Group 1: Post-steps 2 Steps cus
Ekiroup 2: Pre-steps 1 Step P
Manual: Go grab a coffee before fai... Manual action ves

P Group 2: Start 1 Machine s

Figure 9-7. The pre-steps are now listed

3. Save the configuration.
4. Save the changes made to the recovery plan. Close this blade.

If you run a failover, you will now notice it will go through and will wait for
manual action (confirmation by IT admin). It will show the comments you
entered in the Group 2: Pre-Steps phase, before failing over the machine that is a
member of Group 2.
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Adding Automated Actions to a Recovery Plan

Where you can see the potential and use case for manual actions, I assume you are more interested in
learning about how to automate certain actions. This is possible by using the "script action," which allows
you to inject any PowerShell script you can think of, having it execute that action. Think of validating
network settings, copying certain files over, verifying all machines are available in Azure before moving over
to the next group, and so on. The sky is the limit here.

The automation part is driven out of OMS automation, which was briefly mentioned in Chapter 1. As
the name says, it is the automation engine across Azure. First of all, you create an Azure automation account,
which will be used to fire off the automation scripts. These scripts are PowerShell-based. All scripts are
stored in the Azure automation repository and can be reused from there.

As you can imagine, the harder part of the configuration is building the script itself. To help you here,
there is an integration with the Automation Gallery, a community-based repository of pre-built scripts that
are at your disposal to reuse as-is or as a baseline for building your own customized scripts.

To learn how easy it is to inject these scripts, go through the following steps:

1. Create an OMS automation account.
2. Selectyour script from the Gallery or build a custom one.

3. Link this script to the ASR recovery plan group pre- or post-action.

Creating an OMS Automation Account
1. From the Azure portal, select New and type automation in the search field.

2. From the result list, select Automation from Publisher Microsoft and click the
Create button in the next blade (see Figure 9-8).

Automation 5

Results

NAME PUBLISHER CATEGORY

E Automation Microsoft Developer Services

Figure 9-8. OMS automation

3. This will open up the Add Automation Account configuration blade. (See
Figure 9-9 for an example of how it is done in my lab setup.)
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Add Automation Acco... —

roup ©

O Create new  ® Use existing
HyperVASR hd

Wast Europe b

The Run As account feature will
B create a Run As account and a
8 Classic Run As account.

Figure 9-9. Add Automation Account blade

4. Provide a unique name for the automation account. I prefer using separate
automation accounts for different purposes, that's why I use HyperVASR... as a
reference. This is not required though. Link it to the ASR resource group and
create the account created as a Run As Account.

The Azure Run As Account allows this service account contributor rights to
your Azure subscription, giving it access rights to execute runbooks on behalf
of that service account. The authentication behind the scenes is relying on the
certificate-based service principle.

Therefore, if you say "No" to the question to create the Azure Run As Account,
the account itself will be created, but it won't have access to Azure resources
within your subscription. This will result in failing runbooks, as they can't see the
resources.

During the creation of the Azure automation account, the following items will
also be created in the background:

e AzureAutomationTutorial Runbook, which is a sample PowerShell runbook

e AzureAutomationTutorialScript Runbook, which is another sample
PowerShell runbook

e AzureRunAsCertificate, a one-year valid SSL certificate used as authentication
validator for the Azure Automation account

5. Go back to your resource group and select the Azure automation account you
just created (see Figure 9-10). This will publish its details.
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:ffj: HyperVASRAutomation

M Delete => Move W Feedback () Refresh

Essentials ~ ,Q ! ;5;« \//:
Resource group
&2 Active
Locati wst modified
West Europe 8/18/2016 10:33 AM
g
=
Add tiles ®
Runbooks - Hybrid Worker Groups =
" 19s
4 Y Jobs 0 CD;J ASSETS
DSC Configurations DSC Mode Configurat... DSC Modes

OE O oa

Figure 9-10. Azure automation account settings

Creating a Runbook

Settings

SUPPORT + TROUBLESHOOTING
s D agnose and solve problems
B Activity log

aa New support request

ACCOUNT SETTINGS
Properties
Keys

& Tags

() Pricing tier and usage

1. Click the Runbooks box; Notice the preconfigured runbooks, as mentioned. See

Figure 9-11.

+ Add a runbook i Browse gallery o Refresh

NAME AUTHORING STATUS
i AzureAutomationTutorial v Published
2 AzureAutomationTutonialScript v Published
i AzureClassicAutomationTutorial v/ Published
» AzureClassicAutomationTutorial...  + Published

Figure 9-11. Azure automation runbooks
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2.  Click the Browse Gallery button.

3. Inthe search field, type Recovery. This will show an extensive list of prebuilt
(PowerShell) scripts specifically related to Azure Site Recovery operations, as can
be seen in Figure 9-12.

Browse Gallery

Y Filter

| recovery Popularity b

Open remote desktop port on a VM in a recovery plan

Created by: Ruturaj Dhekane

This runbook provides you a way to open a remote desktop endpoint on your VM in a Ratings: 5 of 5
(] recovery plan. Create a ASR recovery plan for your application. For the virtual machine for 485 downloads
which you want to open a public Azure endpoint to access the virtual machine over Last updated: 4/28/2015
Tags: [ \
Run a custom script inside a VM from an ASR Recovery Plan
| unbook Created by: Prateek Sharma [MSFT]
e ’ iy x , ’ e D
This runbook provides a way to run a script inside the guest virtual machine using custom Ratings: 5 of 5
r— script extension 395 downloads
This script is to be used with VMs that are not failed over by recovery plan but are Last updated: 5/13/2015
Tags: te R

Figure 9-12. Azure Automation Gallery—recovery scripts

4. Browse through the list of scripts in the gallery to get an idea of what is available.
Find the script called "Open Remote Desktop Port on a VM in a Recovery Plan,"
created by Ruturaj Dhekane. (See Figure 9-13.)

Open remote desktop port on a VM in a recovery plan

|i| Impaort

This runbook provides you a way to open a remote desktop endpoint on your VM in a recovery plan. Create a ASR recovery plan for your application.
For the virtual machine for which you want to open a public Azure endpoint to access the virtual machine over internet.Note that yo
Created by: Ruturaj Dhekane - Microsoft Ratings: 5 of 5
Tags: Disaster Recovery 485 downloads
Last updated: 4/28/2015

workflow Oper

Lt

Figure 9-13. Azure Automation Gallery—import script from gallery

205



CHAPTER 9 " AZURE SITE RECOVERY: RECOVERY PLANS AND ADVANCED CONFIGURATIONS

5. Click the Import button. This opens the Import blade, which looks like Figure 9-14.

* Name ©

| ASROpenRemoteDesktopPort q

Runbook type @

| G |

Description

Figure 9-14. Azure Automation Gallery—import script from gallery

6. Give the script a descriptive name and click OK. Wait for the script to be
imported, which will result in showing the details pane for the script, as you can
see in Figure 9-15.
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ASROpenRemoteDesktopPort

& Edit L} Settings

Essentials ~ A 0
Resource group Status

I [ New

Account Runbook type

HyperVASRAutomation PowerShell Workflow Runbook

Location Last modified

West Europe 8/18/2016 5:32 PM

Subscription name Last modified by

Details Add tiles ®

Schedules Webhooks

Figure 9-15. Azure Automation Gallery—edit script from gallery

7. From the details pane, click the Edit button. This brings up the PowerShell code,
where you would normally make modifications. For now, just accept the script
as it is. Although the script is imported, it is not yet available as a workbook.
Therefore, click the Publish button from the top menu. (Use Figure 9-16 to find
your way around in the portal.)

Edit PowerShell Workflow Runbook

@ Publish vert to publi = Test pane . Feedback

Figure 9-16. Publish the workflow runbook

8.  Confirm the popup question to publish the script with Yes.
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Adding the Automation Script to the Recovery Plan

1. Close the Edit blade and the Gallery blade, which should bring you back to the
overall Runbooks blade. Notice that the script has been added and marked as
published. The result should look like Figure 9-17.

D Runbooks

+ Add a runbook i Bro ery O Refresh
NAME AUTHORING STATUS LAST MODIFIED TAGS
ASROpenRemoteDesktopPort v Published 8/18/2016 5:50 PM
AzureAutomationTutorial v Published 8/18/2016 10:33 AM
2 AzureAutomationTutorialScript +' Published 8/18/2016 10:33 AM
o AzureClassicAutomationTutorial +' Published B/18/2016 10:33 AM
2 AzureClassichutomationTutonal..  + Published 8/18/2016 10:33 AM

Figure 9-17. Workflow runbook is published

2. Now browse back to your recovery plan and customize it. Select a group and
define a pre- or post-action, as shown in Figure 9-18.

HyperVRecoveryPlan

+ Group

o This recovery plan contains 2 machine(s).
STAGE NAME DETAILS
All groups shutdown 2 machines in 1 group.

¥ All groups failover

¥ Group 1: Start 2 Machines
HyperVVM1 Machine Add protected items
HyperVVM2 Machine Add pre action

Add post action

Figure 9-18. Add a pre-action to a recovery plan group
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3. This opens the Insert Action blade again. Enter the following parameters:
e Insert: Script
e Name: Descriptive name for the script

e Automation Account Name: Shows your Azure Automation account you created
earlier

e Runbook Name: Shows the list of published runbooks; select the RDP script you
created earlier

Use Figure 9-19 as a reference for how to complete the parameters.

Insert action

Insert

Manual action

* Name

Open RDP v

Failover to azure script
* Automation account name @

HyperVASRAutomation v

* Runbook name @

ASROpenRemoteDesktopPort
AzureAutomationTutorial

AzureAutomationTutorialScript
AzureClassicAutomationTutorial

AzureClassicAutomationTutorialScript

Figure 9-19. Add a pre-action automated script to a recovery plan group

4. Click OK to confirm the insert action; save the changed recovery plan.

This completes the configuration of a recovery plan for a manual action or an automation script action.
Of course, the true power comes when you are able to integrate your own custom PowerShell scripts,
thereby building true intelligence into your failover plan.

Providing Network Connectivity to ASR Failed Over Virtual
Machines

In this section, I'm taking a step away from ASR as such, because for replicating the machines from source to
target, or even migrating, there is no need for anything else but SSL port 443 by design, as you have learned
and experienced throughout the previous chapters.

So why am I dedicating a lot of this chapter to network connectivity?
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Because in my opinion, ASR is only half of the story when thinking about how and what kind of disaster
recovery solution organizations need. Yes, ASR is the medium that replicates machines from about any
source environment to Azure Virtual Machines as the target. And thanks to recovery plans, you can automate
this process to a serious extent, starting up your virtual machines and running your applications. So far, so
good. But how are your users going to connect to these applications? Well, that's where network connectivity
comes in.

To allow private/internal connectivity from your on-premises network to the Azure Virtual Network
(VNET) and the virtual machines and applications that are running there, you should configure a site-to-site
VPN connection between both. Another solution is ExpressRoute, but I'm not covering this here, as it is set
up and configured by telecom providers in a lot of cases. For more information on ExpressRoute though,
head over to the following web site:

https://azure.microsoft.com/en-us/services/expressroute/

To allow public/external connectivity from the Internet to the Azure Virtual Network (VNET) and
the virtual machines and applications running there, you can rely on the built-in firewall functionality of
Azure, called Network Security Groups (NSG). Similar to a typical firewall, NSG is a collection of inbound
and outbound traffic rules, defining what communication is allowed toward which VNets and virtual
machines in Azure. Besides network security, Azure can also provide load-balancing functionality out of
the Azure Load Balancer, Azure Traffic Manager, or several third-party load balancers that are available
through the Azure marketplace. Or maybe the organization is already using a geo-load balancing solution
themselves on-premises today, allowing them to redirect traffic from one datacenter to the other, even
between geographical dispersed regions. In that case, this solution might be reused pointing toward public
IP endpoints in Azure.

For the core of this section, I focus on Azure site-to-site VPN. You will learn how to build the VPN
connectivity between an on-premises Hyper-V network and an Azure VNet, allowing for full traffic
communication between both networks and all VMs running at each end of the tunnel. I'm using Hyper-V
as an example, since I've been using it for working on the chapters in this book, but nothing holds you back
from using other solutions. If you have a firewall appliance available that supports Azure Site-to-Site VPN,
feel free to challenge yourself and get it working.

Tip  For an overview of validated VPN devices for Azure Site-to-Site VPN, head over to the following web page:

https://azure.microsoft.com/en-us/documentation/articles/vpn-gateway-about-vpn-
devices/#devicetable

Network Topology Drawing

To give you a clear view on what we are trying to achieve, take a look at the basic network schema in
Figure 9-20.
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On-Premises (Hyper-V) -to- Azure

| i
Firewall NSG
samayi | L1
| )]
E@ Web Server VM's
Virtual Machines Dc : Azure
vMm i Virtual
: Subnet
Internal :
Hyper-V :
|
i Database Server VM's DCVM
e : DNS

Figure 9-20. Network schema of the site-to-site topology we are building

Our exercise/demo environment has the following characteristics.
For the on-premises network:

e Internet-facing router/firewall with public IP address 80.64.19.1
e  Local on-premises subnet/HyperV switch 192.168.0.0/24

e  Physical Hyper-V machine, host IP 192.168.0.10

e A couple of virtual machines (192.168.0.50/51/52/53)

e  We will build an additional Windows Server 2012R2 VM as Routing and Remote
Access Server (RRAS), having two virtual NICs, one for internal LAN communication
(192.168.0.216) and the other with direct public IP address (NAT is supported)
(80.64.19.216)

For the Azure network:
e  Virtual Network 10.0.0.0/24

e  Acouple of virtual machines, ASR protected or directly deployed in Azure
(10.0.0.20/21/22)

e We will configure the Azure VPN gateway and local subnet and integrate them with
the on-premises RRAS server VPN endpoint
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Preparing the Azure Network for Azure Site-to-Site VPN
Deploying a site-to-site VPN from the Azure side involves the following steps:
1. Creating/editing a virtual network
Verifying or adding virtual subnets to the virtual network
Configuring a DNS server
Creating the gateway subnet
Creating the virtual network gateway
Creating a local network gateway

Integrating with your VPN device

®© N o o =~ 0 Dbd

Creating the site-to-site VPN tunnel
9.  Verifying the connections in both directions

Although this might feel like a lot of different and complex steps, it shouldn't take more than 20 minutes,
of which 15 minutes is waiting for the VPN gateway to be deployed and the connections to be set up. So I
hope I didn't scare you away yet, but rather got you enthusiastic about making this work.

1. From the Azure portal, browse to your ASR resource group and select the virtual
network that you created.

2. From the settings of the virtual network, browse to Subnets. There should already
be a subnet available, which was created at the same time you created the virtual
network (see Figure 9-21 as an example).

ASRHyperVVNet - Subnets

+ Subnet + Gateway subnet
NAME . ADDRESS RANGE ™~  AVAILABLE ADDR... ~ SECURITY GROUP
Overview 1
ASRHyperVSNet 10.3.0.0/24 251
B Activity log L d

& Accace rantenl AR

Figure 9-21. Virtual network and virtual subnet

3. Click the +Gateway Subnet button to add a gateway subnet, which opens the Add
Subnet blade, as shown in Figure 9-22.

e Notice that the name will be created automatically, having "gateway" as part of
the name. This is for Azure to recognize this is a gateway subnet in background.

e The address range/CIDR block will also be prepopulated; you can change this if
you need to, but that is not required in this example.
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Add subnet

* Name

* Address range (CIDR block) @
10.3.1.0/24
10.3.1.0 - 10.3.1.255 (256 addresses)

Route table
None

Figure 9-22. Add gateway subnet

4. Besides the subnet and gateway subnet, we will also add a DNS server setting to
our virtual network. Close the Virtual Subnet blade and select DNS Servers from
the virtual network settings. The configuration pane looks like Figure 9-23.

5. Here you can choose between Azure DNS and Custom DNS. Since we want to
use our own Active Directory integrated DNS servers, select Custom DNS.

Add the IP addresses for the primary DNS (the Azure VM acting as the ADDS/
DNS server) and secondary DNS server (the on-premises VM acting as the
ADDS/DNS server).

Suw ASRHyperVVNet - DNS servers
Net

H Save x Discard

DNS servers @

Azure DNS JeVEGINERLYS

 Sveniew * Primary DNS server

103.05 \/j

Activity log

Se lary DNS serve
;,.'. Access control (IAM) econaary mabisl

| 192.168.0.50 < |
' Tags

Figure 9-23. Configure a custom DNS
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6. Now we are going to create our virtual network gateway. From the Azure portal,
select New/Networking/Virtual Network Gateway (see Figure 9-24 to get an idea
how this looks like from the Azure portal).

Networking

Resc

MARKETPLACE
2 Al resc %

Application Gateway

Virtual Machines
Web + Mobile

Data + Storage PN

Data + Analytics

ExpressRoute

Virtual machines (c

Virtual machines

Internet of Things Virtual nemoﬂ.«. gatewfa)lr

$G

SQL databases Networking

Figure 9-24. Create a new virtual network gateway

7. This opens the Create Virtual Network Gateway blade. Here you specify the
following parameters:

e Unique name for the virtual network gateway (e.g., ASRHyperVVNetGNW)
e Virtual Network: Select the virtual network you created earlier

e Public IP address: Create a new public IP address

e Gateway Type: VPN

e VPN Type: Policy Based

e Subscription and Location should be prepopulated, as well as the resource
group in which this resource will be created

Use Figure 9-25 as an example to see how I configured the parameters in my lab
setup.
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Create virtual network... —

* Name

ASRHyperVVNetGW v

* Virtual network @

ASRHyperVVNet
* Public IP address @

(new) ASRHyperVVNetGWPIP

Gateway type @
m ExpressRoute

VPN type @

Route-based

* Subscription

Resource group @
S2SVPN
* Location @

West Europe v

Figure 9-25. Create a new virtual network gateway

8. Azure will now create the virtual network gateway in the background. Note this
can take anywhere from 15-45 minutes. Until this step is fully completed, we
cannot establish the VPN connectivity between both environments. (This might
be a good time for a coffee or another drink.)

9. Once the gateway has been created, select it and check the public IP endpoint
address out of its settings. Keep note of this address, as you will need it to
complete the on-premises RRAS configuration (see Figure 9-26).
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ﬁ ASRHyperVVNetGW

‘u’ Settings [ Delete
Essentials ~
lesource grouy steway type
A Overview i VPN
ocation VPN tyr
B Activity log West Europe Policy-based
s Access control (IAM)
subscription Il
& Tags cBbebcd-e23f-4aea-9dd1-548d42f7ed16

Figure 9-26. Virtual network is created and the public IP address is defined

10. Next we have to create a local network gateway. This will represent "the glue"
between Azure and your on-premises network. From the Azure portal, select
New/Networking/Local Network Gateway.

e Provide a name for this resource

e [P address: This should reflect the public IP address of the on-premises RRAS
server connection (the 80.64.19.216 fictional IP address in Figure 9-20)

Figure 9-27 shows what the configuration should look like.

Create local network g... — O

* Name

ASRHyperVLocalNGW W
* IP address @

80 16 v

Address space @

* Subscription
v
* Resource group @
O create new ®use existing
S25VPN w
* Location
West Europe v

Figure 9-27. Creating a local network gateway

11.  The last configuration component we need to set upJas shown in Figure 9-28!is
the VPN connection itself. To do this, browse to your virtual network gateway
(the one with the Azure public IP address, which was created in Steps 8-9).
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NAME TYPE LOCATION
7~ Diagnose and solve problems
‘& ASRHyperVLocalNGW Local network... West Europe
_ SETTINGS

1 ASRHyperVVNetGWPIP Public IP addr... West Europe

~ Connections

4] ASRHyperVVNetGW Virtual networ... West Europe

; & Point-to-site configuration
¢+ ASRHyperVVNet Virtual network West Europe

HY Properties

Figure 9-28. The virtual network is created and public IP address is defined

12. Inthe Settings, select Connections/Add Connections.

13. This opens the Add Connection blade, where you have to make some selections
to get this deployed. Since all required components have been created out of all
previous steps we walked through, this should be pretty straightforward:

e Name: Provide a descriptive name for the VPN connection.
e Connection Type: Change this to site-to-site (IPSec).

e Select the virtual network gateway and local network gateway as you created
them before.

e Shared Key: Provide a shared key here; this can be copied from your on-premises
VPN device if it provides one, or you can generate one by typing any passphrase
you want. In my demo setup, I chose abcde123456).

Use Figure 9-29 as a reference for how it will look.

<) Add connection

* Name

I ASRS25Conn v

Connection type @

! Site-to-site (IPsec) v

* Virtual network gateway @ B
ASRHyperVVNetGW

* Local network gateway @ 5
ASRHyperVLocalNGW

* Shared key (PSK) ©

[ abcdef123456]

Figure 9-29. Adding the VPN connection
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14. This completes the configuration of the site-to-site VPN connection on the Azure
side for now. The next part of the configuration is to be done on the on-premises
VPN RRAS virtual machine.

Preparing the On-Premises Hyper-V Infrastructure for Azure
Site-to-Site VPN
The most important things to get arranged in the on-premises network are:

e  Direct public IP, bound to the second NIC of the RRAS VM

e  Configuring the RRAS VM for Azure site-to-site VPN connectivity

Since I don't have control over your on-premises router/firewall/network topology, I can't write
anything meaningful about how to set up the device. In my environment, I directly linked a public IP address
(behind my firewall/router for security!!) to the second NIC of the RRAS VM. So nothing more to share
on that one, besides I entered the IP address in the TCP/IP IPv4 settings of the NIC as a fixed IP address,
pointing to my router/firewall as gateway.

e NIC1lisaninternal LAN 192.168.0.xx: No gateway IP to be specified here
e NIC 2 is a public Internet 80.x.x.216: Gateway IP 80.x.x.1

You can see these settings from my network connections configuration in the control panel in Figures 9-30
and 9-31.

Netwo!

by

1T | » Control Panel » Network and Intenet » Network Connections »
Organize

L

192.168.0.216

&0

Figure 9-30. NIC configurations of the VPN RRAS virtual machine
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!lnrﬂinf Windows Illursl ! ! I!!I
c» 2813 Micresoft Gurwnti.on A1l rights reserved.

C:\Mindowshsystend2ripconfig ~all
Windows 1P Configuration
Host Hame . . . . . « o o o o & o %
Primy Doz Suffix H
Type . . . . .
11' N«mtrs Enabled
UINS Proxy Enabled
Ethernet adapter 88.241.216.216:

Connection—: -p-n ific DHE Suffix . =

Descript Hicrosoft %‘!5"" Hetwork Adapter B3
Fh !.cul. ﬁddﬂil 3 B8-15-5D-E -84

DHCP Enabled : Ho

Autoconf iguration Enabled . . . . -

IPyd Rddress : 88 5.216{Preferred?

Subnet Mask . . 1 255.255.255.8

Default Gatewa:

HetBIOS over 'I'cnin. e s e s« o« o i Dizabled

Ethernet adapter 192.168.8.216:
-hnmetlnn specific DHE Suffix . =

e script fon : Hiorosolt Wypar-d Metwork Adapter
tcal fAddress B 0—5 >
Enabled
Enah
Link- 1uﬁ 1Pub Addrozs (Preferred)
e ks
Nl‘au%l::&nto
DHCPub Client DUID 5-5D-EC-C3-08

Figure 9-31. NIC configurations of the VPN RRAS virtual machine

So let's now guide you through the RRAS VM setup and configuration, as this will emulate the VPN
endpoint device for the on-premises network.

1. Have a Windows 2012 R2 VM ready with the two virtual NICs configured with
their fixed IP address settings, as mentioned earlier.

2. From within the Server Manager of this virtual machine, add the Remote Access
server server role and accept the defaults to install this role (see Figure 9-32).

DESTINATION SERVER
Select server roles [
Sefore You Begin Select one or more roles to install on the selected server.
R B 9
Server Selection "]  Remote Access provides seamiess
[] Application Server connectivity through DirectAccess,
] DHCP Server VPN, and Web Application Proxy.
Features ] DM Server Directiceess provides an Abways On
O Fax . and Always Managed experience.
Serve RAS provides traditional VPN
b [B] File and Storage Services (1 of 12 installed) services, including site-to-site
[ Hyper-v (branch-office or cloud-based)
connectivity. Web Application Proxy
[] Metwork Policy and Access Services enables the publishing of selected
[] Print and Document Services HTTP- and HTTPS-based
= applications from your corporate
e network to client devices outside of
- the corporate network. Routing
g provides traditional routing
[ Web Application Proxy capabilities, including NAT and other
[ Remote Desktop Serviees xﬁ;ﬁ pod ﬂeolo:ﬁ :":‘g,*
[] Volume Activation Services tenant or multi-tenant mode.
» 8] Web Server (IIS) (16 of 43 installed) v

Install

Figure 9-32. Adding the Remote Access Server role
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3. Once installed, go to the Routing and Remote Access management console.
Select your server and then right-click and select Configure and Enable Routing
and Remote Access, as shown in Figure 9-33.

File Action View Help

o nm XD B

X v e s
% Server Status I—
‘.aw""?‘l ~ at. Y PO

%s Configured on This Server

I Ntﬁ Configure and Enable Routing and Remote Access
= Rer Disable Routing and Remote Access

HPot  Enable DirectAccess..

&anl

using the Routing and Remote Access !
ect an item in the console tree, and the

Figure 9-33. Configure and Enable Routing and Remote Access

4.  Select Network Interface/New Demand-Dial Interface. See Figure 9-34 if it is not
clear where to find this option.

File Action View Help
«s nE ez Bm

H Routing and Remote Access
% s LAN and Demand Didl Interfaces
a K
I T S el.oophlclc

F Remote Ad New Demand-disl Interface... ]
H ports I View 0
4 B 1P i
H Genena| Expert List..
& sutich Help
= DHCP Ry sgene
3 Gmp
b IPvE

Figure 9-34. Define a new demand-dial interface

5. Provide a unique interface name (e.g., Azure S2S). See Figure 9-35. Click Next to
continue.

< Back Net > Cancel

Figure 9-35. Define a new demand-dial interfaceJinterface name
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6. Select Connect Using a Virtual Private Network (VPN), as shown in Figure 9-36.
Click Next to continue.

Connection Type -
Select the type of demand-dial rtedace you wart to creste b‘-__.-'

s ok sy o o
(% Connect using vitual private networking (VPN)

" Connect using PPP over Ethemet (PPPoE)

[ <Book [ Mew> | [ Concd |

Figure 9-36. Define a new demand-dial interface Jconnect using VPN

7. Inthe VPN type step, select IKE v2 as the authentication type (see Figure 9-37).
Click Next to continue.

VPN Type
Select the type of VPN connection you wart to create

" Automatic selection
" Point 1o Point Tunneling Protocol (PPTP)

€ Layer 2 Tunneling Protocel (L2TF)
& [KE

[CcBack | Met> | [ Cancel |

Figure 9-37. Define a new demand-dial interface JIKEv2 as VPN type

8. Inthe next step, displayed in Figure 9-38, enter the public IP address of the Azure
VPN gateway. Click Next to continue.
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Destination Address -
What is the name or address of the remote router?

Enter the name or IP address of the router you are connecting to.

Host name or IP address (such as microsoft.com or 157.54.0.1 or 3e:1234:1111 )

[st_r"' T

[ <ock || Het> | [ Conced |

Figure 9-38. Define a new demand-dial interfaceJAzure gateway destination address

9. Inthe Protocols and Security step, which is shown in Figure 9-39, uncheck the
Route IP Packets option, as we will create our static routes manually later. Also
uncheck the Add a User Account option. Click Next to continue.

Protocols and Security o™
Select transports and securty options for this connection =]

Select all that apply:
™ Route P packets on this intedface.
I [Add 2 user account =0 2 remote router can dal in|
™ Send a plain-test password if that i the only way b

[ <Bock || Net> | [ Cancal |

Figure 9-39. Define a new demand-dial interfaceJprotocols and security

10. Inthe next step, provide a temporary username to continue the configuration.
This can be any name, as it will not be used as authentication for the VPN tunnel.
Click Next to continue. (See Figure 9-40.)
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Demand-Dial Interface Wizard [x]
Dial-Out Credentials .
Supply the user name and password 1o be used when connecting to the remote m_._J
router o

You need to sst the dal out credentials that this interface will use when connecting to
the remote router. Thess credentials must match the dial in credantials configured on
the remole router

Lser name [fzureszs
Domain [
Bassword [
Corfirm password |

Figure 9-40. Define a new demand-dial interfaceJtemporary username credentials

11.  This completes the demand-dial interface configuration wizard. Click Finish to
close it. (See Figure 9-41.)

Demand-Dial Interface Wizard [x]
Completing the Demand-Dial

. Interface Wizard.
‘You have successfully complsted the Demand-Dial
Ftedace Wiard

When you click Finish, this wizard crestes the intedace
and enables & on the router. To edt the intedace. inthe
Routing and Remote Access snap-n, chck Network
interfaces. Select the interface. and then chck
Properies.

[<paok [[Trh ] [ Concad |

Figure 9-41. Define a new demand-dial interface—finished

12. Once the network interface has been created, go to its properties, as shown in
Figure 9-42. In the General tab, verify that the Azure Gateway Public IP address is

completed.
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General | Options | Securty | Networking |

Host name or IP address of destinati ft com or
157.54.0.1 or He:1234:1111):

B3 127

Prvacy statement

Figure 9-42. VPN Interfacegeneral settings and Azure gateway public IP address

13.  Onthe Options tab, no changes are to be made. The configuration in my lab
setup looks like Figure 9-43.

| General | Options | Securty | Networking |

Connection type
(@) Demand-dial
Idie time before hanging up: & minutes v
(O Persstent connection
Dxaling pobcy

e e

Foerage redial intervals: 1 minute bt

Figure 9-43. VPN interfaceJOptions tab

14.  On the Security tab, select Use Preshared Key for Authentication. Here you enter

the preshared key as it was defined in the Azure VPN connection configuration
(see Figure 9-44).
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General | Options | Secuty | N ]

Type of VPN

[mev2 vl
= [ Advanced Setngs
[Requre ¥ server decines) v
Authentication

() Use Extensbis Authentication Protocal (EAP)

() Use machine canficates

Verfy the Name and Usage attrbutes of the server's
certficale

(®) Use preshared key for authentication
Key. |

Figure 9-44. VPN interface/Security tabJusing a preshared key

15.  Onthe Networking tab, accept and leave the default values as they are. Look at
Figure 9-45 for a reference.
i Az Properties | B

[ [ Optors [ Secrty [ Metworng

This connection uses the folowing bems:
D=

Intemet Pretocel Verson 6 (TCP/PvE)

- You can get IP settings assigned sutomaticaly # your network

[l ] [ uonea [Promatenll | oot s capabity. Otberviss. youre 1o sk your netok
admanistator for the appmpnate P settngs.

Descrpton

Tranamasion Cortrol Protocol Trtemes Protocol. The defaut] ) Dtan an 1P addess sutomaticaly

across dverse interconnected networks.

) Use the folowing IP sddress:

(@) Ottain DNS server address sutomaticaly
() Use the following DNS server addresses:

elesed DHS server [

ok ] [Com ]

Figure 9-45. VPN interface/Networking tab

This completes the configuration of the network interface, which provides the

Azure site-to-site VPN connection. It could take several minutes before the
connection becomes active and shows a status of connected.
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16. The last small configuration you must do to wrap up the VPN configuration on
the on-premises network is add a static route toward the Azure virtual subnets. As
shown in Figure 9-46, to do this, browse to IPv4/Static Routes and add a new route.

) Server Status
4 [ VPN-YM
T Network Interfaces
B Remote Access Clients |
B Ports
(23 Remote Access Logging

Intedace
Tosaton:
H Genensl Natwork mask: |255255 2%5. 0
B Static Routes Gateway: Ii
] Metric:
"

EC T e ]

Elm
v B PG

1o iniiale demand-dial.

[ox ] o

Figure 9-46. Static route is being added to the VPN configuration

This will ensure that virtual machines from the on-premises network
(192.168.0.0/24) will find their way to the Azure subnets on the other side of the
VPN tunnel (10.0.0.0/24).

17.  Wait for the VPN connection to become Connected, if it’s not yet in that state. The
result should look like Figure 9-47 before you can continue with the remaining
steps.

ile Action View Help
s 2(E XE &

. H Routing and Remote Access

 dcts e I N N T
’ éi h:laworl: Interfaces EL”“ LD!I:I: Eal C
E g Demand-dial Enabled Connected
3 pons 1—.' -
{23 Remote Access Logging 2ble onnected M!crmﬂ Hyper-V
43P Ty 192.168.0.216 Enabled Connected Microsoft Hyper-V

3 General

T Static Routes

Figure 9-47. Azure site-to-site VPN demand-dial interface Jconnected

18.  Verify the same from the Azure portal. Browse to the VPN connection that you
created earlier, which should also have a status of Connected, as you can see in
Figure 9-48.
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(5¢) VPN - Connections

+ Add

NAME - STATUS - CONNECTION TYPE ~  PEER -

VPNConn Site-to-site (IPsec) Local vain

54 Overview

B Activity lag

Figure 9-48. Azure site-to-site VPN connectionJconnected to on-premises

19. This confirms that the Azure site-to-site VPN tunnel is configured, established,
and connected. Let's do a final check to determine if the virtual machines on
both ends of the tunnel can communicate with each other, by sending a ping
from one VM to the other in both directions (make sure you have the Windows
machine firewall disabled or configured as an exclusion to allow ICMP ping
traffic). To show you that this is indeed working, I added Figures 9-49 and 9-50.
These should be self-explanatory.

B Administrator: Command Prompt

Windows IP Configuration

Ethernet adapter Ethernet:

Connection-specific DNS Suffix

Link-local IPv6 Address . . . . . : feBB::38c2:5e18:010:a8%eX6
IPv4 Address. . . . . . . . . . . ! 192.168.0.200
Subnet Mask . . . . . . . . . . . ! 265.255.255.9
Default Gateway . . . . . . . . . ! 192.168.0.216

Tunnel adapter isatap.{B9D61DCB-4B89E-47B8-B5D3-87ECT7EF49D8}:

Media State . . . . . . . . . . . ! Media disconnected
Connection-specific DNS Suffix

[ :\Windows\system32>ping 190.8.8.4

Pinging 18.08.8.4 with 32 bytes of data:

Reply from 18.8.9.4: bytes=32 time=21ms TTL=126
Reply from 18.08.9.4: bytes=32 time=22ms TTL=126
Reply from 19.8.0.4: bytes=32 time=22ms TTL=126
Feply from 18.8.9.4: bytes=32 time=21ms TTL=126

Ping statistics for 18.0.8.4:

Packets: Sent = 4, Received = 4, Lost = @ (@X loss),
Pipproximate round trip times in milli-seconds:

Minimum = 21ms, Maximum = 22ms, Average = 21ms

C: \Windows\system32>

Figure 9-49. Sending/receiving ping reply messages from on-premises VM behind the RRAS VM toward an
Azure VM behind the VPN site-to-site subnets
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@& Administrator: Command Prorn...\;]il

HAicrosoft Windows [Uersion 6.3.768071
{c» 2813 Microzoft Corporation. All rights reserved.

C:isWindowssystend2ripconfig

Windows IP Configuration

Ethernet adapter Ethernet:

Connection-specific DHS Suff:x -t reddog.nicrosoft.

Link-local IPuvb Address . : feBB::3891:e899: 60']3\ 98712
IPvd Address. . . . . . . . . . ¢ 18.8.8.
Subnet Mazk . . . . . . . . . .. : 255.255.255.8
Default Gateway . . . . . . . . . & 10.08.8.1

Tunnel adapter isatap.reddog.microsoft.com:

Hedia State . . . . . . . . . . . i Hedia disconnected
Connection-specific DHS Suffix . : reddog.microsoft.com

C:\Windows\systen32dping 192.168.0.200

Pinging 192.168.0.208 with 32 bytes of data:

‘{ ?ruw 192.168.0.200: bytes=32 time=24mns TIL=126
I'tgply from 192.168.08.200: bytes=32 time=22ms TTL=126
Reply From 192.168.08.200: bytes=32 time=22ms TTL=126
Reply from 192.168.08.200: hytes=32 time=22ms TTL=126

Ping statistics for 192.168.8.288:

FPacketz: Sent = 4. Received = 4, Lost = B {Bx loss).
Approximate round trip times in milli-seconds:

Hininum = 22ns. Maximum = 24nz. Average = 22ns

C:Mindowssystend2d_

Figure 9-50. Sending/receiving ping reply messages from an Azure VM behind the VPN site-to-site subnets
toward an on-premises VM behind the RRAS VM

This completes the configuration of the Azure site-to-site VPN.

Congrats, you have now successfully established a site-to-site VPN configuration between an on-
premises Hyper-V host and an Azure VPN gateway connection. Bringing it back to the disaster recovery story
at the beginning of this chapter... if an application server(s) fails over to an ASR Azure virtual machine, end
users who are still active at the on-premises network can now easily connect to the ASR protected machine
in Azure. In fact, all communication is allowed by default, including ping, RDP, file share access, and so on.

Remote users connecting to the office or the prime datacenter will also find their way to the ASR
protected application servers running in Azure during a disaster scenario, as long as their VPN connection
subnet in the office gets routed to the Azure gateway.

Modifying Virtual Machine Sizing as Part of ASR

In this section, I talk about an ASR feature that is so simple but powerful. Once a machine is in a protected
state out of ASR, you can modify the detected virtual machine specifications like memory, CPU, and disk.

Let me explain the use case for this in an easy example: You are running a SQL server database
application on-premises. The SQL server has 128GB of memory, 16 cores, and 2TB of disk space. The
machine gets protected to Azure Site Recovery. The agreement is that in case of disaster happening, not all
SQL databases need to become active, and only 30% of the users must be able to connect to the applications.
This could mean the machine specs can be changed to 64GB of memory or less and eight or four cores.

The benefit of using this approach is cost management, as a machine with fewer technical specs is a
cheaper machine T-shirt size in Azure.

To modify these machine specs, go through the following steps:

1. From within the Azure portal, browse to your ASR resource group and ASR Vault,
from which you browse to Protected Items/Replicated Items (see Figure 9-51).
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MAML HEALTH STATUS ACTIVE LOCATION

Figure 9-51. ASR replicated/protected Items

2. Select any of the protected machines and then choose Settings/Compute and
Network. This will show you the current specs of the machine, as shown in
Figure 9-52.

Compute and Network

Compute properties

PROPIRTIES ON-PREMISES MICROSOFT AZURE

Compute and Network 5 Name HyperVVM1 HyperVWi1

®  Disks Size

Metwork properties

Number of network adapters supported by the size of the virtual machine selected is bess than the number of network adapters of the
source virtual machine.
ON-PREMISES NETWORK ON-PREMISES SUBNET TARGET NETWORK TARGET SUBNET TARGET 1P (OPTIONAL)

Realtek PCle GBE Fa_. ¥ HyperVASRsubnet v fetault (10.1.1.0/24) v
Figure 9-52. Protected ItemsJcompute and network settings

3. From here, you can change the hostname of the machine, as well as modify the
size parameters. Notice that initially, an Azure VM T-shirt size will be mapped
with the original source specs of the machine. By making another selection in
the listbox, you can change the technical machine specs for this virtual machine
once it boots up in Azure.

4.  Also notice the ability to modify the target network and target subnet if needed.

This completes the process of modifying the machine sizing parameters of an ASR-protected VM. I told
you it was not difficult to configure, but the result is a pretty interesting and powerful one, both technically
and financially.
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Explaining Why RDP to ASR Virtual Machines Was Not
Working After Failover

In this last section of this chapter, I want to clarify the “mystery” of whylwhen you tried to log on using RDP
to an ASR failed over machinelit was not working.

First of all, it's no mystery at all; sorry if that disappoints you. There is a purely technical explanation for
it, and Microsoft's motivation to use it like that is an interesting one.

The first part of the solution lies in integrating an automation script like you used in the previous
section, enabling RDP for an ASR protected machine. Assuming that RDP was already active on the on-
premises server before it was replicated with ASR, there must be something else missing from the picture.

The main reasons why RDP is not working from the Internet to ASR protected machines is because
there is no public endpoint configured for the virtual machine, as well as no rules defined on the Network
Security Group (NSG) level to allow incoming traffic into the virtual network.

So we must fix two things to make RDP work again. I already discussed the first one, so in this section I
will guide you through the configuration of the public IP endpoint.

Note Configuring the public IP address endpoint is required only if you want to connect to your virtual
machine from an external Internet connection. If your site-to-site VPN configuration allows traffic to the virtual
machine's subnet, RDP communication should be possible toward the internal IP address of the virtual machine
already.

1. Browse to the resource group that was created out of the failover of one of your
ASR protected virtual machines you ran during the exercise of Chapters 6 or 7.
The resource group is named after the machine hostname.

2. Select the virtual machine. As shown in Figure 9-53, notice that the Connect
button for starting an RDP session is not available. This is because the virtual
machine doesn't have a public IP address endpoint configured to it.

Q! Restart M Stop [ Delete

) Computer name
o -
Operating system
B Windows
Size
Standard F2 (2 cores, 4 GB memory)
me Public IP address/DNS name label
& -

Virtual network/subnet

3f-4aea-9dd1-548d42f7e916

Figure 9-53. Can't RDP to a failed over VM
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3. Select the virtual machine's network interface, as shown in Figure 9-54.

HyperVVM2

o Add  EE Columns [ Delete L) Refresh =9 Move

Essentials ~

) Overview Z7 cBbebBcd-e23i-daea-9dd1-548d4217e916
i Activity log West Europe
me Access control (JAM)
& Tags

NAME TYPE LOCATION
SETTINGS Y

ig¥ HyperVVM2 Virtual machine West Europe
o Quickstart =

m HyperVVM23cd43ale-9afe-40df-b353-3C Metwork inter... Woest Europe e
() Resource costs

 Hypervvm2 Public IP addr... Woest Europe

Figure 9-54. ASR failed over virtual machine resource groupdNIC

4. Browse to Settings/IP Configurations. Select the IP configuration that is listed, as
shown in Figure 9-55.

Settings 0 IP configurations

IP forwarding settings

SUPPORT » TROUBLESHOOTING Enabled

B Activity log > Virtual network
s MNew support request >
Subnet
GENERAL
IP configurations
Properties > gurs
i IP configurations >
NAME TYPE PRIVATE IP ADDRESS PUBLIC IP ADDRESS
Bl DNS servers >
ipConfigHyperVVM3084... Primary 10.1.1.6
@ Netwark security group >

Figure 9-55. Virtual machine'’s IP configurations

231



CHAPTER 9 " AZURE SITE RECOVERY: RECOVERY PLANS AND ADVANCED CONFIGURATIONS

5. Notice that the public IP address settings are currently set to Disabled. Change
this to Enabled.

e Select the IP address field.
e (lick Create New in the choose the public IP address blade.

e  Specify a name for this public IP address configuration (I typically use the
hostname and PIP, e.g., HyperVVM3PIP).

e Define the assignment as Dynamic.

(Figure 9-56 shows how to configure this.)

Create public

* IP address > 4 | Create new
Configure required settings

Figure 9-56. Configuring a public IP address endpoint for the VM

6. Save the configuration changes.

7. After the configuration is updated, go back to the virtual machine and verify
that the Connect button is now active. Also notice that the public IP address was
configured. Both items are marked in Figure 9-57.

a Settings | "™ Connect ; e Restart B Stop i Delete

Essentials ~

Resource group Computer name

Status Operating system

Running Windows

Location Size

West Europe Standard F2 (2 cores, 4 GB memory)
Subscription name Public IP address/DNS name label

Subscription 1D Virtual network/subnet

cB8beb8c4-e23f-4aea-9dd1-548d4217¢916

Figure 9-57. Public IP address endpoint is configured and RDP connect is available
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This completes the procedure on how to configure a public IP address endpoint to allow direct RDP
connection to your failed over virtual machine.

Performing a Failback Scenario

In this last section of the chapter, I quickly walk you through performing a failback scenario, which in the
end is the whole point of having a disaster recovery solution!running your systems and applications from
another location temporarily and moving everything back to the original datacenter after everything is up
and running again. (Unless you decide to leave your virtual machines in Azure and run them as production
machines, which would be perfectly fine too!!)

Performing a failback scenario requires the following:

e Initiating a failover from Azure to on-premises
e  Committing the change
e Reverse replicating from Azure to on-premises

After doing these steps, the on-premises virtual machine will be the "master" again and will start
replicating all changes back to the offline ASR protected virtual machine in Azure. After that, you can again
initiate a failover to Azure and start all over again playing with disaster recovery.

Let's run through this failback scenario:

1. From the Azure portal, browse to the ASR Vault/Protected Items and select any
of the failed over virtual machines from the previous chapters, as I have done in
Figure 9-58.

2. Select Planned Failover. (Notice that there is no failback option here.)

Failover direction

From @
o Finished loading data from sendce

NAME HEALTH STATUS ACTIVE LOCATION

S ox Planned failover committed Microsoft Azure

Create Vm On-Premises

Figure 9-58. Planned failover, which basically is a failback
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Notice the direction will be the opposite, so we are now failing over from
Microsoft Azure to the on-premises Hyper-V site.

Click OK to start the failover.

From the Notification area, click the launched job so you can see the progress.

A few steps are being executed here:

Checking the prerequisites for virtual machine failback
Preparing the on-premises virtual machine

Initiating data synchronization

Monitoring data synchronization

Waiting for user input

Starting virtual machine failback

After this has been executed successfully, the virtual machine runs back on-premises. Figure 9-59 gives
you an idea as to how the job steps should look in your environment.

== Planned failover

'? Export job

Properties

Vault
Protected item
Job id

Source server

Target server

XK cancel

SAPSCS
0774e229-eeBc-4bd1-952e-d4a0f24d5285-2016-08-20 15:22:472-1bz Activityld: 1c89277f-a788-470e-9¢ ‘
Microsoft Azure

MyHyperVSite

Job
NAME STATUS START TIME DURATION
Prerequisites check for virtual machine failback @ Successful 8/20/2016 5:22:49 PM 00:00:00
Preparing the on-premises virtual machine @ In progress 8/20/2016 5:22:49 PM

Initiating data synchronization

Monitoring data synchronization

Waiting for user input

Starting virtual machine failback

Figure 9-59. Job progress of a planned failover, which basically is a failback
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6. When you're checking the replication health on the on-premises Hyper-V host,
the state should look like Figure 9-60.

Replication Mode: Replica Primary Server:
| Replication State: Failback in progress Replica Server: m1295
Replication Health: Not Applicable Last synchronized at: Not Applicable

Figure 9-60. Failback in progress to the on-premises Hyper-V host

7. When monitoring the ASR service from the resource monitor on the Hyper-V
host (cbengine.exe), it shows the amount of data being pulled down from Azure
(site recovery), which refers to the "to-be-synchronized" data changes from
Azure to on-premises. Figure 9-61 gives you an idea what this should look like.

(\) Resource Monitor |- = X

File Monitor Help
| overview | cPU | Memory [ Disk | Network

Processes with Network Activity A ) ‘ Views |v| o
[] Image PID Send (B/seq) Receive (B/seq) Total (B/sec) Network
tbengine.exe 1536 2,335 3,602,758 3,605,093 ;
I:! svchost.exe (termsves) 2496 33,482 1,809 35,291
[] ddagent.exe 2168 367 1,401 1,768
[[] Draservice.exe 1400 197 40 236
I:I svchost.exe (NetworkService)] 944 137 89 226
[] ddagent.exe 2176 132 8 140
'lg ddagent.exe 2160 % 19 109 60 Seconds 0

Figure 9-61. Monitoring ASR replication service (cbengine.exe) for receiving data

8. Inmeantime, ASR synchronized the protected virtual machine back to the
on-premises Hyper-V host, and the job is waiting for "user input". Select the
waiting line in the job list and click the Complete Failover button, as shown in
Figure 9-62.
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Planned failover

Job

? Export job ) Complete Failo...

Complete Failover

Are you sure you want to begin the downtime and continue failover to On-Premises?

Figure 9-62. Confirming failover to on-premises

9. Wait for the failover job to complete. The failed back virtual machine should have
arunning status again on-premises.

Note With all my testing, ASR could not force Amazon AWS to start the machine in their cloud after
performing a failback from Azure to Amazon AWS. It generates a warning, but the failover itself should go fine.

Summary

This chapter was dedicated to more advanced configurations of ASR, as well as fixing some common issues
after failover. You learned about Azure OMS automation, how to integrate PowerShell scripts into your ASR
recovery plans, and how to make the failover process more intelligent.

Next to that, you learned how to define a public IP address endpoint to a protected and failed over
virtual machine, in order to allow direct RDP connections to it.

In the last section, you learned how to execute a full failback of a virtual machine from ASR back to the
source environment.

This completes the three chapters dedicated to ASR. The following and last chapter will talk through
some Azure licensing and budget best practices, with a focus on estimating the cost of using OMS, Azure
Backup, and Azure Site Recovery.
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