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Preface

In the past few years, Docker has emerged as one of the most exciting new pieces
of technology. Numerous companies, both enterprise and start-ups, have embraced
the tool.

Several first-party and third-party tools have been developed to extend the core
Docker functionality. This book will guide you through the process of installing,
configuring, and using these tools, as well as help you understand which is the best
tool for the job.

What this book covers

Chapter 1, Introduction to Extending Docker, discusses Docker and some of the
problems that it solves. We will also discuss some of the ways in which the core
Docker engine can be extended to gain additional functionality.

Chapter 2, Introducing First-party Tools, covers the tools provided by Docker to work
alongside the core Docker Engine. These are Docker Toolbox, Docker Compose,
Docker Machine, and Docker Swarm.

Chapter 3, Volume Plugins, introduces Docker plugins. We will start by looking at the
default volume plugin that ships with Docker and look at three third-party plugins.

Chapter 4, Network Plugins, explains how to extend our container's networking across
multiple Docker hosts, both locally and in public clouds.

Chapter 5, Building Your Own Plugin, introduces how to best approach writing your
own Docker storage or network plugin.

Chapter 6, Extending Your Infrastructure, covers how to use several established
DevOps tools to deploy and manage both your Docker hosts and containers.

[ vii ]
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Chapter 7, Looking at Schedulers, discusses how you can deploy Kubernetes, Amazon
ECS, and Rancher, following the previous chapters.

Chapter 8, Security, Challenges, and Conclusions, helps to explain the security
implications of where you deploy your Docker images from, as well as looking

at the various tools that we have covered in the previous chapters and the situations
they are best deployed in.

What you need for this book

You will need either an OS X or Windows laptop or desktop PC that is capable of
running VirtualBox (https://www.virtualbox.org/) and has access to both Amazon
Web Service and DigitalOcean accounts with permissions to launch resources.

Who this book is for

This book is aimed at both developers and system administrators who feel
constrained by their basic Docker installation and want to take their configuration
to the next step by extending the functionality of the core Docker engine to meet the
business' and their own ever-changing needs.

Conventions

In this book, you will find a number of text styles that distinguish between different
kinds of information. Here are some examples of these styles and an explanation of
their meaning.

Code words in text, database table names, folder names, filenames, file extensions,
pathnames, dummy URLSs, user input, and Twitter handles are shown as follows:
"Once installed, you should be able to check whether everything worked as expected
by running the Docker hello-world container."

A block of code is set as follows:

### Dockerfile

FROM php:5.6-apache

MAINTAINER Russ McKendrick <russ@mckendrick.io>
ADD index.php /var/www/html/index.php

[ viii ]
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When we wish to draw your attention to a particular part of a code block, the
relevant lines or items are set in bold:

version: '2'
services:
wordpress:
container name: "my-wordpress-app"
image: wordpress
ports:
- "80:80"
environment :
- "WORDPRESS DB_HOST=mysql.weave.local:3306"
- "WORDPRESS DB PASSWORD=password"
- "constraint:node==chapter04-01"

Any command-line input or output is written as follows:
curl -sSL https://get.docker.com/ | sh

New terms and important words are shown in bold. Words that you see on the
screen, for example, in menus or dialog boxes, appear in the text like this: "To move
to the next step of the installation, click on Continue."

%j%‘\ Warnings or important notes appear in a box like this.
(:;l Tips and tricks appear like this.

Reader feedback

Feedback from our readers is always welcome. Let us know what you think about
this book —what you liked or disliked. Reader feedback is important for us as it helps
us develop titles that you will really get the most out of.

To send us general feedback, simply e-mail feedbackepacktpub. com, and mention
the book's title in the subject of your message.

If there is a topic that you have expertise in and you are interested in either writing
or contributing to a book, see our author guide at www.packtpub.com/authors.

[ix]
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Customer support

Now that you are the proud owner of a Packt book, we have a number of things to
help you to get the most from your purchase.

Downloading the example code

You can download the example code files for this book from your account at
http://www.packtpub.com. If you purchased this book elsewhere, you can visit
http://www.packtpub.com/support and register to have the files e-mailed directly
to you.

You can download the code files by following these steps:

Log in or register to our website using your e-mail address and password.
Hover the mouse pointer on the SUPPORT tab at the top.

Click on Code Downloads & Errata.

Enter the name of the book in the Search box.

Select the book for which you're looking to download the code files.
Choose from the drop-down menu where you purchased this book from.
Click on Code Download.

NSOk

You can also download the code files by clicking on the Code Files button on the
book's webpage at the Packt Publishing website. This page can be accessed by
entering the book's name in the Search box. Please note that you need to be logged in
to your Packt account.

Once the file is downloaded, please make sure that you unzip or extract the folder
using the latest version of:

*  WIinRAR / 7-Zip for Windows

* Zipeg / iZip / UnRarX for Mac

» 7-Zip / PeaZip for Linux
The code bundle for the book is also hosted on GitHub at https://github.
com/PacktPublishing/ExtendingDocker. We also have other code bundles

from our rich catalog of books and videos available at https://github.com/
PacktPublishing/. Check them out!
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Errata

Although we have taken every care to ensure the accuracy of our content, mistakes
do happen. If you find a mistake in one of our books —maybe a mistake in the text or
the code —we would be grateful if you could report this to us. By doing so, you can
save other readers from frustration and help us improve subsequent versions of this
book. If you find any errata, please report them by visiting http://www.packtpub.
com/submit-errata, selecting your book, clicking on the Errata Submission Form
link, and entering the details of your errata. Once your errata are verified, your
submission will be accepted and the errata will be uploaded to our website or added
to any list of existing errata under the Errata section of that title.

To view the previously submitted errata, go to https://www.packtpub.com/books/
content/support and enter the name of the book in the search field. The required
information will appear under the Errata section.

Piracy

Piracy of copyrighted material on the Internet is an ongoing problem across all
media. At Packt, we take the protection of our copyright and licenses very seriously.
If you come across any illegal copies of our works in any form on the Internet, please
provide us with the location address or website name immediately so that we can
pursue a remedy.

Please contact us at copyrighte@packtpub.com with a link to the suspected
pirated material.

We appreciate your help in protecting our authors and our ability to bring you
valuable content.

Questions

If you have a problem with any aspect of this book, you can contact us at
questions@packtpub.com, and we will do our best to address the problem.
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Introduction to
Extending Docker

In this chapter, we will discuss the following topics:

*  Why Docker has been so widely accepted by the entire industry
*  What does a typical container's life cycle look like?
*  What plugins and third-party tools will be covered in the upcoming chapters?

*  What will you need for the remainder of the chapters?

The rise of Docker

Not very often does a technology come along that is adopted so widely across an
entire industry. Since its first public release in March 2013, Docker has not only
gained the support of both end users, like you and I, but also industry leaders such
as Amazon, Microsoft, and Google.

Docker is currently using the following sentence on their website to describe why
you would want to use it:

"Docker provides an integrated technology suite that enables development and IT
operations teams to build, ship, and run distributed applications anywhere."

[11]



Introduction to Extending Docker

There is a meme, based on the disaster girl photo, which sums up why such a
seemingly simple explanation is actually quite important:

Jmemegeneraiprnet

So as simple as Docker's description sounds, it's actually a been utopia for most
developers and IT operations teams for a number of years to have tool that can
ensure that an application can consistently work across the following three main
stages of an application's life cycle:

1. Development
2. Staging and Preproduction

3. Production

To illustrate why this used to be a problem before Docker arrived at the scene, let's
look at how the services were traditionally configured and deployed. People tended
to typically use a mixture of dedicated machines and virtual machines. So let's look
at these in more detail.

While this is possible using configuration management tools, such as Puppet,

or orchestration tools, such as Ansible, to maintain consistency between server
environments, it is difficult to enforce these across both servers and a developer's
workstation.

[2]
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Dedicated machines

Traditionally, these are a single piece of hardware that have been configured to run
your application, while the applications have direct access to the hardware, you are
constrained by the binaries and libraries you can install on a dedicated machine, as
they have to be shared across the entire machine.

To illustrate one potential problem Docker has fixed, let's say you had a single
dedicated server that was running your PHP application. When you initially deployed
the dedicated machine, all three of the applications, which make up your e-commerce
website, worked with PHP 5.6, so there was no problem with compatibility.

Your development team has been slowly working through the three PHP
applications. You have deployed it on your host to make them work with PHP 7, as
this will give them a good boost in performance. However, there is a single bug that
they have not been able to resolve with App2, which means that it will not run under
PHP 7 without crashing when a user adds an item to their shopping cart.

If you have a single host running your three applications, you will not be able to
upgrade from PHP 5.6 to PHP 7 until your development team has resolved the bug
with App2, unless you do one of the following:

* Deploy a new host running PHP 7 and migrate Appl and App3 to it; this
could be both time consuming and expensive

* Deploy a new host running PHP 5.6 and migrate App2 to it; again this could
be both time consuming and expensive

*  Wait until the bug has been fixed; the performance improvements that the
upgrade from PHP 5.6 to PHP 7 bring to the application could increase the
sales and there is no ETA for the fix

If you go for the first two options, you also need to ensure that the new dedicated
machine either matches the developer's PHP 7 environment or that a new dedicated
machine is configured in exactly the same way as your existing environment; after
all, you don't want to introduce further problems by having a poorly configured
machine.

[31]
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Virtual machines

One solution to the scenario detailed earlier would be to slice up your dedicated
machine's resources and make them available to the application by installing a
hypervisor such as the following;:

e KVM: http://www.linux-kvm.org/
* XenSource: http://www.xenproject.org/

e  VMware vSphere: http://www.vmware.com/uk/products/vsphere-
hypervisor/

Once installed, you can then install your binaries and libraries on each of the
different virtual hosts and also install your applications on each one.

Going back to the scenario given in the dedicated machine section, you will be able
to upgrade to PHP 7 on the virtual machines with Appl and App2 installed, while
leaving App2 untouched and functional while the development work on the fix.

Great, so what is the catch? From the developer's view, there is none as they have
their applications running with the PHP versions, which work best for them;
however, from an IT operations point of view:

* More CPU, RAM, and disk space: Each of the virtual machines will require
additional resources as the overhead of running three guest OS, as well as the
three applications have to be taken into account

* More management: IT operations now need to patch, monitor, and maintain
four machines, the dedicated host machine along with three virtual
machines, where as before they only had a single dedicated host.

As earlier, you also need to ensure that the configuration of the three virtual
machines that are hosting your applications match the configuration that the
developers have been using during the development process; again, you do not
want to introduce additional problems due to configuration and process drift
between departments.

[4]
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Dedicated versus virtual machines

The following diagram shows the how a typical dedicated and virtual machine host

would be configured:

a

Host Operating System 8

Bins/Libs

Operating System 8

Hardware & Infrastructure Hardware & Infrastructure

- 5 L]

Dedicated Machines Virtual Machines

- &5 L]

As you can see, the biggest differences between the two are quite clear. You
are making a trade-off between resource utilization and being able to run your
applications using different binaries/libraries.

Containers

Now we have covered the way in which our applications have been traditionally
deployed. Let's look at what Docker adds to the mix.

Back to our scenario of the three applications running on a single host machine.
Installing Docker on the host and then deploying each of the applications as a
container on this host gives you the benefits of the virtual machine, while vastly
reducing the footprint, that is, removing the need for the hypervisor and guest
operating system completely, and replacing them with a SlimLine interface directly
into the host machines kernel.

[51]
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The advantages this gives both the IT operations and development teams are
as follows:

* Low overhead: As mentioned already, the resource and management for the
IT operations team is lower

* Development provide the containers: Rather than relying on the IT
operations team to configure each of the three applications environments to
machine the development environment, they can simply pass their containers
to be put into production

As you can see from the following diagram, the layers between the application and
host operating system have been reduced:

docker _

Operating System 8
Hardware & Infrastructure

- 5 L

Containers

All of this means that the need to use the disaster girl meme at the beginning of
this chapter should be now redundant as the development team are shipping the
application to the operations in a container with all the configuration, binaries,
and libraries intact, which means that if it works in development, it will work

in production.

This may seem too good to be true, and to be honest, there is a "but". For most web
applications or applications that are pre-compiled static binaries, you shouldn't have
a problem.

However, as Docker shares resources with the underlying host machine, such

as the Kernel version, if your application needs to be compiled or have a reliance
on certain libraries that are only compatible with the shared resources, then you
will have to deploy your containers on a like-for-like operating system, and in some
cases, hardware.

[6]
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Docker has tried to address this issue with the acquisition of a company called
Unikernel Systems in January 2016. At the time of writing this book, not a lot is
known about how Docker is planning to integrate this technology into their core
product, if at all. You can find out more about this technology at https://blog.
docker.com/2016/01/unikernel/.

Everyone should be using Docker?

So, is it really that simple, should everyone stop using virtual machines and use
containers instead?

In July 2014, Wes Felter, Alexandre Ferreira, Ram Rajamony, and Juan Rubio
published an IBM research report titled An Updated Performance Comparison of
Virtual Machines and Linux Containers and concluded:

"Both VMs and containers are mature technology that have benefited from a decade
of incremental hardware and software optimizations. In general, Docker equals

or exceeds KVM performance in every case we tested. Our results show that both
KVM and Docker introduce negligible overhead for CPU and memory performance
(except in extreme cases). For I/O intensive workloads, both forms of virtualization
should be used carefully."

It then goes on to say the following:

" Although containers themselves have almost no overhead, Docker is not without
performance gotchas. Docker volumes have noticeably better performance than files
stored in AUFS. Docker's NAT also introduces overhead for workloads with high
packet rates. These features represent a tradeoff between ease of management and
performance and should be considered on a case-by-case basis."

The full 12-page report, which is an interesting comparison to the traditional
technologies we have discussed and containers, can be downloaded from the
following URL:

http://domino.research.ibm.com/library/cyberdig.nsf/papers/0929052195
DD819C85257D2300681E7B/$File/rc25482.pdf

Less than a year after the IBM research report was published, Docker introduced
plugins for its ecosystem. One of the best descriptions I came across was from a
Docker software engineer, Jessica Frazelle, who described the release as having
batteries included, but replaceable, meaning that the core functionality can be easily
replaced with third-party tools that can then be used to address the conclusions of
the IBM research report.

[71
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At the time of writing this book, Docker currently supports volume and network
driver plugins. Additional plugin types to expose more of the Docker core to third
parties will be added in the future.

Life cycle of a container
Before we look at the various plugins and ways to extend Docker, we should look at

what a typical life cycle of a container looks like.

Using the example from the previous section, let's launch the official PHP 5.6
container and then replace it with the official PHP 7.0 one.

Installing Docker

Before we can launch our containers, we need to get Docker up and running; luckily,
this is a simple process.

In the following chapter, we will be getting into bootstrapping our Docker
environments using Docker Machine; however, for now, let's perform a quick
installation of Docker on a cloud server.

The following instructions will work on Ubuntu 14.04 LTS or CentOS 7 instances
hosted on any of the public clouds, such as the following;:

* Digital Ocean: https://www.digitalocean.com/

e Amazon Web Services: https://aws.amazon.com/

* Microsoft Azure: https://azure.microsoft .com/

e VMware vCloud Air: http://vcloud.vmware.com/
You can also try a local virtual machine running locally using the following:

. Vagrant: https://www.vagrantup.com/

* Virtualbox: https://www.virtualbox.org/

e VMware Fusion: http://www.vmware.com/uk/products/fusion/
e  VMware Workstation: http://www.vmware.com/uk/products/

workstation/

I am going to be using a CentOS 7 server hosted in Digital Ocean as it is convenient
to quickly launch a machine and then terminate it.

[8]
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Once you have your server up and running, you can install Docker from the official
Yum or APT repositories by running the following command:

curl -sSL https://get.docker.com/ | sh

If, like me, you are running a CentOS 7 server, you will need to ensure that the
service is running. To do this, type the following command:

systemctl start docker

Once installed, you should be able to check whether everything worked as expected
by running the Docker hello-world container by entering the following command:

docker run hello-world

Once you have Docker installed and confirmed that it runs as expected, you can
download the latest builds of the official PHP 5.6 and PHP 7.0 images by running the
following command:

docker pull php:5.6-apache && docker pull php:7.0-apache

For more information on the official PHP images, refer to the Docker Hub page at
https://hub.docker.com/ /php/.

Now that we have the images downloaded, it's time to deploy our application as we
are keeping it really simple; all we going to be deploying is a phpinfo page, this
will confirm the version of PHP we are running along with details on the rest of the
containers environment:

mkdir appl && cd appl
echo "<?php phpinfo(); ?>" > index.php

Now the index.php file is in place. Let's start the PHP 5.6 container by running the
following command:

docker run --name appl -d -p 80:80 -it -v "$PWD":/var/www/html php:5.6-
apache

[o]
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This will have launch an app1 container. If you enter the IP address of your server
instance or a domain which resolves to, you should see a page that shows that you
are running PHP 5.6:

eane ¢ ol B o) = server mekendrick o w LA E-N

System nux 1,017 x86_64 #1 SMF Tue Nov 3 18:10:07 UTC 2015 x86_64
Build Date Jan T 28 225414
Gonfigure Gommand Joonfigure’ - wih-conik) + nfiy gyt
g ogi - S —with-curr " “with- i’

Sarver API Agache 2.0 Handiar
et S s
B e "

Fil {ncne)
S hits dir for Jini files
‘Additional ind files pareed (nona)
PHP AP1 2013108
PHP Extonsion 23128
Zerd Extansion z0istez0
PHP Extonsion Dulld APROTIVZ26MTS
Dwbug Build L
Throad Sataty dsatiad
Zend Signal Handling disabied
Zona Muttioyte Supporn ssanee
| 1Pve Support enabled
DTrace Suppon dsadied

PHF Streams. Fiips, Ros. h, T8, giod, data, Fiip. fip, phar

Registered Htream Sacket Transports 10, U, UMK, U0, 854, Sa3, B9, BT, tisv1 3, sl 2
Registered Stream Filters b, ooy siring siip_ngs, convorl, pansumed, dechunk

olihe Enging: s 1
o e e e e zend englne]

Now that you have PHP 5.6 up and running, let's upgrade it to PHP 7. Traditionally,
this would mean installing a new set of packages using either third-party YUM or
APT repositories; speaking from experience, this process can be a little hit and miss,
depending on the compatibility with the packages for the previous versions of PHP
that you have installed.

Luckily in our case, we are using Docker, so all we have to do is terminate our
PHP 5.6 container and replace with one running PHP 7. At any time during this
process, you can check the containers that are running using the following command:

docker ps

This will print a list of the running containers to the screen (as seen in the screenshot
at the end of this section). To stop and remove the PHP 5.6 container, run the
following command:

docker rm -f appl
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Once the container has terminated, run the following command to launch a PHP 7

container:

docker run --name appl -d -p 80:80 -it -v "$PWD":/var/www/html php:7.0-

apache

If you return to the phpinfo page in your browser, you will see that it is now

running PHP 7:

ene < Lo . Eo)

server mekandrick o

7 o b5 “J

Ganfigure Command “Jcontigury g —
s’ - isble-og’ - enibio-mrysqind” - wish-cur” A X it
Berver API Apache 2.0 Hardllor
Virtuai Directory Support disabled
Gonfiguration Fiie (php.ini) Path Austiocaleiciohp
] {none)
“_ﬁn
Adaitional ini files parssd inona)
PHP AP 20181012
PHP Extonsian 20181012
Extonsion
Zend E1 2 APR201SINZNTS.
PHP Extansion Bulid s
n
Thraaa Sataty daabien
Zend Signal Handling deabind
Zond Momary Manager enabied
Zond Muttioyte Support gaabied
IPvE Suppart ennbied
DTrace Support disabied
PHF Stisams hips, Rpe. oo, e, giob, data, K, Mp, phar
e Bocket 1P, Uk, L, wdg, sal, B, B0, tiav 0, el 2
siving sirip_tgs, convert.", consumed, dechunk

zendengine|

To terminate the PHP 7 container, run the docker rm command again:

docker rm -f appl

[11]
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A full copy of the preceding terminal session can be found in the following screenshot:

® [ ] root@server:~/appl — ssh server — 181x26

[root@server ~]# docker pull php:5.6-apache && docker pull php:7.8-apache
5.6-apache: Pulling from library/php

Digest: sha256:9al60d@36fBcE@T25a6657Re950db7ad45b1c3dB36T86cePad3319b5fdbe3coR
Status: Image is up to date for php:5.6-apache
7.8-apache: Pulling from library/php

Digest: sha256:c5157937eb784Beeaf2378B368215151755299684b08B61ecTedc2371ala503 3

Status: Image is up to date for php:7.B-apache

[root@server ~]# mkdir appl && cd appl

[root@server appll# echo "<?php phpinfo(); ?=" > index.php

[root@server appll# docker run —-name appl -d -p B@:BB -it --name appl -v "$PWD":/var/www/html php:5.6-apache
ecb397f30fc25e057Fd1a556b59511328048bBd1ce32d242057Fal7cd2573338

[root@server appll# docker ps

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES
ecb397f30fc2 php:5.6-apache “apachez-foreground" 4 seconds ago Up 3 seconds 9.0.8.0:80-=808/tcp appl
[root@server appll# docker rm -f appl

appl

[root@server appll# docker run —-name appl -d —p B@:B8 -it —-name appl -v "$PWD":/var/www/html php:7.8-apache
13albb447fZbbelBfBchc55folebabBbld27elelBeb282f65c8950041cBO3bDOT
[root@server appll# docker ps

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS MNAMES
13alb6447f2b php:7.0-apache "apache2-foreground" 11 seconds ago Up 1@ seconds 9.0.8.0:80->88/tcp appl
[root@server appll# docker rm —f appl

appl

[root@server appll#

This example probably shows the biggest advantage of Docker, being able to quickly
and consistently launch containers on top of code bases that are stored on your local
storage. There are, however, some limits.

What are the limits?

So, in the previous example, we launched two containers, each running different
versions of PHP on top of our (extremely simple) codebase. While it demonstrated
how simple it is to launch containers, it also exposed some potential problems and
single points of failure.

To start with, our codebase is stored on the host machines filesystem, which means
that we can only run the container on our single-host machine. What if it goes down
for any reason?

There are a few ways we could get around this with a vanilla Docker installation.
The first is use the official PHP container as a base to build our own custom image
so that we can ship our code along with PHP. To do this, add Dockerfile to the
appl directory that contains the following content:

### Dockerfile

FROM php:5.6-apache

MAINTAINER Russ McKendrick <russ@mckendrick.io>
ADD index.php /var/www/html/index.php

We can also build our custom image using the following command:

docker build -t appl:php-5.6 .

[12]
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When you run the build command, you will see the following output:

(] [ ] root@server:~fapp1 — ssh server — 111x24

[root@server ~]# cd ~/appl/

[root@server appll# docker build -t appl:php-5.6 .
Sending build context to Docker daemon 3.872 kB
Step 1 : FROM php:5.6-apache

——-= eB3c39465589

Step 2 : MAINTAINER Russ McKendrick =russ@mckendrick.io=
——-= Running in dee77e251dfB

——-= fecbh3B90%9edB

Removing intermediate container dee77e251dfB

Step 3 : ADD index.php /var/www/html/index.php
——-= B576a%438ced

Removing intermediate container 3f64b2f23252
Successfully built B576a0438ce5

[root@server appll# docker images

REPOSITORY TAG IMAGE ID CREATED VIRTUAL SIZE
appl php-5.6 B576a8430ces5 55 seconds ago 480.4 MB

php 7.B-apache 2f16964f48Bba 4 days ago 521 MB

php 5.6-apache eB3c304655E0 4 days ago 480.4 MB
hello-world latest BabbabEe537a 3 months ago 560 B

[root@server appll#

Once you have your image built, you could push it as a private image to the Docker
Hub or your own self-hosted private registry; another option is to export the custom
image as a . tar file and then copy it to each of the instances that need to run your
custom PHP container.

To do this, you will run the Docker save command:
docker save appl:php-5.6 > ~/appl-php-56.tar

This will make a copy of our custom image, as you can see from the following
terminal output, the image should be around a 482M tar file:

& @ root@server:~/app1 — ssh server — 1116

[root@server appll# docker save appl:php-5.6 = ~fappl-php-56.tar
[root@server appl]l# 1s -lhat ~fappl-php-56.tar

-rw-r——r—-— 1 root root 4B2M Jan 12 28:56 /root/appl-php-56.tar
[root@server appll#

Now that we have a copy of the image as a tar file, we can copy it to our other host
machines. Once you have copied the tar file, you will need to run the Docker load
command to import it onto our second host:

docker load < ~/appl-php-56.tar
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Then we can launch a container that has our code baked in by running the
following command:

docker run --name appl -d -p 80:80 -it appl:php-5.6

The following terminal output gives you an idea of what you should see when
importing and running our custom container:

ece roct@server:~ — ssh server — 130x16
[root@server ~]1# docker images

REPOSITORY TAG IMAGE ID CREATED VIRTUAL SIZE
hello-world latest Pabbabbe537a 3 months ago 968 B
[root@server ~]# docker load < ~fappl-php-56.tar

[root@server ~]# docker images

REPOSITORY TAG IMAGE ID CREATED WIRTUAL SIZE
appl php-5.6 f32da3dBc333 17 minutes ago 480.4 MB
hello-world latest Pabbabbe537a 3 months ago 968 B

[root@server ~]# docker run —-name appl -d -p BB:B8 -it appl:php-5.6
dbbb%daled67B34faB3cab290a3f1b@73dd2a011541d1314FbB36bB3454F9F3d

[root@server ~]# docker ps

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS MAMES
dbbb9daled6? appl:php-5.6 "apache2-foreground" 3 seconds ago Up 2 seconds 0.0.0.0:80->80/tcp appl
[root@server ~]#

So far so good? Well, yes and no.

It's great that we can add our codebase to a custom image out of the box, then ship
the image via either of the following ways:

* The official Docker Hub
*  Our own private registry

* Exporting the image as a tar file and copying it across our other hosts

However, what about containers that are processing data that is changing all the
time, such as a database? What are our options for a database?

Consider that we are running the official MySQL container from https://hub.
docker.com/_/mysql/, we could mount the folder where our databases are
stored (that is, /var/1lib/mysql/) from the host machine, but that could cause us
permissions issues with the files once they are mounted within the container.

To get around this, we could create a data volume that contains a copy of our
/var/1lib/mysql/ directory, this means that we are keeping our databases separate
from our container so that we can stop, start, and even replace the MySQL container
without destroying our data.

This approach, however, binds us to running our MySQL container on a single host,
which is a big single point of failure.
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If we have the resources available, we could make sure that the host where we are
hosting our MySQL container has multiple redundancies, such as a number of hard
drives in RAID configuration that allows us to weather more than one drive failure.
We can have multiple power supply units (PSU) being fed by different power feeds,
so if we have any problems with the power from one of our feeds, the host machine
stays online.

We can also have the same with the networking on the host machine, NICs plugged
into different switches being fed by different power feeds and network providers.

While this does leave us with a lot of redundancy, we are still left with a single

host machine, which is now getting quite expensive as all of this redundancy with
multiple drives, networking, and power feeds are additional costs on top of what we
are already paying for our host machine.

So, what's the solution?

This is where extending Docker comes in, while Docker, out of the box, does not
support the moving of volumes between host servers, we can plug in a filesystem
extension that allows us to migrate volumes between hosts or mount a volume from
a shared filesystem, such as NFS.

If we have this in place for our MySQL container, should there be a problem with the
host machine, there will be no problem for us as the data volume can be mounted on
another host.

Once we have the volume mounted, it can carry on where it left off, as we have
our data on a volume that is being replicated to the new host or is accessible via a
filesystem share from some redundant storage, such as a SAN.

The same can also be said for networking. As mentioned in the summary of the IBM
research report, Docker NAT-based networking could be a bottleneck when it comes
to performance, as well as designing your container infrastructure. If it is a problem,
then you can add a networking extension and offload your containers network to a
software-defined network (SDN) rather than have the core of Docker manage the
networking using NAT and bridged interfaces within iptables on the host machine.

Once you introduce this level of functionality to the core of Docker, it can get
difficult to manage your containers. In an ideal world, you shouldn't have to worry
about which host your container is running on or if your container/host machine
stops responding for any reason, then your containers will not automatically pop up

on another host somewhere within your container network and carry on where it
left off.
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In the following chapters of this book, we will be looking at how to achieve some

of the concepts that we have discussed in this chapter, and we will look at tools
written by Docker, designed to run alongside the core Docker engine. While these
tools may not be as functional as some of the tools we will be looking at in the later
chapters, they serve as a good introduction to some of the core concepts that we will
be covering when it comes to creating clusters of Docker hosts and then orchestrating
your containers.

Once we have looked at these tools, we will look at volume and networking plugins.
We will cover a few of the more well-known plugins that add functionality to the
Docker core that allows us to have a more redundant platform.

Once we have been hands-on with pre-written plugins, we will look at the best way
to approach writing your own plugin.

In the final chapters of the book, we will start to look at third-party tools that allow
you to configure, deploy, and manage the whole life cycle of your containers.

Summary

In this chapter, we have looked at Docker and some of the problems it solves.

We have also discussed some of the ways in which the core Docker engine can

be extended and the problems that you can solve with the additional functionality
that you gain by extending Docker.

In the next chapter, we will look at four different tools provided by Docker to make
deploying, managing, and configuring Docker host instances and containers as
simple and seamless as possible.
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Docker provides several tools that extend the functionality outside of the core
Docker engine. In this chapter, you will walk-through installing, configuring,
and running the following tools:

e Docker Toolbox
¢ Docker Machine
e  Docker Swarm

* Docker Compose

These tools, while not as functional as some of the more advanced ones that we
will be working with in the upcoming chapters, will serve as a good introduction
to both adding additional functionality to core Docker engine as well as concepts
for deploying and orchestrating your containers, which we will be doing more of
towards the end of the book.

Docker Toolbox

Before we start to look at how to use the three other tools, we should look at installing
them on our local machine. In the previous chapter, we downloaded a script supplied
by Docker and piped it through bash to quickly configure the official Docker YUM or
APT repository (depending on the operating system you are running) on an already
provisioned server, the command we executed was as follows:

curl -sSL https://get.docker.com/ | sh

This is useful if you already have a Linux-based server up and running on one of
the many cloud services or locally on virtual machine; however, what if you want
to install Docker on a non-Linux operating system such as Mac OSX or Windows?
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\ Always check the source. It is best practice to check the source of the
~ bash script that you are going to be downloading and installing; in our
Q case, you can check this by going to https://get.docker.com/ in
your browser.

Before we look at the tools that Docker provides to do just that, we should answer
the question why?

Why install Docker locally?

So, why would we want to install Docker Toolbox, Compose, Machine, and Swarm
on a non-Linux machine? Well, to start with, you need to remember that Docker,

at its core, is an API to Linux Kernel-based technologies, such as run (https://
github.com/opencontainers/runc) and LXC (https://linuxcontainers.org),
so while you will not be able to launch containers on your Mac OS X or Windows
machine, you will be able to interact with a Docker installation on a Linux machine.

Being able to interact with Docker from your local machine means that you launch
and interact with containers across multiple hosts that can be hosted externally on a
public cloud/hosting service or locally on a virtual machine.

Luckily, Docker has you covered for installing Docker and the three other services
that we are going to be looking at in this chapter on your local machine.

Installing Docker Toolbox

Docker provides a global installer for all of their tools called Docker Toolbox, it
makes installing the following software as painless as possible:

* Docker Client

* Docker Machine

* Docker Compose

* Docker Kitematic

* VM VirtualBox
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To get started, you will need to be running a machine that either has Mac OS X 10.8+
or has Windows 7+ installed. In my case, I am running Mac OS X 10.11 (El Capitan);
there is very little difference between the Mac OS X and Windows installers:

1. First of all, to get started, you will need to download the installer from the
Docker website. You can find links to download an executable for your
chosen operating system at https://www.docker.com/docker-toolbox/.

a0 8 < oo W dockercom ) [:] [l
Dok Tooloo | Dacker i
Docs  Support Training  TechBlog  Hiog Dockar Hub Get Stared
*docker

Why Docker? Products Partners Community Company Careers Open Source

< Back to All Products :
i Docker Toolbox
Docker Hub tihg Started B | et
Docker Trusted Registry
Docker Tutum

Univareal Control Plane

Docker Toolbox

Toolbox Overview
Docker Engine
Docker Kitematic
Dockar Ragistry
Docher Machine

Docker Swarm

Docker Composa
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2.

Once you have downloaded the installer, you can launch it by double-clicking
on it. You will then be presented by a series of screens and install options.

The first screen is a welcome page that confirms the version of the toolbox
you are running. If you downloaded from the page in the preceding
screenshot, then you will always have the latest version:

® 0 ‘e Install Docker Toolbox [a)

Welcome to the Docker Toolbox Installer

© Introduction Docker Toolbox Installer
version 1.9.1i

Overview
Destination Select
Installation Type

Installation

WM Migration
Quick Start

Summary

Continue

To move to the next step of the installation, click on Continue.

The next screen goes into more detail about the packages that will be
installed, as well as the location at which they will be installed. There is
also a box, which, if left ticked, will gather data about the machine you
are installing Docker Toolbox on, anonymize it, and then submit it back
to Docker.
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This information is useful in giving Docker an idea about the types of
machine their software is being installed on, and also it will report back
any errors that you may encounter when running the installer:

® ¢ Install Docker Toolbox (a1

Overview

Introductian The Docker Toolbox installer includes the following:

) (BIEREEL + Docker Client docker binary

Destination Select « Docker Machine docker-machine binary
« Docker Compose docker-compose binary

Installation Type +  Kitematic - Desktop GUI for Docker

Installation « Docker Quickstart Terminal app
VM Migration The binaries are installed in the fusr/local/bin directory.
Quick Start

Help Docker improve Toolbox.

Summary

This collects anonymous data to help us detect installation
praoblems and improve the overall experience. We only use it
to aggregate statistics and will never share it with third
parties

Go Back Continue

I always recommend keeping this box ticked, as it all goes toward Docker
making a better product and improving the experience of future versions of
the installer.

5. To progress to the next step of the installation, click on Continue.
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6. The next screen will give you the option of which disk you would like to
install the various tools on. In most cases, you should stick with the defaults,
unless you are running applications across multiple drives:

[ ] & Install Docker Toolbox a

Select a Destination

Introduction Select the disk where you want to install the Docker Toolbox

software.
Overview
Destination Select - ol
) - -
Installation Type I.‘ i
Installation
VM Migration Macintosh HD
- o 517.88 GB available
uick Start
Quick 3 599,35 GB total
Summary

Installing this software reguires 462.4 MB of space.

You have chosen to install this software on the disk "Macintosh
HD",

Go Back Continue

7. To move on to the next step of the installation, again click on the Continue
button.

8. For majority of the people, a standard installation will be enough; however,
if its not to install one of the tools, you can click the Customize button. The
only two tools you have to install are the Docker Client and Docker Machine.
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As I want to install all of the tools, I have chosen to go with the standard
installation:

[ ] ' Install Docker Toolbox [}
Standard Install on “Macintosh HD"

[GrERlETET This will take 462.4 MB of space on your computer.

Overview Click Install to perform a standard installation of this software
L on the disk “Macintosh HD".
Destination Select
@ Installation Type
Installation
VM Migration

Quick Start

Summary

Change Install Location...

Customize Go Back Install

9. Once you have chosen either a standard or custom installation, you can
perform the installation by clicking the Install button.

10. The installation itself takes a few minutes, during which you will get
feedback on the task the installer is running;:

= Install Docker Toolbox a
Installing Docker Toolbox
Introduction

Overview

Destination Select

Installation Type Writing files...
@ Installation —
VM Migration
Quick Start
Summary
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11.

12.

Once the installation is complete, click on the Continue button.

As running the installer also acts as an upgrader for any components you
have installed, it will run a check to see if any of the files managed by the
services (such as the virtual machine images used by the various tools) need
to be updated.

Depending on the size of any updates and how much data you have, this
process can take several minutes.

This process only applies to updates, so if you have performed a fresh
installation like I have done, this section will be skipped.

Now that the tools have been installed, you will be given the options of
launching either the Docker Quickstart Terminal or Kitematic. For the
purpose of this book, we will be skipping past this screen by clicking
on the Continue button:

® « Install Docker Toolbox ]
Quick Start
. Choose a tool to get started with Docker:

Introduction
Overview
Destination Select
Installation Type
Installation
VM Migration

¢ Quick Start
) Docker Quickstart Kitermatic (Beta)
Summary . ) )

Terminal Visual Management
for Docker

You can find these later in the Docker directory under
Applications.

Continue
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13. If everything has gone as planned, you will see a message confirming that
the installation has been completed and you can click on the Close button to

quit the installer:

Introduction
Overview
Destination Select
Installation Type
Installation

VM Migration
Quick Start

Summary

e Install Docker Toolbox

The installation was completed successfully.

The installation was successful.

The software was installed.

Go Back

Close

Now, you have all of the tools installed on your local machine to continue with the
rest of the chapter and the book.

Before we start to look at the individual tools, we need to configure the Docker agent.
To do this, run the Docker Quickstart Terminal application. If you have multiple
terminal emulators installed, it will pop up a prompt asking you which one you would
like to use; I prefer to use the one that ships with Mac OS X, so I chose Terminal.
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Once you have made your selection, a new terminal window will open and the

application will configure your local installation of Docker for you:

@® [ ] russ — bash --login — 109x54

Creating CA: fUsers/russ/.docker/machine/certs/ca.pem

Creating client certificate: /Users/russ/.docker/machine/certs/cert.pem
Running pre-create checks...

(default) Image cache directory does not exist, creating it at /Users/russ/.docker/machine/cache...
{default) Mo default Boot2Docker IS0 found locally, downloading the latest release...

(default) Latest release for github.com/boot2docker/boot2docker is v1.09.1

(default)

(default) BootZDocker v1.9.1 has a known issue with AUFS.

(default) See here for more details: https://github.com/dockerfdocker/issues/18188

(default) Consider specifying another storage driver (e.g. ‘overlay') using '

{default)

oot2docker/releases/download/vl. 9. 1/boot2docker.iso. ..
(default) @%....10%....20%....30%....40%....50%....60%....70%....B0%....00%....100%
Creating machine...

efault/boot2docker.iso...

{default) Creating VirtualBox WM...

(default) Creating 55H key...

{default) Starting the WVM...

{default) Waiting for an IP...

Waiting for machine to be running, this may take a few minutes...
Machine is running, waiting for SS5H to be available...

Detecting operating system of created instance...

Detecting the provisioner...

Provisioning with bootZdocker...

Copying certs to the local machine directory...

Copying certs to the remote machine...

Setting Docker configuration on the remote daemon...

Checking connection to Docker...

Docker is up and running!

To see how to connect Docker to this machine, rum: Jusr/lecal/bin/docker-machine env default

##
## #E A
#E OBE BE B oBR =
R
e J s e e Ao memene e [ mmE— e
S ] __f
\ \ __f
AN Y !
docker is configured to use the default machine with IP 1922,15B8.22.100

For help getting started, check out the docs at https://docs.docker.com

russ in

5 docker —-version

Docker wersion 1.9.1, build a34ald5s
russ in

I

——engine-storage-driver

instead

(default) Downloading /Users/russ/.docker/machine/cache/boot2docker.iso from https://github.com/boot2docker/b

(default) Copying /Users/russ/.docker/machinefcache/boot2docker.iso to /fUsers/russ/.docker/machinefmachines/d

In my case, I got the preceding terminal output when launching the Docker
Quickstart Terminal application.

[26]




Chapter 2

Docker Machine

So, when you ran the Docker Quickstart Terminal application, it created a bunch of
certificates, SSH keys, and configured your user's environment to run Docker. It also
launched a virtual machine running Docker.

Developing locally

The Docker Quickstart Terminal application did this using Docker machine, you
can check the status of the machine launched by the application by running the
following command:

docker-machine active

This will list the names of any active machines, the default machine launched when
you first install Docker is called default, if you run:

docker-machine status default

It should tell you that the virtual machine is currently running. Finally, you should
be able to SSH into the virtual machine by running the following command:

docker-machine ssh default

You will notice that when you SSH into the virtual machine, it is running the
Boot2Docker distribution.

Boot2Docker is an extremely lightweight Linux distribution based on
. Tiny Core Linux, and its one purpose is to run Docker. Due to this, the
% entire distribution comes in at less than 30 MB, and it boots in around five
L= seconds, which makes it perfect for running local development machines.
For more information on Boot2Docker, refer to http://boot2docker.
io/, and for Tiny Core Linux, refer to http://tinycorelinux.net/.
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You should something similar to the following terminal session when running
these commands:

[ NoN ] russ — bash —-login — 111x37

russ in

5 docker-machine active

default

russ in

5 docker-machine status default

Running

russ in

5 docker-machine ssh default

##

#HoHE #R

R OBE R BR BR

S T T N I T B

| ON S N N YN o

T T P 0 T I Y I |

Y WY R WY A W | VTN [ VA S VA U W VR

Boot2Docker version 1.9.1, build master : cefB@Bb - Fri MNov 28 19:33:59 UTC 2815
Docker wversion 1.9.1, build a34ald5s

docker@gdefault:~% cat fetc/+release

NAME=Boot2Docker

VERSION=1.59.1

ID=boot2docker

ID_LIKE=tcl

VERSION_ID=1.5.1

PRETTY_MAME="Boot2Docker 1.9.1 (TCL 6.4.1); master : cef80@b - Fri Nov 2@ 19:33:53 UTC 2@15"
ANSI_COLOR="1;34"

HOME_URL="http://boot2docker.io"
SUPPORT_URL="https:/fgithub.com/boot2docker/boot2docker"
BUG_REPORT_URL="https://fogithub.com/boot2docker/boot2docker/issues"
docker@default:~% exit

russ in

I

There isn't much need to SSH into the virtual machine, though, as the Docker

client that was installed by toolbox has been configured to connect to the Docker
Engine on the virtual machine, this means that when you run the Docker commands
locally, it passes all the calls through Docker on the virtual machine, try running the
hello-world container:

docker run hello-world
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You should see the following output:

® [ ] russ — bash --login — 111x37
russ in
# docker-machine active
default
russ in
# docker-machine status default
Running
russ in
# docker-machine ssh default
#
B BE
#HORE R OB OBR
FrE
R e
jY o
Y \ —
A, Y /

ol e N )
[T A WA N N R A A N A B P A
TN T T D U O S |
| Y WY Y Fh | VPR [ VA S VA U W VY

Boot2Docker version 1.9.1, build master : cefB@@b - Fri Nov 28 19:33:59 UTC 2815
Docker wversion 1.9.1, build a34ald5

docker@default:~% cat fetc/+release

NAME=BootZDocker

VERSION=1.9.1

ID=boot2docker

ID_LIKE=tcl

VERSION_ID=1.8.1

PRETTY_MAME="Boot2Docker 1.5.1 (TCL 6.4.1); master : cef88@8b - Fri Nov 28 18:33:58 UTC 2@15"
ANSI_COLOR="1;34"

HOME_URL="http://boot2docker.io"
SUPPORT_URL="https://github.com/boot2docker/boot2docker"
BUG_REPORT_URL="https://fgithub.com/boot2docker/boot2docker/issues"
dockerg@default:~% exit

russ in

£ [0

At this stage, you may be thinking to yourself, this all is very good, but it's hardly a
tool to get excited about. Well, you are wrong. Docker Machine has a few more tricks
up its sleeve than being able to launch a Boot2Docker virtual machine locally.

Heading into the cloud

Docker Machine is able to connect to the following services, provision an instance,
and configure your local Docker client to be able to communicate to the cloud-based
instance.

The public cloud providers that currently are supported are as follows:

* Amazon Web Services (AWS): https://aws.amazon.com/

* DigitalOcean: https://www.digitalocean.com/

e Microsoft Azure: https://azure.microsoft.com/

* Google Compute Engine: https://cloud.google.com/compute/

. Rackspace: http://www.rackspace.co.uk/cloud/
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* IBM SoftLayer: http://www.softlayer.com
e Exoscale: https://www.exoscale.ch/

*  VMware vCloud Air: http://vcloud.vmware . com/
The following self-hosted platforms can also be used:

* OpenStack: https://www.openstack.org/
* Microsoft Hyper-V: http://www.microsoft.com/virtualization/

*  VMware vSphere: http: //www.vmware .com/uk/products/vsphere/

The DigitalOcean driver

Let's start creating some instances in the cloud. First, let's launch a machine in
DigitalOcean.

There are two prerequisites for launching an instance with Docker Machine in
DigitalOcean, the first is a DigitalOcean account and the second is an API token.

To sign up for a DigitalOcean account, visit https://www.digitalocean.com/
and click on the Sign Up button. Once you have logged in to your account, you can
generate an API token by clicking on the API link in the top menu.

To grab your token, click on the Generate New Token button and follow the
on-screen instructions:

M You only get one chance to make a record of your token, make
Q sure that you store it somewhere safe, as it will allow anyone
who has it to launch instances into your account.
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Name Scope Created =

Terrafarm & months ago

Dacker Machine 10 months agoe

Once you have the token, you can launch your instance using Docker Machine. To
do this, run the following command; make sure to replace the example API token
with your own:

M Using a backslash: As we have a lot options to pass to the
Q docker-machine command, we are using \ to split the command
over multiple lines so that it's easier to follow what is going on.

docker-machine create \
--driver digitalocean \
--digitalocean-access-token
sdnjkjdfgkjb345kjdgljkngwetkjwhgoih31l4rjkwergoiyu3d4rjkherglkhrg0 \
dotest

[31]
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This will launch a dotest instance into your DigitalOcean account, you will see
something similar to the following terminal output:

e0Ce russ — bash --login — 111x32

russ in
5 docker-machine create %
——driver digitalocean \
--digitalocean—access—-token sdnjkjdfgkjb345kjdaoljkngwetkjwhogoih31l4rjkwergoiyu34rjkherglkhrg@ %
dotest
Running pre-create checks...
Creating machine...
(dotest) Creating S5H key...
(dotest) Creating Digital Ocean droplet...
{dotest) Waiting for IP address to be assigned to the Droplet...
Waiting for machinme to be running, this may take a few minutes..
Machine is running, waiting for S5H to be available...
Detecting operatinmg system of created instance...
Detecting the provisioner...
Provisioning with ubuntu(systemd)...
Installing Docker...
Copying certs to the local machine directory...
Copying certs to the remote machine...
Setting Docker configuration on the remote daemon...
Checking connection to Docker...
Docker is up and running!
To see how to conmect Docker to this machine, run: docker-machine env dotest
russ in
5

If you check your DigitalOcean control panel, you will now see that the instance that
was created by Docker Machine is listed here:

*0e <[> M| | @ & Digital Oces v [+]

Diga'Ocean Cortrol Pane! =

V5 Drupists images  Networking APl Support o

dotest &

Console Access

Thiz will apoen up a congsola VMG connaction to your Droplet and is the aquivalent of plugging a manitor
and keyboard directly 1o your virtual server

Reset Root Password
This will ghut dewn your Droplat and a new root passward will be se1 and amailed to you

Do you wish to procesd?

Resat Root Password
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Now we have two instances launched by Docker Machine, one running locally
running on our machine called default and one hosted in DigitalOcean called
dotest. We can confirm this by running the following command:

docker-machine 1s

This will return all of the machines we have running and confirm their state, IP
address, Docker version, and name. There is also a column that allows you to know
which of the two machines your local environment is configured to communicate with:

[ NoN ] russ — bash —-login — 111x7

russ in

5 docker-machine 1s

NAME ACTIVE URL STATE URL SWARM DOCKER ERRORS
default * virtualbox Running tcp://192.168.599.188:2376 vl.9.1

dotest - digitalocean Running tep://104.236.106.167: 2376 vl.0.1

russ in

¥

In the preceding example, our local Docker client is configured to communicate
with the default instance, which is the run running locally. Let's change it so that it
interacts with the DigitalOcean instance.

To do this, you have change some local environment variables, luckily, Docker
Machine provides an easy way to find out what these are and also change them.

To find out what they all you have to do is simple, run the following command:

docker-machine env dotest

This will tell you exactly what you need to run to change from the default machine
to dotest. The best thing is that the command itself formats the results in such a
way that they can be executed, so we run the command again, but this time in a way
where the output will be executed:

eval $(docker-machine env dotest)
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Now if you get a listing from Docker Machine, you will notice that the dotest
environment is now the active one:

[ NoN ] russ — bash --login — 111x17
russ in

5 docker-machine env dotest

export DOCKER_TLS_VERIFY="1"

export DOCKER_HOST="tcp://104.236.106.167:2376"

export DOCKER_CERT_PATH="/Users/russ/.docker/machine/machines/dotest"
export DOCKER_MACHINE_MNAME="dotest"

# Run this command to configure your shell:

# eval $(docker-machine env dotest)

russ in

# eval ${docker-machine env dotest)

russ in

# docker-machine 1s

NAME ACTIVE  URL STATE URL SWARM  DOCKER  ERRORS
default - virtualbox Running tep://102.168.099,1008: 2376 vl.0.1

dotest * digitalocean Running top://184.236.106.167:2376 vl.9.1

russ in

#

Now that we have our DigitalOcean instance active, you can run the docker
command on your local machine, and they will have been executed on the
DigitalOcean instance. Let's test this by running the hello-world container.

If you run the following command, you should see the image download and then the
output of running the hello-world container:

docker run hello-world

If you then run the following command, you will see that the hello-world image
exited a few seconds ago:

docker ps -a
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This is demonstrated by the following Terminal output:

® [ ] russ — bash --login — 145x50

russ in
5 docker run hello-world

Unable to find image 'hello-world:latest' locally
latest: Pulling from library/hello-world

b981d36b6F2f: Pull complete

Pabbabbe537a: Pull complete

Digest: sha256:Bbe%98ef2aebl6dbcb3271ddfe2610fabE58d13f6dfbBbcT2074cc1cal3b966aT
Status: Downloaded newer image for hello-world:latest

Hello from Docker.
This message shows that your installation appears to be working correctly

russ in

# docker ps -a

CONTAINER ID TMAGE COMMAND CREATED STATUS PORTS NAMES
befclellb3bd hello-world “/hello" 11 seconds ago Exited (@) 19 seconds ago dreamy_nobel
russ in

5 docker-machine ssh dotest

Welcome to Ubuntu 15.10 (GNUfLinux 4.2.8-16-generic x86_64)

# Documentation: https://help.ubuntu.com/

Last login: Sun Jan 17 18:32:14 2016 from 86.141.181.55

root@dotest:~# docker ps -a

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES
befclellb3b0 hello-world “/hello" 39 seconds ago Exited (@) 3B seconds ago dreamy_nobel
root@dotest:~# docker images

REPOSITORY TAG IMAGE ID CREATED VIRTUAL SIZE

hello-world latest Pabbabbe537a 3 months ago 9608 B

root@dotest:~# exit

logout

russ in

s 1

As you can see, [ used ssh to get into the DigitalOcean instance and ran the docker
ps -a and docker images commands to demonstrate that the commands I ran
locally were executed on the DigitalOcean instance; however, the beauty of this

setup is that you shouldn't have to SSH instance often.

One thing you may have noticed is that all we told Docker Machine is that we want
to use DigitalOcean and our API token; at no point did we tell it which region to
launch the instance in, what specification we wanted, or which SSH key to use.

Docker Machine has some following sensible defaults:
® digitalocean-image = ubuntu-15-10-x64
® digitalocean-region = nyc3

® digitalocean-size = 512mb
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As I am based in the UK, let's look at changing the region and the specifications
of the machine. First of all, we should remove the dotest instance by running the
following command:

docker-machine rm dotest

This will terminate the 512mb instance running in NYC3.

It is important to terminate instances that you are not using, as they
M . . .
~ will be costing you for each hour they are active. Remember one of
the key advantages of using Docker Machine is that you can spin up
instances both quickly and with as little interaction as possible.

Now that we have removed the old instance, let's add some additional flags to our
docker-machine command to launch the new instance in the desired region and
specification, we will be calling our new instance douktest. The updated docker-
machine create command now looks similar to the following (remember to replace
the example API token with your own):

docker-machine create \
--driver digitalocean \
--digitalocean-access-token
sdnjkjdfgkjb345kjdgljkngwetkjwhgoih3l4rjkwergoiyu3d4rjkherglkhrgo \
--digitalocean-region lonl \
--digitalocean-size 1gb \
douktest

You should see similar output from the command as before, once the instance has
been deployed, you can make it active by running;:

eval $(docker-machine env douktest)

[36]



Chapter 2

00 @ russ — -bash — 11137

russ in

5 docker-machine 1s

NAME ACTIVE URL STATE URL SWARM DOCKER ERRORS
default = virtualbox Running tcp://192.168.55.108:2376 vl.8.1

russ in

# docker-machine create \
—-driver digitalocean \

—-digitalocean-region lonl %\
—-digitalocean-size 1gb \
douktest
Running pre-create checks...
Creating machine...
(douktest) Creating SSH key...
{douktest) Creating Digital Ocean droplet...
(douktest) Waiting for IP address to be assigned to the Droplet...
Waiting for machine to be running, this may take a few minutes..
Machine is running, waiting for S5H to be available...
Detecting operating system of created instance...
Detecting the provisioner...
Provisioning with ubuntu(systemd)...
Installing Docker...
Copying certs to the local machine directory...
Copying certs to the remote machine...
Setting Docker configuration on the remote daemon...
Checking connection to Docker...
Docker is up and running!
To see how to connect Docker to this machine, run: docker-machine env douktest
russ in
# docker-machine 1s

—-digitalocean-access-token sdnjkjdfokjb345kjdgljkngwetkjwhgoih314rjkwergoivu3d4rikherglkhrgd

MNAME ACTIVE URL STATE URL SWARM DOCKER ERRORS
default = virtualbox Running tcp://192.168.95.100:2376 vl.58.1

douktest - digitalocean Running tcp://46.101.91.64:2376 vl.8.1

russ in

5 eval ${docker-machine env douktest)

russ in

£

When you enter the control panel, you will notice that the instance has launched in

the specified region and at the desired specification:

ene ¢ D | © a

OigeaiCeean Contresl Paral

douktest =3

Console Access

Th

ill open up a console VNG connection to your Droplet and |5 the equivalent of plugging a mor
and keyboard directly to your virtual server

Reset Root Password
This will shut down your Droplet and a new root password will be set and emailed to you.

D you wish to proceed?

Aeset Root Password

Wmages  Matworking  APL  Support m o

[37]



Introducing First-party Tools

For full details on each of the regions and what machine types are available in
each one, you can query the DigitalOcean API by running the following command
(remember to replace the API token):

curl -X GET -H "Content-Type: application/json" -H "Authorization:
Bearer sdnjkjdfgkjb345kjdgljkngwetkjwhgoih3l4rjkwergoiyu34rjkherglkhrgO"
"https://api.digitalocean.com/v2/regions" | python -mjson.tool

This will output information about each region.

One last thing, we still haven't found out about the SSH key. Each time you run
Docker Machine, a new SSH key for the instance you are launching is created and
uploaded to the provider, each key is stored in the . docker folder in your user's
home directory. For example, the key for douktest can be found by running the
following command:

cd ~/.docker/machine/machines/douktest/

Here, you will also find the certificates used to authenticate the Docker agent with
the Docker installation on the instance and also the configuration:

[ NoN douktest — -bash — 111x8

russ in

¢ cd ~/.docker/machine/machines/douktests

russ in

§ s

ca.pem config.json id_rsa.pub server—key.pem
cert.pem id_rsa key.pem SErVEr.pem
russ in

r

This covers DigitalOcean, what about other services? Let's quickly look at Amazon
Web Services so that we can get an idea between the drivers for the different cloud
providers.

The Amazon Web Services driver

If you don't already have an Amazon Web Services account, you should sign up for
one at http://aws.amazon. com/. If you are new to AWS, then you will eligible for
their free tier at http://aws.amazon.com/free/.

I would recommend reading through Amazon's getting started guide if you are
unfamiliar with AWS before working through this section of the chapter, you
can find the guide at http://docs.aws.amazon.com/gettingstarted/latest/
awsgsg-intro/gsg-aws-intro.html.
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The AWS driver is similar to the DigitalOcean driver and it has some sensible
defaults, rather than going into too much detail about how to customize the EC2
instance launched by Docker Machine, I will stick to the defaults. For AWS driver,
the defaults are as follows:

Before we launch our instance, we will also need to know our AWS access and secret

amazonec2-region = us-east-1 (North Virginia)

amazonec2-ami = ami-26d5af4c (Ubuntu 15.10)

amazonec2-instance-type = t2.micro

amazonec2-root-size = 16GB

amazonec2-security-group = docker-machine

keys, and also the VPC ID will be launching our instance. To get these, log in to the
AWS console that can be found at https://console.aws.amazon.com/.

You should already have a copy of your access and secret ID as these are created
when your user was first created in AWS. If you have lost these, then you can
generate a new pair by navigating to Services | IAM | Users, then selecting your
user, and finally going to the Security Credentials tab. There you should see a
button that says Create Access Key.

Amazon describes Amazon Virtual Private Cloud (VPC) as letting
you provision a logically-isolated section of the AWS cloud, where
you can launch resources in a virtual network that you define. You
have complete control over your virtual networking environment,
including selection of your own IP address range, creation of subnets,
and configuration of route tables and network gateways.

Before you find your VPC ID, you should make sure that you are in the correct
region by ensuring that it says N. Virginia at the top right-hand corner of your
AWS console, if it doesn't select it from the drop-down list.
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Once you have ensured you are in the correct region, go to Services | VPC and click
on Your VPCs. You don't need to worry about creating and configuring a VPC as
Amazon provides you with a default VPC in each region. Select the VPC and you
should see the something similar to the following screenshot:

i console.aws amazon.com

VPC Dashboard
Filter by VPC:
None

“Your VPCs

Subnets

Route Tables
Intemnot Gatoways
DHCP Options Seis
Elastic IPs
Endgoints

NAT Gateways

Peering Connections

Natwork ACLs

Sacurity Groups

@ Feedback

@ English

0]
XD oo -
1
Q X
Name - VPCID - State
L vpe35c81750 avallable

vpe-35cR1T50 [172.30.0.0/18)

Summary Flew Legs Tags
VPCID: vpc-35c1750

State:

VPC CIDR:

DHCP options set:

Foute table:
ClassicLink:

= VPCCIDR

172.30.0.0/16

DHCP options sot Routo table

dopt-blbfalds rb-bbET48de

Network ACL:  acl-cobobeab
Tenancy: Default
DNS resciution: yos
DNS hostnames: no
ClassicLink DNS Suppoart: no

= Metwork ACL

achcebebeab Defau

N _ R

Privacy Policy  Terms of Uiso

Make a note of the VPC ID, you should now have enough information to launch
your instance using Docker Machine. To do this, run the following command:

docker-machine create \

--driver amazonec2 \

--amazonec2-access-key JHFDIGJKBDS8639FJHDS \

- -amazonec2-secret-key sfvjbkdsvBKHDJBDFjbfsdvlkb+JLN873JKFLSJH \

--amazonec2-vpc-id vpc-35¢91750 \

awstest
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If all goes well, you should see something similar to the following output:

russ — -bash — 111=24

russ in
5 docker-machine create \
—-driver amazonec2 %
——amazonec2-access—-key JHFDIGIKBDSEBE39FIHDS

——amazonec2-vpc-id vpc—-35c917508 %
awstest
Running pre-create checks...
Creating machine...
(awstest) Launching instance...
Waiting for machine to be running,
Machine is running, waiting for 55H to be available...
Detecting operating system of created instance...
Detecting the provisioner...
Provisioning with ubuntu({systemd)...
Installing Docker...
Copying certs to the local machine directory...
Copying certs to the remote machine...
Setting Docker configuration on the remote daemon...
Checking connection to Docker...
Docker is up and running!
To see how to connect Docker to this machine,
russ in
r

run:

——amazonec2-secret-key sfvjbkdsvBKHDIBDFjbfsdvlkb+JLNB73IKFLSIH %

this may take a few minutes...

docker-machine env awstest

You should also be able to see an EC2 instance launched in the AWS Console by

navigating to Services | EC2 | Instances:

o CONEOH SWE AMATON S0 = (]

EC2 Dashibspard

Reserved Instances
Scheduled Instances
Commands

Instance: | 1-408tdctd (awstest)  Public IP: 54.80.240.223

Description Status Chacks Manitoring Tags
Dedicated Hosts
Instance 1D -40B1dctd

s Instance state  nunning

e Instance type  2mico

Buncke Teaks! Private DN ip-172-30-0-233 ac3 intarnal
- Private IPs  172.30.0.232

Volimes Secondary private IPs

Snapshats YPCID vpe-35c01750
= NETWORK & Bubnet 1D subnot-B1ftaf2T

Security Groups Matwork interfaces  #th0

Elastic IPs. Source/dest. check  True

Piacament Groups Classiobink

EBS-optimized  Falao

Ky Pairs

Natwork Interfaces st e -

- ANCIN Root device  /dow/sdal

Load Balancers Block dovices  (daviadat

Launch Configurations
Auto Scaling Groups

Foodba: @ English

Events

Tags Q

Repors

Limits B MNamo Instance 10 = Instance Type -
= INGTANCE B swsten 081ge3 2.micro
Instances

Spot Aequests

@ o % 0
7] 1to1of1
Availability Zone -  Instance State -~  Status Chocks -  Alarm Status Public DNS
us-past-1a @ running & 22checks... None k)
_}_}=!
Public DNS -
Public IP  54.88.248.273
Elastic P
Availability zone
Securlty groups
Schoduled events
AMIID
Platform
LAM rols
Key pair name  awalns?
Owner 687011238589
Lounch time  January 23, 2016 at 10:53:08 AM UTC
{eoss than one hour}
Tormination protection  Faise
Lidecycle normal
Monitoring  basic
Alarm status  None
Hernel 10
RAM disk ID

Placamant group

Virtualization  hvm
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You may have noticed that Docker Machine created the security group and also
assigned an SSH key to the instance without any need for us to get involved,
keeping within the principle that you don't need to be an expert in configuring the
environments that you are launching your Docker instance into.

Before we terminate the instance, let's switch our local Docker client over to use the
AWS instance and launch the Hello World container:

00 russ — -bash — 150x51

russ in

# docker-machine 1s

NAME ACTIVE URL STATE URL SWARM DOCKER ERRORS
awstest - amazonec2 Running tep://54.88.249.223:2376 v1l.8.1

default - virtualbox Stopped Unknown

russ in

5 eval $ldocker-machine env awstest)

russ in

# docker run hello-world
Unable to find image 'hello-world:latest' locally
latest: Pulling from library/hello-world

b981d36bET2T: Pull complete

Babbabbe537a: Pull complete

Digest: sha256:B8be99@ef2aebl6dbcb9271ddfe2610fab658d13f6dfbBbc72074cclca36966a7
Status: Downloaded newer image for hello-world:latest

Hello from Docker.

This message shows that your installation appears to be working correctly.

To generate this message, Docker took the following steps:

1. The Deocker client contacted the Docker daemon.

2. The Docker daemon pulled the "hello-world" image from the Docker Hub.

3. The Docker daemon created a new container from that image which runs the
executable that produces the output you are currently reading.

4., The Docker daemon streamed that output to the Docker client, which sent it
to your terminal.

To try something more ambitious, you can run an Ubuntu container with:
$ docker run -it ubuntu bash

Share images, automate workflows, and more with a free Docker Hub account:
https://hub. docker. com

For more examples and ideas, visit:
https://docs. docker. com/userguide/

russ in
# docker ps -a

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES

758dd 764507 hello-world “/hello” 16 seconds ago Exited (®) 15 seconds age condescending_jepsen
russ in

0

As you can see, once you have launched an instance using Docker Machine and
switched your local Docker client to it, there is no difference in usage between
running Docker locally and on a cloud provider.

Before we start to rack up the cost, we should terminate our test AWS instance by
running the following command:

docker-machine rm awstest
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Then confirm that the instance has been terminated correctly in the AWS console:

*0e® ' B0 i conscle.aws.amazen.com v e +
Russ Mckendrick +  N_ Virginla v Support ~
ol
Actions v
Events 4 @ o % 0
Tags Q (2] Ttotofl
Reports
Uirits 8 Ham Instance ID + Instance Type - Avallability Zone - Instance State - Status Checks -  Alarm Status Public DNS
B awstest 40Efdef 12 mitrt us-pant-1a & torminatod Nana k"1
Instances
Spot Requests
st
Miairvoc] Inalencus Instance: | I-4081dct3 (awstest)  Public DNS: - _N-R=]
Scheduled Instances
Commands Description  Status Checks  Monitoring  Tags
Dedicated Hosts
Instance D -408fdef3 Public DNS -
Instance stats tarminated Public 1P
Adle Instance type  12.Mmic00 Elastic P -
Bundle Tasks Private DNS - Availability zone  us-sast-1a
Private IPs Security groups

If you don't do this, the EC2 instance will quite happily sit there costing you $0.013
per hour until it is terminated.

[

Note that this is not Amazon's Elastic Container Service (ECS). We
will be covering Amazon ECS in Chapter 7, Looking at Schedulers.

Other considerations

As you can see from examples we have worked through, Docker Machine is a
powerful part of Docker Toolbox as it allows users of all skill levels to be able to
launch an instance either locally or in a cloud provider without having to roll their
sleeves up and get stuck in configuring server instances or their local Docker client.

The examples we have used in this chapter have been launching either Boot2Docker
or Ubuntu. Docker machine also supports the following;:

Debian (8.0+): https://www.debian.org/

Red Hat Enterprise Linux (7.0+): https://www.redhat .com/
CentOS (7+): https://www.centos.org/

Fedora (21+): https://getfedora.org/

RancherOS (0.3): http://rancher.com/rancher-os/
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The other thing to mention about Docker Machine is that, by default,

it operates and opts in for crash reporting, considering the amount of different
configuration/environment combinations Docker Machine can be used with, it
is important that Docker get notified of any problems to help them make a better
product. If, for any reason, you want to opt-out, then running the following
command will disable crash reporting:

mkdir -p ~/.docker/machine && touch ~/.docker/machine/no-error-report

For more information on Docker Machine, you can refer to the official
documentation:

* Docker Machine: https://docs.docker.com/machine/

e Docker Machine Drivers: https://docs.docker.com/machine/drivers/

* Docker Machine Command Reference: https://docs.docker.com/
machine/reference/

Docker Swarm

Now that we have discussed how to launch individual Docker instances using
Docker Machine, let's get a little more adventurous and create a cluster of instances.
To do this, Docker ships a tool called Swarm. When deployed, it acts as a scheduler
between your Docker client and host Docker instances, deciding where to launch
containers based on scheduling rules.

Creating a local cluster

To start off, we are going to be using Docker Machine to create a cluster locally
using VirtualBox (https://www.virtualbox.org), which is bundled with Docker
Toolbox. To start, we are going to launch a VM to generate a discovery token. To do
this, run the following commands:

docker-machine create -d virtualbox discover
Then configure your Docker client to use the newly created local instance:
eval "$(docker-machine env discover)"

You can check that your Docker client is configured to use the discover instance
by running docker-machine 1s and making sure that discover has a star in the
active column.

Finally, you can install the discovery service by running the following command:

docker run swarm create
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This will download and run the discovery service and generate the token. At the end
of the process, you will be given a token; it is important that you keep a note of this
for the next steps. If everything went as planned, you should see something similar
to the following output:

00 russ — -bash — 137x45

russ in
# docker-machine create -d virtualbox discaover

Running pre-create checks...

Creating machine...

(discover) Copying /Users/russ/.docker/machine/cachesboot2docker.iso to sUsers/russ/.docker/machine/machines/discover/boot2docker.iso...
(discover) Creating VirtualBox WM...

(discover) Creating SSH key...

(discover) Starting the WM...

(discover) Waiting for an IP...

Waiting for machine to be running, this may take a few minutes...

Machine is running, waiting for SSH to be available...

Detecting operating system of created instance...

Detecting the provisioner...

Provisioning with boot2docker...

Copying certs to the local machine directory...

Copying certs to the remote machine...

Setting Docker configuration on the remote daemon...

Checking connection to Docker...

Docker is up and running!

To see how to connect Docker to this machine, run: docker-machine env discover

russ in

s eval "${docker-machine env discover)"

russ in

# docker-machine 1s

NAME ACTIVE URL STATE URL SWARM DOCKER ERRORS
default - virtualbox Stopped Unknown

discover * virtualbox Running tcp://192.168.99.100: 2376 v1.9.1

russ in

# docker run swarm create
Unable to find image ‘'swarm:latest' locally
latest: Pulling from library/swarm

dbB1cH@0cbe3: Pull complete

188de6f24f3f: Pull complete

9@0b2ffbBd338: Pull complete

237afd4efeadd: Pull complete

3b3fc6f62187: Pull complete

Te6c9135b308: Pull complete

9B6340ab62f0: Pull complete

a9975e2cc@a3: Pull complete

Digest: sha256:c21fd414b@48BE37b17@5713a50b@32a3f9da5dB18d31daladcabBaBschcTBLD
Status: Downloaded newer image for swarm:latest
4@c3bf4866eedSadldadebb33fedcefe

russ in

s 1

In the preceding example, the token is 40c3bf4866eed5adl4ade6633fcscefc. Now
that we have our token, we need to launch an instance that will act as the scheduler,
this is know as a Swarm manager.

To do this, enter the following command, making sure that you replace the token
with the one you generated:

docker-machine create \
-d virtualbox \
--swarm \
--swarm-master \
--swarm-discovery token://40c3bf4866eed5adl4ade6633fcdcefc \

swarm-master
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Now that we have the Swarm manager VM up and running, we can start launching
VMs that act as nodes within the cluster. Again, using the discovery token, run the
following commands to launch two nodes:
docker-machine create \

-d virtualbox \

--swarm \

--swarm-discovery token://40c3bf4866eed5adl4ade6633fcdcefc \

swarm-node-01

Then launch the second node using the following command:

docker-machine create \
-d virtualbox \
--swarm \
--swarm-discovery token://40c3bf4866eed5adl4ade6633fcdcefc \

swarm-node-02

We can check our VMs by running the docker-machine 1scommand and then
switch our Docker client to use the cluster by running the following command:

eval $(docker-machine env --swarm swarm-master)

Now that your Docker client is communicating with the cluster, you can run docker
info to find information about all the nodes and the cluster itself, you will see
something similar to the following screenshot:
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# docker info

Containers: 4

Images: 3

Role: primary

Strategy: spread

health, port, dependency, affinity, constraint

3

swarm-master: 162.168.99.101:2376
L Status: Healthy
L Containers: 2
L Reserved CPUs: B / 1
L Reserved Memory: @ B / 1.821 GiB
L Labels: executiondriver=native-8.2, kernelversio
19:33:58 UTC 20815, provider=virtualbox, storagedrive
swarm-node-@1: 192.168.99.102:2376
L status: Healthy
L containers: 1
L Reserved CPUs: @ / 1
L Reserved Memory: @ B / 1.821 GiB
L Labels: executiondriver=native-8.2, kernelversio
10:33:50 UTC 2815, provider=virtualbox, storagedrive
swarm-node-82: 192.168.99.103:2376
L Status: Healthy
L Containers: 1
L Reserved CPUs: B / 1
L Reserved Memory: @ B / 1.821 GiB
L Labels: executiondriver=native-8.2, kernelversio
19:33:50 UTC 2815, provider=virtualbox, storagedriver=aufs
CPUs: 3
Total Memory: 3.864 GiB
Mame: swarm-master
russ in
5

ufs

aufs

00 russ — -bash — 151=44

russ in

# docker-machine 1s

NAME ACTIVE URL STATE URL SWARM DOCKER ERRORS
default - virtualbox Stopped Unknown
discover * virtualbox Running tecp://192.168.59.100:2376 v1.9.1
swarm-master - virtualbox Running tcp://192.168.99. swarm-master (master) v1.9.1
swarm-node-01 - virtualbox Running tcp://192.168.99. swarm-master v1.9.1
swarm-node-02 - virtualbox Running tep://192.168.89. swarm-master v1.9.1
russ in

# eval s{docker-machine env --swarm swarm-master)

russ in

.1.13-boot2docker, operatingsystem=BootZDocker 1.9.1 (TCL 6.4.1); master : cefB@@b - Fri Nov 2@

.1.13-boot2docker, operatingsystem=Boot2Docker 1.9.1 (TCL 6.4.1); master : cefB@@b - Fri Mov 28

.1.13-boot2docker, operatingsystem=BootZDocker 1.9.1 (TCL 6.4.1); master : cefB@@b - Fri Mov 2@

So, now we have a three CPU, 3-GB cluster running over three nodes. To test it,
let's run the Hello World container and then run docker ps -a so that we can

see which node the container launched on:

e0ce russ — -bash — 166x33

russ in
# docker run hello-world

Hello from Docker.
This message shows that your installation appears to be working correctly

To generate this message, Docker took the following steps:

1. The Docker client contacted the Docker daemon.

2. The Docker daemon pulled the "hello-world" image from the Docker Hub.

3. The Docker daemon created a new container from that image which runs the
executable that produces the output you are currently reading.

4. The Docker daemon streamed that output to the Docker client, which sent it

to your terminal.

To try something more ambitious, you €an run an Ubuntu container with:
$ docker run -it ubuntu bash

Share images, automate workflows, and more with a free Docker Hub account
https://hub.docker. com

For more examples and ideas, visit
https://docs.docker. confuserguides

russ in
s docker ps -a

CONTAINER ID IMAGE COMMAND CREATED STATUS

e11742210379 hello-world “/hello" 6 seconds ago Exited (0) 5 seconds ago
7548a1d9308b swarm: Latest “/swarm join --advert" 9 minutes ago Up 9 minutes
72482289121b swarm: Latest “/swarm join --advert" 11 minutes ago Up 11 minutes
d8c32a001654 swarm: Latest “"/swarm join —-advert” 16 minutes ago Up 16 minutes
727497680467 swarm: Latest “/swarm manage —tlsv" 16 minutes ago Up 16 minutes

russ in

;

PORTS

NAMES
swarn-node-01/kickass_ncearthy
swarm-node-02/swarm-agent
swarm-node-01/swarm-agent
swarm-master/swarm-agent
swarm-master/swarm-agent-master
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As you can see from the terminal output, the container was launched on
swarm-node-01, running the container again should launch it on our second node:

ece russ — -bash —166x11

russ in

s docker ps -a

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES

38f147ef1894 hello-world “/hello" 2 seconds ago Exited (0) 1 seconds ago swarm-node-02/suspicious_kalam
efl74e210379 hello-world “/hello” 3 minutes ago Exited (@) 3 minutes ago swarm-node-01/kickass_mccarthy
7548a1d9308b swarm: Latest “/swarm join —-advert" 13 minutes ago Up 13 minutes swarm-node-02/swarn-agent
72482289121b swarm: Latest “/swarm join --advert" 15 minutes ago Up 15 minutes swarn-node-81/swarm-agent
dBc32a00f654 swarm: latest "/swarm join —-advert" 19 minutes ago Up 19 minutes swarm-master/swarm-agent
727497688467 swarn: latest “/swarm manage —tlsv" 20 minutes ago Up 28 minutes swarm-master/swarm-agent-master

russ in
5

So there you have it, a really basic Docker Swarm cluster that you can launch
your containers into using your local Docker client, all launched a managed
using Docker Machine.

Before we move onto the next section, we should remove the local cluster. To do this,
just run the following command:

docker-machine rm discover swarm-master swarm-node-01 swarm-node-02

Click on yes when prompted. You can then check whether the VMs have been
terminated by running the docker-machine 1scommand.

Creating a Remote Cluster

Before we move onto looking at the next tool, let's launch a cluster in the cloud. [ am
going to be using DigitalOcean for this.

First of all, let's create a new discovery token. As all we need to do is generate a
discovery token, there is no need to launch an instance in DigitalOcean just for this
task, so we will simply bring up a machine locally, make a note of the discovery
token and then remove it:

docker-machine create -d virtualbox token

eval "$ (docker-machine env token)"

docker run swarm create

docker-machine rm token
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Now that we have our discovery token, let's launch our Swarm cluster in
DigitalOcean, first of all we will look into Swarm manager:
docker-machine create \

--driver digitalocean \

--digitalocean-access-token
sdnjkjdfgkjb345kjdgljkngwetkjwhgoih31l4rjkwergoiyu34rjkherglkhrg0 \

--digitalocean-region lonl \

--swarm \

--swarm-master \

--swarm-discovery token://453sdfjbnfvlknmn3435mwedvmndvnwe \

swarm-master

Then the we will use the two nodes:

docker-machine create \
--driver digitalocean \

--digitalocean-access-token
sdnjkjdfgkjb345kjdgljkngwetkjwhgoih31l4rjkwergoiyu3d4rjkherglkhrg0 \

--digitalocean-region lonl \

--digitalocean-size 1gb \

--swarm \

--swarm-discovery token://453sdfjbnfvlknmn3435mwedvmndvnwe \

swarm-node-01

docker-machine create \
--driver digitalocean \

--digitalocean-access-token
sdnjkjdfgkjb345kjdgljkngwetkjwhgoih3l4rjkwergoiyu3d4rjkherglkhrg0 \

--digitalocean-region lonl \

--digitalocean-size 1gb \

--swarm \

--swarm-discovery token://453sdfjbnfvlknmn3435mwedvmndvnwe \

swarm-node-02
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As you can see in the following screenshot, I launched the cluster in DigitalOcean's
London datacenter and gave the two nodes additional resources:

08 < ] o» @ & Digital Ocean, Inc. & [+] U} [l

Droplets Images Networking API Support fe 29

Droplets

Img Name « IP Address Created ~
° @ Swarn-master o 1786218128 1hour ago More v
512 MB Memary / 20 GB Disk / LON1
® @ Swarinade; Of 188166156.232 1hour ago More v
1GB Memory / 30 GB Disk / LON1
@ @ SWaiivndde 02 1881661591 1hour ago More ~
1GB Me ¢ / 30 GB Disk / LON1

We will configure our local Docker client to use the remote cluster using the
following command:

eval $(docker-machine env --swarm swarm-master)

This will give us the following information:

[ J [ J russ — -bash — 143=31

russ in
# docker info
Containers: 4
Images: 3
Role: primary
Strategy: spread
Filters: health, port, dependency, affinity, constraint
Nodes: 3
swarm-master: 178.62.18.128:2376
L status: Healthy
L Containers: 2
L Reserved CPUs: 8 / 1
L Reserved Memory: @ B / 513.4 MiB
L Labels: executiondriver=native-08.2, kernelversion=4.2.@-16-generic, operatingsystem=Ubuntu 15.18, provider=digitalocean, storagedriver=aufs
swarm-node-81: 1BB.166.156.232:2376
L status: Healthy
L containers: 1
L Reserved CPUs: B / 1
L Reserved Memory: @ B / 1.818 GiB
L Labels: executiondriver=native-08.2, kernelversion=4.2.@-16-generic, operatingsystem=Ubuntu 15.18, provider=digitalocean, storagedriver=aufs
swarm-node-82: 1BB.166.159.1:2376
L status: Healthy
L containers: 1
L Reserved CPUs: B / 1
L peserved Memory: @ B / 1.818 GiB
L Labels: executiondriver=native-0.2, kernelversion=4.2.@8-16-generic, operatingsystem=Ubuntu 15.18, provider=digitalocean, storagedriver=aufs
CPUs: 3
Total Memory: 2.538 GiB
Mame: swarm-master
russ in
#
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We are going to be using this cluster for the next part of this chapter, so try to keep
it running for now. If you can't, then you can remove the cluster by running the
following command:

docker-machine rm swarm-master swarm-node-01 swarm-node-02

You should also double the DigitalOcean control panel to ensure that your instances
have terminated correctly.

Remember that with public cloud services, you are paying for

that you use, so if you have an instance sat powered on, even if it
i is an errored state, with Docker Machine, the meter is running

and you will be incurring cost.

Discovery backends

At this point, it is worth pointing out that Docker allows you to swap out the
Discovery backends, at the moment we are using the default one which the
Hosted Discovery with Docker Hub, which isn't recommend for production.

Swarm supports the following discovery services:

e etcd: https://coreos.com/etcd/
e Consul: https://www.consul.io/
* ZooKeeper: https://zookeeper.apache.org/
For the time being, we are just going to be looking at the tools Docker provides

rather than any third-party options, so we are going to stick to the default
Discovery backend.

Unfortunately, the one thing that the default Discovery backend doesn't give you
is high availability, this means that our Swarm manager is a single point of failure.
For our needs, this isn't a problem; however, I would not recommend running this
configuration in production.

For more information on the different discovery backends and high availability with
Swarm, refer to the following URLs:

* Discovery backends: https://docs.docker.com/swarm/discovery/

* Swarm High Availability: https://docs.docker.com/swarm/multi-

manager-setup/

We are going to be looking a lot more at schedulers in later chapters, so for now,
let's move onto the final service installed by Docker Toolbox.
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Docker Compose

So far in our exploration of the tools that ship with Docker Toolbox, we have been
using services which manage our Docker host machines, the final service that we are
going to look at in this chapter deals with containers. I am sure that you will agree
that so far the tools provided by Docker are quite intuitive, Docker Compose is no
different. It start off life as third-party service called Fig and was written by Orchard
Labs (the project's original website is still available at http://fig.sh/).

The original project's goal was the following;:
" Provide fast, isolated development environments using Docker"
Since Fig became part of Docker, they haven't strayed too far from the original goal:

"Compose is a tool for defining and running multi-container Docker applications.
With Compose, you use a Compose file to configure your application's services.
Then, using a single command, you create and start all the services from your
configuration."

Before we start looking at Compose files and start containers up, let's think of why a
tool such as Compose is useful.

Why Compose?
Launching individual containers is as simple as running the following command:

docker run -i -t ubuntu /bin/bash

This will launch and then attach to an Ubuntu container. As we have already
touched upon, there is a little more to it than just launching simple containers
though. Docker is not here to replace virtual machines, it is here to run a single
application.

This means that you shouldn't really run an entire LAMP stack in single container,
instead, you should look at running Apache and PHP in one container, which is then
linked with a second container running MySQL. You could take this further, running
a NGINX container, a PHP-FPM container, and also a MySQL container. This is
where it gets complicated. All of sudden, your simple line for launching is now
several lines, all of which have to executed in the correct order with the correct flags.

This is exactly the problem Docker Compose tries to fix. Rather than several long
commands, you can define your containers using a YAML file. This means that you
will be able to launch your application with a single command and leave the logic of
the order in which the containers will be launched to Compose.
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YAML Ain't Markup Language (YAML) is a human-friendly
S data serialization standard for all programming languages.

It also means that you can ship your application's Compose file with your code base
or directly to another developer/administrator and they will be able to launch your
application exactly how you intended it be executed.

Compose files

Almost everyone at some point would have installed, used, or read about WordPress,
so for the next few examples, we will be using the official WordPress container from
the Docker Hub, you can find details on the container at https://hub.docker.
com/_ /wordpress/.

WordPress is web software that you can use to create a beautiful

website, blog, or app. We like to say that WordPress is both free
. and priceless at the same time. For more information, check out

https://wordpress.org/.

Let's start by getting a basic WordPress installation up and running, first of all
create a folder called wordpress and then add the following content to a file called
docker-compose.yml:

wordpress:
container name: my-wordpress-app
image: wordpress
ports:
- "80:80"
links:
- "mysqgl:mysqgl"
mysqgl:
container name: my-wordpress-database
image: mysql
environment:
MYSQL ROOT PASSWORD: "password"

You will be able to launch the application using your Swarm cluster by making sure
that your local Docker client is configured to use it, run docker-machine 1s and
make sure that it is active and then run the following command:

eval $(docker-machine env --swarm swarm-master)
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Once your client is configured to communicate with your Swarm cluster, run the
following command within the folder containing the docker-compose.yml file:

docker-compose up -d

Using the -d flag at the end of the command launches the containers in detached

mode, this means that they will run in the background. If we didn't use the -d flag,

then our containers would have launched in the foreground and we would not
have been able to carry on using the same terminal session without stopping the

running containers.

You will see something similar to the following output:

e3 in
* eval Sidocker-sachine env =<swars swars-saster]

wss in
¢ docker-sachine Ls

NAML ACTIVE URL STATL URL
default - virtualbox Stopped
swpra-saster  + (sworm)  digitalocesn  Running

swars-node-01 -

sworm-node-02 -
in

s s

decker-compose, yml

digitalocesn
digitalocean

Running
Running

in
¢ dncker-compose up -d

Creating
Pulling wordpress (wordpress:latest)...
suara-node-82: Pulling wordpress:latest...
swars-saster: Pulling wordpressilatest...
swarm-nade-01: Pulling wordpress:latest...
Creating my-wordpress-spp

in

& downloaded
downloaded
& downloaded

REp:/SITE 62,18,
RCp://188. 166, 156, 2321
REp:/ 188, 166, 159.1: 2376

wordpress — -bash — 181-32

SHARM

3 swarm-mpster (master)
12376 swarm-spster
swarn-saster

CREATED STATYS
Up ABout & minute
Up ABOut & minute

4 socker ps
CONTAINER 1D TMAGE COMMAND

530898429843 wordpress “7eNtrypoint.sh apach®  About & minute 8g0
320216320081 mysal "FeNTrypoint.sh mysql®  About & minute 8go
Tabase, fey-wordpress-app/eysal, swar fmy Ll

in

OOCKER  ERAORS
Unknown
1

PORTS
188,166, 156, 232: Bo-~B8/tcp
3G/t

MAES
Swarm-roce-01/my-wordpresi-app
swar

press-ca

As you can see, you can find out the IP address of the node where the WordPress
application has been launched by running docker ps. If you were to go to the IP
address shown in the figure, where port 80 is listed, you will see a WordPress

installation screen:
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One of the interesting things to note is that although the my-wordpress-app
container was defined first in the docker-compose . yml file, Compose recognized
that it was linked to the my-wordpress-database container and it launched that one
first. Also, you may have noticed that the wordpress:latest and mysqgl:latest
images were pulled down on all of the nodes in the Swarm cluster.

So, what of the docker-compose.yml file itself? Let's look at it again, but this time
with some comments.

As far as Compose is concerned, our WordPress application is split into two
applications, one called wordpress and another called mysql. Let's look at the
docker-compose . ynl file again:

wordpress:
container name: my-wordpress-app
image: wordpress
ports:
- "80:80"
links:
- "mysgl:mysqgl"
mysql:
container name: my-wordpress-database
image: mysqgl
environment :
MYSQL ROOT PASSWORD: "password"
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At the top level, we have the application name. From here, we then start to define
the configuration for the application by giving a key and value, making sure that you
pay close attention to the indentation. I tend to use two spaces to make it clear that
the indent is there, but not so much that it becomes unreadable.

The first key that we are defining is container_name, we don't have to do this as
Compose will name our containers automatically, based on the name of the folder
we are in and the application name. If we hadn't defined this key, then our containers
would have been called wordpress wordpress 01 and wordpress mysgl 01.

The next key tells the application which image to use, this will pull the image
straight from the Docker Hub.

Then we define the ports, not that we only define the ports for the wordpress
application and not the mysql one. As we want our wordpress application to listen
on port of the host machine, we have given 80:80. In this case, the first 80 is the host
port and the second one is the container port that we want to expose.

Again, the next key is only used on the wordpress application, this defines the
links. Links are used to link containers together, exposing, in this case, the mysql
container to the wordpress container. This means that when the wordpress container
is launched, it will know the IP address of the mysql container and only its ports will
be exposed to the wordpress container.

The final key we are defining is environment, here are we passing further keys and
values that will be set as environment variables on the containers when they launch.

A full break down of all of the keys available in compose files can be found in the
official documentation at https://docs.docker.com/compose/compose-file/.

Launching more

One of the advantages of using Compose is that each of the environments it launches
is isolated, let's launch another WordPress installation using the following docker-
compose . yml file:

wordpress:
container name: my-other-wordpress-app
image: wordpress
ports:
- "80:80"
links:
- "mysgl:mysqgl"
mysql:
container name: my-other-wordpress-database
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image: mysqgl
environment :
MYSQL ROOT PASSWORD: "password"

As you can see, other than the container names, it is exactly the same as the previous
environment we launched:

aoe other-wordpress — -bash — 181=18
wss in an

¢ Gotker-compose up -d

Creating my-other-wordpress-database

Cresting my-other-wordpress-app

55 in on

+ cocker ps -2

CONTATNER 1D THAGE COMMAND CRAEATED STATUS PORTS NAMES

12eedaldbed? wordpress “fentrypoint.sh apach” 6 seconds age Up § secomds 188. 166,159, 1:80-380/tep Swarm-node-02/ay-ather-worapress-app
1 e int.sh mysql" B seconds aga Up & seconds 3386/ 1ep

swarm-node-22/ay-athe r-worapress-app/ey-other-w

nodc-B2/my-othe s wardpresi-database

About an hour aga  Up About an howr 18R 166.156.337:RB->RB/tcp
About an hour ago Up About an hour 3306/ tep swar
1/my-wordpress-database

arm-node-B/my-othe r-wn

sde-B1 fay-uordpras-app
menede-#1/ay-wordpress-app/ay-wordpress—dat

BT mysgl e
abase, swars-node-01/my-wordpress-app/mysgl, swa
13729¢1ccb20

19 hours ago Up 19 heurs ode-02f swarm-agent

45372%ch1027 Joi 19 hours age Up 18 heurs ode-017 swars-agent

TERBLRTSIN e “jswarm join -—adwert” 19 hours ago Up 19 hours B-8a5TEr/ Swarn-agent

16bBCbATRATS swarm: latest “/swarm manage --tlsv" 19 hours ago Up 19 hours SwArm-master/swarm-agent-saster
55 in on

The other thing you will notice is that the my-other-wordpress containers launched
on the second node in the cluster. At the moment, each Compose environment will
launch on a single node. As we launch more, we will start to have to change port

assignments as they will start to clash on the hosts (that is, you can't have two port
80 assigned to a single host).

. Don't forget to remove any cloud-based instances that you have
% launched by using the docker-machine rmcommand and
s also check your cloud provider's control panel to ensure that the
instances have correctly terminated.

Summary

In this chapter, we have covered the additional client tools provided by Docker to
extend the functionality of your core Docker installation, all of the tools that we have
looked at have been designed to slot into your workflow and be as simple as possible
to use. In the later chapters, we will be looking at how to expand some of the core
functionality of Docker using third-party services. When we do, we will revisit a

few of the tools that we have been through in this chapter and look at how they add
additional functionality to them.
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In this chapter, you will get an overview of both first and third-party volume
plugins. We will be discussing installing, configuring, and using the following
storage plugins:

Docker Volumes: https://docs.docker.com/engine/userguide/
containers/dockervolumes/

Convoy: https://github.com/rancher/convoy/
REX-Ray: https://github.com/emccode/rexray/

Flocker: https://clusterhq.com/flocker/introduction/

You will also get an understanding of how to interact with Docker plugins and how
they both differ and work with the supporting tools that we covered in Chapter 2,
Introducing First-party Tools.

[ This chapter assumes that you are using Docker 1.10+. Note that ]
s

some commands may not work in previous versions.
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Zero volumes

Before we look at volumes, let's look at what happens when you do not use any
volumes at all and store everything directly on the containers.

To start with, let's create a new Docker instance called chapter03 locally using
Docker Machine:

docker-machine create chapter03 --driver=virtualbox

eval $(docker-machine env chapter03)

[ ] [ ] wordpress — -bash — 111x31

russ in an
¥ docker-machine create chapter®3 —-driver=virtualbox

Running pre-create checks...

Creating machine...

(chapter®3) Copying /Users/russ/.docker/machine/cache/boot2docker.iso to /Users/russ/.docker/machine/machines/c
hapter@3/boot2docker.iso...

(chapter®3) Creating VirtualBox VM...

(chapter®3) Creating SSH key...

{chapter®3) Starting the WM...

(chapter®3) Check network to re-create if needed...

{chapter®3) Waiting for an IP...

Waiting for machine to be running, this may take a few minutes...

Detecting operating system of created instance...

Waiting for 55H to be available...

Detecting the provisioner...

Provisioning with boot2docker...

Copying certs to the local machine directory...

Copying certs to the remote machine...

Setting Docker configuration on the remote daemon...

Checking connection to Docker...

Docker is up and running!

To see how to connect your Docker Client to the Docker Engine running on this wvirtual machine, run: docker-mach
ine env chapter@3

russ in on
5 eval $({docker-machine env chapter@3)

russ in an

s docker-machine 1s

NAME ACTIVE DRIVER STATE URL SWARM DOCKER ERRORS
chapter@3 * virtualbox Running tcp://192.166.599.180:2376 v1.18.8

russ in on

¥

Now that we have our machine, we can use Docker Compose to run through
a scenario with WordPress. First of all, we will need to launch our WordPress
containers, we are using the official WordPress and MySQL images from the
Docker Hub as we did earlier, our docker-compose . yml file looks similar to
the following code:

version: '2'
services:
wordpress:
container name: my-wordpress-app
image: wordpress
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ports:
- "80:80"
links:
- mysqgl
environment:
WORDPRESS DB HOST: "mysgl:3306"
WORDPRESS DB PASSWORD: "password"
mysql:
container name: my-wordpress-database
image: mysqgl
environment:
MYSQL ROOT PASSWORD: "password"

As you can see, there is nothing special about the compose file. You can launch it by

running the following command:

docker-compose up -d

Once you have launched the containers, check their status by running the following

command:

docker-compose ps

If they both have state of Up, you can go to the WordPress installation screen by

running the following command:

open http://$ (docker-machine ip chapter03)/

This will open your browser and go to the IP address of your Docker instance. In my

case, thisis http://192.168.99.100/. You should see the following screen:

LN O 8 ® 192.168.99.100 . o

W

English (United States)
Ll

Sgpghall 3 all
Azarbaycan dili
Ewnrapcen

qe=

Bosanski

Catala

Cymraeg

Dansk

Deutsch (Schweiz)
Deutsch

u
Deutsch (Sia)
ErAnvikd
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Let's click on Continue button and install WordPress:

e0e < a8 B o) 192.168.99.100 v O | h 5 |

W

Welcome to the famous five-minute WordPress installation processt Just fill in the infarmation below and
you'll be on your way to using the most extendable and powerful personal publishing platform in the world,

Welcome

Information needed

Pleaze provide the following informarion. Dant warry, you can abways change these sattings later,

Sive Thtie Extending Docker Chapter 03

Usernama russ
Usrnames can have anly alphamumerc tharatiers, spates, undericores, yshens, prricds, and the
@ symised

Passward SHEIBBxINtdreouRBS o vida

Suong

Important: You will need this password to lag in. Fiease store itin a secure kcation.

Your Email russ@mckendrick io

Dewuble-check your email sddress befoce continuing.

Search Engine Discourage search engines from indexing this site

Visibility 1t s it o e engines ta honar this request

Install WordPress.

Once the information has been filled in, click on Install WordPress to complete the
installation. When you do, the MySQL database will be updated with your settings
and the test posts and comments will also be added. When this is completed, you
will be shown a success screen:

e0e < al A Ko 192.168.99.100 v o

W

‘WaordPress has been installed, Were you expecting mare steps? Sarry 1o disappalint,

Success!

Username uss
Password Your chasen password,
Log In
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You should now be able to rerun the following command:

open http://$(docker-machine ip chapter03)

This will take you to your very empty WordPress site:

L IO ) m * | @ 192.168.99.100 5 (4]

Extending Docker Chapter 03

Just another WordPress site

Hello world!

Fobruary &, 2016 Welcome to WordPress. This is your first post. Edit or delete it, then

1Comment start writing!
RECENT POSTS

» Hello world!

Your command line history should look something similar to the following
terminal output:

[ NoN wordpress-novol — -bash — 111=17

russ in on
5 docker-compose up -d

Creating network "wordpressnovol_default" with the default driver
Creating my-wordpress-database

Creating my-wordpress-app

russ in on
¥ docker-compose ps
Name Command State Ports
my-wordpress—-app fentrypoint.sh apachez-for ... Up B.0.0.0:B0-=BB/tcp
my-wordpress-database fentrypoint.sh mysgld Up 3306/tcp
russ in on
5 open http://$(docker-machine ip chapter®3)/
russ in on
5 open http://${docker-machine ip chapter@3)/
russ in on
¥

Now that we have our WordPress site installed, let's destroy the containers by
running the following command:

docker-compose stop && docker-compose rm
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Make sure you type y when prompted. You will then receive a confirmation message
that your two containers have been removed:

[ NoN ] wordpress-novol — -bash — 111=14
russ in on
s docker-compose stop &% docker-compose rm

Stopping my-wordpress-app ... done

Stopping my-wordpress-database ... done

Going to remove my-wordpress—app, my-wordpress-database

Are you sure? [yN] v

Removing my-wordpress-app ... done

Removing my-wordpress-database ... done

russ in on
§ docker-compose ps

Name Command State Ports

russ in on
;

Now that we have removed our containers, let's recreate them by running through
the commands again:

docker-compose up -d
docker-compose ps

open http://$(docker-machine ip chapter03)/

As you can see, you are presented with an installation screen again, which is to be
expected as the MySQL database was stored on the mysql container that we removed.

Before we move onto looking at what ships with Docker, let's do some housekeeping
and remove the containers:

docker-compose stop && docker-compose rm

The default volume driver

Before we start using the third-party volume plugins, we should take a look at what
ships with Docker and how volumes solve the scenario we just worked through.
Again, we will be using a docker-compose.yml file; however, this time, we will add
a few lines to create and mount volumes:

version: '2'
services:
wordpress:

container name: my-wordpress-app
image: wordpress
ports:
- "80:80"
links:
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- mysqgl
environment :
WORDPRESS DB HOST: "mysgl:3306"
WORDPRESS DB PASSWORD: "password"
volumes:
- "yploads:/var/www/html/wp-content/uploads/"
mysql:
container name: my-wordpress-database
image: mysqgl
environment :
MYSQL ROOT PASSWORD: "password"
volumes:
- "database:/var/lib/mysgl"
volumes:
uploads:
driver: local
database:
driver: local

As you can see, here we are creating two volumes, one called uploads, which is
being mounted to the WordPress uploads folder on the WordPress container. The
second volume called database, which is being mounted in /var/lib/mysgl on
our MySQL container.

You can launch the containers and open WordPress, using the following commands:

docker-compose up -d
docker-compose ps

open http://$(docker-machine ip chapter03)/

Before we complete the WordPress installation in the browser, we should make sure
that the uploads folder has the right permissions by running docker exec:

docker exec -d my-wordpress-app chmod 777 /var/www/html/wp-content/
uploads/

Now that the permissions are correctly set on the uploads folder, we can go through
the WordPress installation as per the previous test.
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As WordPress creates a Hello World! test post as part of the installation, we should
go and edit the post. To do this, log in to WordPress using the credentials that you
entered during the installation. Once logged in, go to Posts | Hello World and then
upload a featured image by clicking on Set featured image button. Your edit should
look similar to the following screenshot once you have uploaded the featured image:

ene * L@ 1 16RS9100 v [+] P . n

L & Edit Post adawew
A Posts
Hello warld! Publish
Al Posts
permalink: hito:/d 192 168.99.1 G201 S206Melic-workdy | Edt S
f status: Pub Elt
£ Add Media g Status; Published
= = 0 9 = o ® Visibdity: Public Edit
Bl @ -~ =E=E=ELSLSUSE bad
O Media M Published on: Feb 6, 2018 & 18:51
gl
n 3 Welcome to WordPress, This is your first post. Edit or delete it, then start
W Cosmmants writing! Mave ta Trash
0
Format
£
- Users Categories
M Settings Tags
o
Featured Image
Word count 15 Last edited on Febnsary & 2016 32651 pm

Once your image has been uploaded, click on Update button and then go to your
WordPress homepage by clicking on the title on the top left-hand side of the screen.
Once the home page opens, you should see your featured image:
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ene ¢ I + @ 192.168.99.100 w L]

Extending Docker Chapter 03

Just another WordPress site

Hello world!

RECENT POSTS

+ Hello world!

RECENT COMMENTS

» Mr WordPress on Hello world!

ARCHIVES
« Fehruary 2016
February 6. 2016 Welcome to WordPress. This is your first post. Edit or delete it, then

1 Commant start writing!

Edit

CATEGORIES

Before we remove our containers, you can run the following command to show all
the volumes that have been created in Docker:

docker volume 1ls
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When running the command, you should the two volumes that we defined in our
docker-compose.yml file:

[ NoN ] wordpress-vol — -bash — 11124

russ in on
5 docker-compose up -d

Creating network "wordpressvol_default" with the default driver
Creating my-wordpress-database

Creating my-wordpress-app

russ in on
¥ docker-compose ps
Name Command State Ports
my-wordpress—-app fentrypoint.sh apachez-for ... Up B.0.0.0:B0-=BB/tcp
my-wordpress-database fentrypoint.sh mysgld Up 3306/tcp
russ in on
5 open http://$(docker-machine ip chapter®3)/
russ in an
# docker exec -d my-wordpress—app chmod 777 /var/www/html/wp-content/uploads/
russ in an
# docker wolume 1s
DRIVER VOLUME NAME
local 3700REBa3779B0208ad5c9PRB93cT7fdR2004085b62cTdc4T7 f202850b567edTdB53T
local S5e3f76cdBb303245e59fe73e453dch637deldd241e1b1b370811108c33df7b611a
local wordpressvol_uploads
local wordpressvol_database
russ in on
5

Remember, as we discussed in the previous chapter, Docker Compose will prefix
names with the project title (which is the name of the folder that docker-compose.
yml is in), in this case, the project is called wordpress-vol and as - is not allow in
names, it has been stripped out, leaving wordpressvol.

Now that we have the basic WordPress installation with updated content, let's
remove the containers as we did before:

docker-compose stop && docker-compose rm

docker-compose ps

[ ] [ ] wordpress-vol — -bash — 111x14
russ in on

¥ docker-compose stop && docker—compose rm

Stopping my-wordpress—app ... done

Stopping my-wordpress-database ... done

Going to remove my-wordpress-—app, my-wordpress-database

Are you sure? [yN] y

Removing my-wordpress-app ... done

Removing my-wordpress-database ... done

russ in on
5 docker-compose ps

Name Command State Ports

russ in an
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At this stage, you can probably guess what is going to happen next, let's relaunch our
containers and open the WordPress site in our browser:

docker-compose up -d

open http://$(docker-machine ip chapter03)/
It may take a few seconds for everything to start up, so if you don't see your

WordPress when the browser opens, refresh the page. If everything goes as
planned, you should be presented with your edited Hello World! post:

s0e ¢ R O) 192.168.99.100 v O Ud S

Extending Docker Chapter 03

Tust another WordPress site

Hello world!

RECENT POSTS

& Hello world!

RECENT COMMENTS

& Mr WordPress on Hello world!

ARCHIVES

» February 2016

Fobruary 8, 2018 Welcome to WordPress. This is your first post. Edit or delete it, then

1 Commaent start writing! CATEGORIES

* Uncategorized

While it looks like the same screenshot as earlier, you will notice that you have been
logged out of WordPress. This is because, by default, WordPress stores its sessions
on the filesystem, and as they are not stored in the uploads directory, the session files
were lost when we removed the containers.
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Volumes can also be shared between containers, if we add the following to our
docker-compose.yml file anywhere in the Services section:

wordpress8080:
container name: my-wordpress-app-8080
image: wordpress
ports:
- "8080:80"
links:
- mysqgl
environment :
WORDPRESS DB _HOST: "mysgl:3306"
WORDPRESS_DB_PASSWORD: "password"
volumes:
- "uploads:/var/www/html/wp-content/uploads/"

You can launch a second container with WordPress running on port 8080 and
access the file we uploaded at http://192.168.99.100:8080/wp-content/
uploads/2016/02/containers-1024x512.pngd.

Note that the preceding URL will differ for your installation as the IP address may be
different, along with the upload date and file name.

You can get more information on a volume by running the following command:

docker volume inspect <your volume name>

In our case, this returns the following information:

[ ] [ ] wordpress-vol — -bash — 111x20

russ in an

# docker wolume 1s

DRIVER VOLUME NAME

local 370BRERa3T70B020ad5c0BRO3cT7fdB2004085b62cTdc47 f202B50b567eBTdB537
local 5e3f76cBBb3@3245e59fe73e453dcb637deldd541elblb37081110c33df7b611a
local wordpressvol_uploads

local wordpressvol_database

local 73ab63fR143f0d@3197ed279cBT3B5301d9Tfab19d696207987472b76a855e7a
local e@5ccedcde2dl33eeBB346551e715b@b32b2e3237Rc81360dac3dblball2Be23

russ in on
# docker wolume inspect wordpressvol_uploads

[

{
"Mame": "wordpressvol_uploads",
"Driver": "local",
"Mountpoint": “/mnt/sdalfvar/lib/docker/volumes/wordpressvol_uploads/_data"
}
1
russ in on
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You will have noticed that we have been using the 1ocal driver for our two volumes,
this creates the volume on our Docker instance and mounts a folder from host
machine, which is the Docker Machine host running under VirtualBox in this case.

You can view the contents on the folder by SSHing into the host machine and
going to the folder listed under the mount point returned by the docker volume
inspect command. To SSH into the host and change to the root user, run the
following commands:

docker-machine ssh chapter03

sudo su -

You will then be able to change to the folder containing the volume, the reason
for changing to the root user is to make sure that you have permissions to see the
contents on the folder:

® [ ] wordpress-vol — ssh + docker-machine ssh chapter03 — 111=31
russ in on
5 docker-machine ssh chapter@3
##
## #E #E
& ORE B R AR
JUIII IR e,
e e )
i o __f
Y \ __
AV Y /
I S N DU PRS U E S I IR,
| ON S N N Y N o
T T P I 0 I O I |
| T A N L VY N | VRN [ VY W O W W O |

Boot2Docker version 1.18.8, build master : b@%ed6d - Thu Feb 4 28:16:88 UTC 2816

Docker wversion 1.18.8, build 59845188

docker@chapter®3:~% sudo su -

Boot2Docker version 1.18.8, build master : b@%ed6d - Thu Feb 4 2Z8:16:88 UTC 2816

Docker wversion 1.18.8, build 59845128

root@chapter@3:~# cd /mnt/sdal/var/lib/docker/volumes/wordpressvol_uploads/_data/2016/02/
root@chapterd3: /mnt/sdal/var/lib/docker/volumes/wordpressvol_uploads/_data/2016/82% 1s -lhat
total 2992

drwxrwxrwx 2z 33 33 4.8K Feb & 1B:53 .

—FW—FW—FW— 133 33 B1B.2K Feb 6 1B:53 containers-1824x512.png
— W= W= w— 1 33 33 1.1M Feb 6 1B:53 containers-1208x680.png
—rW=—W—TwW— 1 33 33 498.7K Feb 6 1B:53 containers-76Bx3B4.png
d FWH FWR P 3 33 33 4.8K Feb 6 1B:53 ..

— W= W—wW— 133 33 43.3K Feb & 1B:53 containers-158x15@8.png
—rW=W—rw— 1 33 33 B5.4K Feb 6 1B:53 containers-300x158.png

root@chapterd3: /mnt/sdal/var/lib/docker/volumes /wordpressvol_uploads/_data/2016/02% D

As you can see from the preceding terminal output, the files are owned by an
unknown user with a user ID and group ID of 32, in the container, this is the Apache
user. Be careful if you add files directly or make any changes, as you may find
yourself causing all sorts of permission errors when it comes to your containers
accessing the files you have added/changed.
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So far so good, but what are the limits? The biggest one is that your data is tied to

a single instance. In the last chapter, we looked at clustering Docker using Swarm,
we discussed that the containers launched with Docker Compose are tied to a single
instance, which is great for development, but not so hot for production, where we
may have several host instances that we want to start spreading our containers
across, this is where third-party volume drivers come into play.

Third-party volume drivers

There are several third-party volume drivers available, they all bring different
functionality to the table. To start with, we are going to be looking at Convoy
by Rancher.

Before we look at installing Convoy, we should look at launching a Docker
instance somewhere in the cloud. As we already have launched Docker instance
in both DigitalOcean and Amazon Web Services, we should terminate our local
chaptero03 instance and relaunch it in one of these providers, I am going to be
using DigitalOcean:

docker-machine stop chapter03 && docker-machine rm chapter03
docker-machine create \
--driver digitalocean \

--digitalocean-access-token
sdnjkjdfgkjb345kjdgljknqwetkjwhgoih314rjkwergoiyu34rjkherglkhrg0\

--digitalocean-region lonl \
--digitalocean-size 1gb \
chapter03

eval "$ (docker-machine env chapter03)"

[72]




Chapter 3

[ NoN russ — -bash — 111=40

russ in
5 docker-machine stop chapter®3 && docker-machine rm chapter@3
Stopping "chapter@3"...
Machine "chapter®3" was stopped.
About to remove chapter®3
Are you sure? (y/n): y
Successfully removed chapter@3
russ in
# docker-machine create %
——driver digitalocean \
——digitalocean-access-token sdnjkjdfokjb345kjdoljkngwetkjwhgoih31l4rjkwergoiyu3drjkherglkhrod
——digitalocean-region lonl %\
-—digitalocean-size 1lgb
chapter@3
Running pre-create checks...
Creating machine...
{chapter®3) Creating SSH key...
{chapter®3) Creating Digital Ocean droplet...
(chapter@3) Waiting for IP address to be assigned to the Droplet...
Waiting for machine to be running, this may take a few minutes...
Detecting operating system of created instance...
Waiting for SSH to be available...
Detecting the provisioner...
Provisioning with ubuntulsystemd)...
Installing Docker...
Copying certs to the local machine directory...
Copying certs to the remote machine...
Setting Docker configuration on the remote daemon...
Checking connection to Docker...
Docker is up and running!
To see how to connect your Docker Client to the Docker Engine running on this wvirtual machine, run: docker-mach
ine env chapter@3

russ in

s eval "s${docker-machine env chapter®3)"

russ in

5 docker-machine 1s

NAME ACTIVE  DRIVER STATE URL SWARM DOCKER ERRORS
chapter@3 * digitalocean Running top://17B.62.77.62:2376 v1l.18.8

russ in

¥

One of the reasons that we have launched the instance in a cloud provider is that
we need a full underlying operating system to be able install and use Convoy, while
the image provided by Boot2Docker is good, it is a little too lightweight for our
requirement.

Before we do anything further, I would recommend you to attach a

floating IP address to your DigitalOcean droplet. The reason for this
A\l is that, in this section of the chapter, we are going to be installing
WordPress and then moving the installation to a new machine. Without
a floating IP address, your WordPress installation may appear broken.
You can find more details on floating IPs on the DigitalOcean website
athttps://www.digitalocean.com/community/tutorials/
how-to-use-floating-ips-on-digitalocean.
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Installing Convoy

As already mentioned, we need to install Convoy on our underlying Docker hosts
operating system. To do this, you should first SSH onto your Docker host:

docker-machine ssh chapter03

As the machine has been launched in DigitalOcean, we have connected
M as the root user; this means that we don't have to use sudo in front
Q of the commands, however, as you could have launched the instance
in another provider, I will keep them there so that you don't end up
getting permission errors if you are not the root user.

Now that you have used ssh command to get into our Docker host, we can install

and start Convoy. Convoy is written in Go and ships as a static binary. This means
that we don't have to compile it manually; instead, we just need to grab the binary
and copy it into place:

wget https://github.com/rancher/convoy/releases/download/v0.4.3/convoy.
tar.gz

tar xvf convoy.tar.gz

sudo cp convoy/convoy convoy/convoy-pdata tools /usr/local/bin/

There are later versions of Convoy available at https://github.com/rancher/
convoy/releases; however, these are flagged for use with Rancher only. We will be
looking at Rancher in detail in a later chapter.

Now that we have our binary in place, we need to set up our Docker installation so
that it loads the plugin:

sudo mkdir -p /etc/docker/plugins/

sudo bash -c 'echo "unix:///var/run/convoy/convoy.sock" > /etc/docker/
plugins/convoy.spec'

The convoy . spec file tells Docker where it can access Convoy; for more details on
how plugins work refer to Chapter 5, Building Your Own Plugin.

Convoy is installed and ready to go, now we just have to add some storage. For
testing purposes, we are going to be creating and using a loopback device; however,
do not do this in production!

. A Loopback Device is a mechanism used to interpret files as
real devices. The main advantage of this method is that all tools
. used on real disks can be used with a loopback device. Refer to
http://wiki.osdev.org/Loopback Device.
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To create the loopback device and mount it, run the following commands:

truncate -s 4G data.vol

truncate -s 1G metadata.vol

sudo losetup /dev/loop5 data.vol
sudo losetup /dev/loop6 metadata.vol

Now that we have our storage ready, we can start Convoy by running the
following command:

sudo convoy daemon --drivers devicemapper --driver-opts dm.datadev=/dev/
loop5 --driver-opts dm.metadatadev=/dev/loop6 &

You should see something similar to the following output:

root@chapter®3:~# sudo convoy daemon —-drivers devicemapper —-driver-opts dm.datadev=/dev/loop5 --driver-opts dm.metadatadev=/dev/loopb &
[1] 3727

root@chapter®3:~# [0@8@@8] Found existing config. Ignoring command line opts, loading config from /fvar/lib/convoy =daemon
[CLELD] =devicemapper =map [dm.datadev:/dev/loop5 dm.metadatadev:/dev/loo
[@@@@] Found created pool, skip pool reinit =devmapper
[eepa] =devicemapper =init =daemon =complete
[eee@] Registering GET, /volumes/ =daemon
[@@@@] Registering GET, /snapshots/ =daemon
[eeed] Registering GET, /backups/l =daemon
[@@@@] Registering GET, /backups. =daemon
[@@@B] Registering GET, /finfo =daemon
[@@@@] Registering GET, /uuid =daemon
[B8e@@] Registering GET, /volumes/list =daemon
[@@@@] Registering POST, /volumes/create =daeman
[B@@@] Registering POST, /volumes/mount =daemon
[eee@] Registering POST, /volumes/umount =daemon
[@0@@8] Registering POST, /snapshots/create =daemon
[eee@] Registering POST, /backups/create =daemon
[@@@@] Registering DELETE, /wolumes/ =daemon
[Bee®] Registering DELETE, /snapshots/ =daemon
[@@@@] Registering DELETE, /backups =daeman
[8@@@] Registering plugin handler POST, /Plugin.Activate =daemon
[eee@] Registering plugin handler POST, /VolumeDriver.Create =daemon
[@2@@] Registering plugin handler POST, /VolumeDriver.Remove =daeman
[eee@] Registering plugin handler POST, /VolumeDriver.Mount =daemon
[@@@@] Registering plugin handler POST, /VolumeDriver.Unmount =daeman
[Bee®] Registering plugin handler POST, /VolumeDriver.Path =daemon
root@chapter@3:~# ps aux | grep convoy
root 3727 @.0 0.3 52812 3760 pts/@ s 87:42 9:80 sudo conveoy daemon --drivers devicemapper --driver-opts dm.datadev=/dev/1
root 3728 0.0 1.4 106488 14664 pts/e@ 51 87:42 9:80 convey daemon --drivers devicemapper --driver-opts dm.datadev=/dev/loop5
root 3734 0.0 0. 9736 2220 pts/e S+ 87:43 9:00 grep --color=auto convoy
root@chapterd3:~# [|

Now that we have Convoy running, type exit to leave the Docker host and return to
your local machine.

Launching containers with a Convoy volume

Now that we have Convoy up and running, we can make some changes to our
docker-compose .yml file

version: '2'
services:
wordpress:
container name: my-wordpress-app
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image: wordpress
ports:

- "80:80"
links:

- mysqgl
environment :

WORDPRESS DB HOST: "mysgl:3306"

WORDPRESS DB PASSWORD: "password"
volumes:

- "uploads:/var/www/html/wp-content/uploads/"

mysql:
container name: my-wordpress-database
image: mariadb
environment :

MYSQL ROOT PASSWORD: "password"
command: mysqgld --ignore-db-dir=lost+found
volumes:

- "database:/var/lib/mysqgl/"

volumes:
uploads:
driver: convoy
database:
driver: convoy

Put the docker-compose.yml file in a wordpressconvoy folder if don't you will
find you will need change the name of the volume in some of the later steps in
this section.

As you can see, | have highlighted a few changes. The first being that we have
moved over to using MariaDB, the reason for this is that as we now using an actual
filesystem rather just a folder on the host machine, we have a 1ost + found folder
created, presently the official MySQL container fails to work as it believes there are
already databases on the volume. To get around this, we can use the - -ignore-db-
dir directive when starting MySQL, which MariaDB supports.

Let's launch our containers and take a look at the volume that is created by running;:

docker-compose up -d

open http://$ (docker-machine ip chapter03)/
docker-compose ps

docker volume 1ls

docker volume inspect wordpressconvoy database

[76]




Chapter 3

You should see something similar to the following terminal output:

[ ] [ ] wordpress-convoy — -bash — 111x31

russ in on
¥ docker-compose up -d

Creating network "wordpressconvoy_default" with the default driver
Creating my-wordpress-database

Creating my-wordpress-app

russ in on
5 open http://3({docker-machine ip chapter®3)/
russ in on
5 docker-compose ps
Name Command State Ports
my-wordpress-app fentrypoint.sh apachez-for ... Up B.0.0.0:B0->BB/tcp
my-wordpress-database fdocker—entrypoint.sh mysq ... Up 3306/tcp
russ in on

5 docker wolume 1s
1list convoy: VolumeDriver.List: Handler not found: POST /VolumeDriwer.List

DRIVER VOLUME NAME

local 56208 fbcSPBEa32e0f1fEO1BEbD1RB34040ae34e42577107edbdbcfd2073e5a4b
convoy wordpressconvoy_database

convoy wordpressconvoy_uploads

russ in on

¥ docker wolume inspect wordpressconvoy_database

[

{
"Mame": "wordpressconwoy_database",
"Driver": "convoy",
"Mountpoint": "/var/lib/convoy/devicemapper/mounts/8212debl-eaBc-4777-8B1le-d4bd@7bBARBL3"
}
1
russ in on

F

Before we do anything further, complete the WordPress installation and upload
some content:

open http://$(docker-machine ip chapter03)/
Remember to set the correct permissions on the volume before uploading content:

docker exec -d my-wordpress-app chmod 777 /var/www/html/wp-content/
uploads/

Creating a snapshot using Convoy

So far, it's no different from the default volume driver. Let's look at creating a
snapshot and then backing up of the volume, you will see why later in the chapter.

First of call, let's jump back to the Docker host:

docker-machine ssh chapter03
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Let's create our first snapshot by running the following the commands:

sudo convoy snapshot create wordpressconvoy uploads --name snap
wordpressconvoy uploads 01

sudo convoy snapshot create wordpressconvoy database --name snap
wordpressconvoy database 01

Once a snapshot has been created, you will receive a unique ID. In my case, these
were c00caa88-087d-45ad-9498-7610844c075e and 4e2a2a6f-887c-4692-b2as-
e1f08aa42400.

Backing up our Convoy snapshot

Now that we have our snapshots, we can use these as a basis to create our backups.
To do this, we must first make sure that the destination directory where we are going
to store it exists:

sudo mkdir /opt/backup/

Now that we have somewhere to store the backup, let's create it:

sudo convoy backup create snap wordpressconvoy uploads 01 --dest vfs:///
opt/backup/

sudo convoy backup create snap wordpressconvoy database 01 --dest vfs:///
opt/backup/

Once the backup has been completed, you will receive confirmation in the form of a
URL. For the uploads, the URL returned is as follows:

vEs:///opt/backup/?backup=34ca255e-7164-4734-8b96-579b4e79£728\
u0026volume=26a5913e-4794-4df3-bbb9-7a6361c23a75

For the database, the URL was as follows:

vEs:///opt/backup/?backup=41731035-2760-4alb-bba9-5e906e2471bc\
u0026volume=8212de6l-ea8c-4777-881le-d4bd07b800e3

It is important that you make a note of the URLs, as you will need these to restore
the backups. There is one flaw, the backups we have created are being stored on
our Docker host machine. What if it was to go down? All our hard work would
be then lost!

Convoy supports creating backups for Amazon S3, so let's do that. First, you will
need to log in to your Amazon Web Services account and create an S3 bucket to
store your backups.
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Once you have created a bucket, you need to add your credentials to the server:

mkdir ~/.aws/

cat >> ~/.aws/credentials << CONTENT

[default]

aws_access _key id = JHFDIGJKBDS8639FJHDS

aws_secret access key = sfvjbkdsvBKHDJBDFjbfsdvlkb+JLN873JKFLSJH
CONTENT

For more information on how to create an Amazon S3 bucket,
. refer to the getting started guide at https://aws.amazon.com/
% s3/getting-started/, and for details on credentials files,
L refer to http://blogs.aws.amazon.com/security/post/
Tx3D6U6WSFGOK2H/A-New-and-Standardized-Way-to-
Manage-Credentials-in-the-AWS-SDKs.

Now your Amazon S3 bucket is created.  have named mine chapter03-backup-
bucket and created it in the us-west -2 region. Your Docker host has access to
Amazon's APIL. You can make your backups again, but this time, push them to
Amazon S3:

sudo convoy backup create snap wordpressconvoy uploads 01 --dest s3://
chapter03-backup-bucket@us-west-2/

sudo convoy backup create snap wordpressconvoy database 01 --dest s3://
chapter03-backup-bucket@us-west-2/

As you can see, the destination URL takes the following format:
s3://<bucket-name>@<aws-region>

Again, you will receive URLSs once the backups has been completed. In my case,
there are as follows:

s3://chapter03-backup-bucket@us-west-2/?backup=6cb4ed46-2084-42bc-8261-
6b4da690bd5e\ul0026volume=26a5913e-4794-4d£3-bbb9-7a6361c23a75

For the database backup, we will see the following:

s3://chapter03-backup-bucket@us-west-2/?backup=75608b0b-93e7-4319-b212-
7alb0ccaf289\u0026volume=8212de6l-ea8c-4777-88le-d4bd07b800e3
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When running the preceding commands, your terminal output should have looked
something similar to the following:

® [ ] root@chapter03: ~ — ssh + docker-machine ssh chapter03 — 134x13

root@chapter@3:~# sudo convoy snapshot create wordpressconvoy_uploads —-—-name snap_wordpressconvoy_uploads_01
cBBcaaBB-0B7d-45ad-9498-7610844cBT75e

root@chapter®3:~# sudo convoy snapshot create wordpressconvoy_database —--name snap_wordpressconvoy_database_81
4e2aZabf-BB7c-4602-bZaB-elfBBaad2400

root@chapter®3:~# mkdir fopt/backup/

root@chapter@3:~# sudo convoy backup create snap_wordpressconvoy_uploads_Bl -—-dest vfs:///opt/backup/
vfs:///opt/backup/?backup=34ca255e-7164-4734-Bb96-579b4e79 728\ ub@26volume=26a5913e-4794-4dT3-bbb8-7a6361c23a75

root@chapter@3:~# sudo convoy backup create snap_wordpressconvoy_database_81 --dest vfs://fopt/backup/

root@chapter@3:~# sudo convoy backup create snap_wordpressconvoy_uploads_@1 —-dest s3://chapter@3-backup-bucket@us-west-2/
s3://chapter@3-backup-bucket@us-west-2/?backup=6cb4ed46-20884-42bc-8261-6b4dab9@bd5e\ udd26volume=26a5913e-4794-4df3-bbb%-7a6361c23a75
root@chapter®3:~# sudo convoy backup create snap_wordpressconvoy_database_@1 --dest s3://chapter®3-backup-bucket@us-west-2/
53://chapter@3-backup-bucket@us-west-2/7backup=75688b@b-93e7-43159-b212-7alblccaf2B89\udB26volume=6212de6l-caBc-4777-881le-d4bdd7bB@0e3
root@chapter@3:~#

Now that we have off instance backups of our data volumes, let's terminate the
Docker host and bring up a new one. If you haven't already, exit from the Docker
host and terminate it by running the following command:

docker-machine stop chapter03 && docker-machine rm chapter03

Restoring our Convoy backups

As you can see from the following screen, we have backups of our snapshots in an
Amazon S3 bucket:

eoe > | 3 RO B CONEGHe.AWE.8MAZoN.Com > o 9 |

kendrick ~  Global =+ Support ~

m Create Folder  Actions ~ Q None Proparties Transters [
All Buckets / I backup-bucket ¥ / volumes / 26 / ab / 26a58138-4784-4013-bbbB-TaE361c23a75
2 e RO Lo et Object: volume.cfg b

Bucket: chaptar(d-backup-tuckat
6591 3e-4 T4 -4003-b000-TaEI6 1023075
i

B [ vumecs Standard 247 bytes Sun Feb 14 14:17:18 GMT

oy p-DuCkat'c CTSION VO
4-40t- BbbG- 746351 0 3aT SAvalum.ofg

Expiration Rule: N/A
» Detalls
+ Permissions

» Metadata

@ Foodback (3 English A 0 . L A v Privacy Policy  Trms of Us

Before we restore the backups, we need to recreate our Docker instance. Use the
instructions for launching a Docker host in DigitalOcean, installing and starting
Convoy, and also setting up your AWS credentials file from the previous sections
of this chapter.
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1
Y Remember to reassign your floating IP address to the

Droplet before you continue.

Once you have everything backed up and running, you should be able to run the
following commands to restore the volumes:

sudo convoy create wordpressconvoy uploads --backup s3://chapter03-
backup-bucket@us-west-2/?backup=6cb4ed46-2084-42bc-8261-6b4da690bd5e\
u0026volume=26a5913e-4794-4df3-bbb9-7a6361c23a75

You should also be able to run the following command:

sudo convoy create wordpressconvoy database --backup s3://chapter03-
backup-bucket@us-west-2/?backup=75608b0b-93e7-4319-b212-7alb0ccaf289\
u0026volume=8212de6l-ea8c-4777-881le-d4bd07b800e3

The process of restoring the volumes will take several minutes, during which you
will see a lot of output streamed to your terminal. The output should look similar
to the following screenshot:

® (o] root@chapter03: ~ — ssh « docker-machine ssh chapter03 — 134x44

root@chapter@3:~# sudo convoy create wordpressconvoy_uploads —-backup s3://chapter@3-backup-bucket@us-west-2/?backup=6cb4ed46-2084-42b
c-B261-6b4dab9Bbd5etuBB26volume=26a5913e-4794-4df3-bbb%-7a6361c23a75

[8172] Calling: POST, /volumes/create, request: POST, /vl/volumes/create =daemon

[e172] =create =volume =map [PrepareForVM: false Size:® BackupURL:s3://
chapter@3-backup-bucket@us-west-2/7backup=6cb4ed46-2884-42bc-8261-6b4ddabfBbd5e&volume=26a5913e-4794-4df3-bbb%-7a6361c23a75 VolumeName:
wordpressconvoy_uploads VolumeDriverID: VolumeType: VolumeIOPS:@] =daemon =prepare =@33285b5-ceBc-4a5f-beBe-dllcleBTedd
b =wordpressconvoy_uploads

[8173] Loaded driver for %vs3://chapter@3-backup-bucket@us-west-2/ =53

[8173] =convoy-objectstore/volumes/26/a5/26a5913e-4794-4df3-bbb9-7a6361c23a7
5/volume.cfg =s3 =config =objectstore =start

[8173] =convoy-objectstore/volumes/26/a5/26a5913e-4794-4df3-bbb3-7a6361c23a7
5/volume.cfg =53 =config =objectstore =complete

[8173] Current devID 1 =devmapper

[8173] Creating volume =1 =create =volume =devmapper =start

=B33285b5-ceBc-4a5f-beBe-d11cle87edbb
[8173] [devmapper] CreateDevice(poolName=/dev/mapper/convoy-pool, deviceId=1)
[8173] libdevmapper(7): ioctl/libdm-iface.c:175@ (4) dm message convoy-pool OF create_thin 1 [16384] (*1)
[8174] Activating device for volume =1 —activate =volume ~devmapper =start
=@33285b5-ceBc-4a5f-beBe-dllcleBTedbb
[8174] libdevmapper{(7): ioctl/libdm-iface.c:1750 (4) dm create 8332B85b5-ceBc-4a5f-beBe-dllcleB7edbb OF [16384] (+1)
[8174] libdewmapper{(7): libdm-common.c:1348 (4) 8332B5b5-ceBc-4a5f-beBe-d1lcleBTedbb: Stacking MODE_ADD (252,1) 8:0 8688 [verify_ u

dev]

[@174] libdevmapper{(7): ioctl/libdm-iface.c:1750 (4) dm reload @33285b5-ceBc-4a5T-beBe-dllcleB7ed6b OF [16384] (1)

[8174] libdevmapper(7 ioctl/libdm-iface.c:1758 (4) dm resume @33285b5-ceBc-4a5f-beBe-dllcleB7ed6b OF [16384] (#1)

[8174] libdevmapper(7): libdm-common.c:1348 (4) B332B5b5-ceBc-4a5f-beBe-dllcleBTed6b: Processing NODE_ADD (252,1) @:8 0600 [verify
_udev]

[8174] libdevmapper(7): libdm-common.c:983 (4) Created /dev/mapper/@33285b5-ceBc-4a5f-beBe-dllcleBTedbb

[0174] Loaded driver for %vs3://chapter@3-backup-bucket@us-west-2/ =53

[8174] =convoy-objectstore/volumes/26/a5/26a5913e-4794-4d f3-bbb3-7a6361c23a7
5/volume.cfg =53 =config =objectstore =start

[e174] =convoy-objectstore/volumes/26/a5/26a5913e-4794-4df3-bbb9-7a6361c23a7
5/volume.cfg =53 =config =objectstore =complete

[0174] =convoy-objectstore/volumes/26/a5/26a5913e-4794-4df3-bbb9-7a6361c23a7
5/backups/backup_6cbded46-20B4-42bc-8261-6b4da68dbd5e. cfg =s3 =config —objectstore =start

[@175] =convoy-objectstore/volumes/26/a5/26a5913e-4794-4df3-bbb9-7a6361c23a7
S/backups/backup_bcbded46-2084-42bc-8261-6b4dab90bd5e. cfg =53 =config =objectstore =complete

[8175] =s3://chapter®3-backup-bucket@us-west-2/?backup=6cb4ed46-2084-42bc-
B261-6b4dab9@bd5es&volume=26a5913e-4794-4df3-bbb9-7a6361c23a75 =restore =snapshot =2625913e-4794-4df3-bbb8-7a
6361c23a75 =objectstore =start =bcbded46-2084-42bc-8261-6b4dab50bd5e =/dev/mapper/@33285b5-ceBc-4a5f-beBe-d
11cleB7ed6b

[8175] Restore for /dev/mapper/@33285bS-ceBc-4a5f-beBe-dllcleB7edbb: block dd9896T7abflBB25808d2721ab382c693e2a5adedddlac35Bacchf2
871d369e8, 1/933 =objectstore

[8175] Restore for /dev/mapper/@33285b5-ceBc-4a5f-beBe-dllcleBTedbb: block flaf6afaab4lBalecaSalbazaBB56ccTbb@lb3024B3e819F3ff4cad
6bbl7bble, 2/933 =objectstore

[@379] Restore for /dev/mapper/@33285bS-ceBc-4a5T-beBe-dllcleB7ed6b: block 731859929215873fdaclc9f2fBbd25a334abfRf3alelb@57cf2cace
2B826dB6bB, 932/933 =objectstore

[8378] Restore for /dev/mapper/@33285bS-ceBc-4a5f-beBe-dllcleB7edbb: block ba32c76671d5b4dcdBba5571e9b71472a7453b3at2bcadfctb30dc?
eBlaaldaBe, 933/933 =objectstore

[838@8] Created volume =create =volume =daemon =complete =033285b5-ceBc-4a
5f-beBe-dllcleB7edbb

[B388] Response: @33285b5-ceBc-4a5f-beBe-d1lcleB7edbb =daemon

@33285b5-ceBc-4a5f-beBe-dllcleBledbb
root@chapter@3:~#
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As you can see towards the end of the preceding terminal session, the restore
process restores each block from the S3 bucket so that you will most see these
messages scroll past.

Once you have both volumes restored, go back to your Docker Compose file and run
the following command:

docker-compose up -d

If everything goes as planned, you should be able to open a browser and see your
content intact and how you left it using the following command:

open http://$(docker-machine ip chapter03)/

u Don't forget, if you have finished with the Docker host, you
~ will need to stop and remove using docker-machine stop
Q chapter03 && docker-machine rm chapter03, otherwise
you may incur unwanted costs.

Summing up Convoy

Convoy is a great tool to start looking at Docker volumes, it is great to quickly move
the content around different environments, which means that you can not only share
your containers, but also share your volumes with fellow developers or sysadmins. It
is also straightforward to install and configure, as it ships as a precompiled binary.

Block volumes using REX-Ray

So far, we have looked at drivers that use local storage with backups to remote
storage. We are now going to take this one step further by looking at remote storage
that is directly attached to our container.

In this example, we are you going to be launching a Docker instance in Amazon Web
Services and launch our WordPress example and attach Amazon Elastic Block Store
volumes to our containers using REX-Ray, a volume driver by EMC.

REX-Ray supports several storage types on both public clouds and EMC's own
range, as follows:

e AWSEC2

*  OpenStack

* Google Compute Engine

e EMC Isilon, ScalelO, VMAX, and XtremIO
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The driver is in active development and more types of supported storage are
promised soon.

Installing REX-Ray

As we are going to be using Amazon EBS volumes, we will need to launch the
Docker host in AWS, as EBS volumes can not be mounted as block devices to
instances in other cloud providers. As per the previous chapter, this can be
accomplished using Docker Machine and the following command:

docker-machine create \
--driver amazonec2 \
- -amazonec2-access-key JHFDIGJKBDS8639FJHDS \
- -amazonec2-secret-key sfvjbkdsvBKHDJBDFjbfsdvlkb+JLN873JKFLSJH \
- -amazonec2-vpc-id vpc-35¢91750 \
chaptero03

Switch Docker Machine to use the newly created host:

eval "$ (docker-machine env chapter03)"

Then, SSH into the host, as follows:

docker-machine ssh chapter03

Once you are on the Docker host, run the following command to install REX-Ray:
curl -sSL https://dl.bintray.com/emccode/rexray/install | sh -

This will download and perform the basic configuration of the latest stable release of
REX-Ray:

(] [ ] ubuntu@chapter03: ~ — ssh « docker-machine ssh chapter03 — 111x17

ubuntugchapter@3:i~% curl -s5L https://dl.bintray.com/emccode/rexray/install | sh -
Selecting previously unselected package rexray.

(Reading database ... 67416 files and directories currently installed.)

Preparing to unpack rexray-latest-xB6_64.deb ...

Unpacking rexray (8.3.1-1) ...

Setting up rexray (©9.3.1-1) ...

REX-Ray has been installed to fusr/bin/rexray

Binary: /usr/bin/rexray

SemVer: 8.3.1

OsArch: Linux-xBE_B4

Branch: v8.3.1

Commit: bf4dbeecBcH31blddleclBide@>2a23c@968lach
Formed: Wed, 38 Dec 2015 21:12:44 UTC

ubuntu@chapter@3:~$
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Once REX-Ray is installed, we will need to configure it to use Amazon EBS volumes.
This will need to be done as the root user, to the following to add a file called
config.yml to /etc/rexray/:

sudo vim /etc/rexray/config.yml

The file should contain the following, remember to replace the values for AWS
credentials:

rexray:
storageDrivers:
- ec2
aws:
accessKey: JHFDIGJKBDS8639FJHDS
secretKey: sfvjbkdsvBKHDIBDFjbfsdvlkb+JLN873JKFLSJH

Once you have added the configuration file, you should be able to use REX-Ray
straight away, running the following command should return a list of EBS volumes:

sudo rexray volume ls

If you see the list of volumes, then you will need to start the process. If you don't
see the volumes, check whether the user that you have provided accesskey and
secretkey for has access to read and create EBS volumes. To start the process and
check whether everything is OK, run the following commands:

sudo systemctl restart rexray

sudo systemctl status rexray

You should see something similar to the following terminal output if everything
works as expected:
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® [ ] root@chapter03: ~ — ssh + docker-machine ssh chapter03 — 111=37

root@chapter@3:~# rexray volume 1ls
- name: ""
volumeid: vol-7faBledc
availabilityzone: us-east-la
status: in-use
volumetype: gp2
iops: 48
size: "1B"
networkname:
attachments:
- volumeid: vol-7faBledc
instanceid: i-eacbbf72
devicename: fdev/sdal
status: attached

root@chapter@3:~# systemctl restart rexray
root@chapter®3:~# systemctl status rexray
@ rexray.service - rexray

Loaded: loaded (/etc/systemd/systemsrexray.service; enabled; vendor preset:
Active: active (running) since Mon 2816-82-15 17:22:33 UTC; 6s ago

Main PID: 22244 (rexray)
Memory: 3.8M
CPU: 12ms
CGroup: /system.slice/rexray.service
L22244 susr/binfrexray start —f

Feb 15 17:22:33 chapter®3 rexray[22244]: [[[,/[[[' [lccec

Feb 15 17:22:33 chapter®3 rexray[22244]: $$5%%%¢c gghinn

Feb 15 17:22:33 chapter®3 rexray[22244]: BBBb "BBbo,BBBoo0, __

Feb 15 17:22:33 chapter®3 rexray[22244]: MMMM Wt Y IMMM, mt
Feb 15 17:22:33 chapter®3 rexray[22244]: Binary: fusr/bin/rexray
Feb 15 17:22:33 chapter®3 rexray[22244]: SemVer: 8.3.1

Feb 15 17:22:33 chapter®3 rexray[22244]: OsArch: Linux-xB6_64
Feb 15 17:22:33 chapter®3 rexray[22244]: Branch: v@.3.1

Feb 15 17:22:33 chapter®3 rexray[22244]: Commit: bf4d6eecBc931bl@dleclB7de®52a23c@968lach
Feb 15 17:22:33 chapter®3 rexray[22244]: Formed: Wed, 30 Dec 2015 21:12:44 UTC

root@chapter@3: & D

e
Y$$$Pccce $5%585¢ csg”

BBBb "BEBbo,BEEB

The final step of the installation is to restart Docker on the instance so that it picks up

the new volume driver. To do this, run the following command:

sudo systemctl restart docker

Now its time to launch some containers. The only change we need make to the
Docker Compose file from the Convoy one is to change the name of the volume

driver, everything else stays the same:

version: '2'
services:
wordpress:
container name: my-wordpress-app
image: wordpress
ports:
- "80:80"
links:
- mysqgl
environment :
WORDPRESS DB _HOST: "mysgl:3306"
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WORDPRESS DB_PASSWORD:

volumes:

"password"

- "uploads:/var/www/html/wp-content/uploads/"

mysql:

container name: my-wordpress-database

image: mariadb
environment :

MYSQL ROOT_PASSWORD:

"password"

command: mysqgld --ignore-db-dir=lost+found

volumes:

- "database:/var/lib/mysqgl/"

volumes:
uploads:
driver: rexray
database:
driver: rexray

Once the application has launched, set the permissions on the upload folder by

running the following command:

docker exec -d my-wordpress-app chmod 777 /var/www/html/wp-content/

uploads/

In the AWS Console, you will notice that now there are some additional volumes:

ene ¢ 0+ @

 CONSOM IWE ATATON.COM

N, Virginia ~

Support =

Evants

‘

Tags X

Reports

Limits —
wordprusseunray_database

instances wordpraseTaray_upioads

Spot Requests

Reserved Instances
Scheduled instances
Commands

Dedicated Hosts

AMIz

Bundis Tasks
Select a volume abave

Volume ID

ol 86 1d720

wodaB19TTe

wol- Tfalede

*  Bize

18 G&
16 GE

18 G

Volume Type

stardard
standard

oe2

48 1 3000

Snapshot

snap-0B8TE684

Fabruary 15, 2018
Fabruary 15, 7016

Fubruary 15, 2018

a Tto3old

+  Awvallability Zone

st 10

us-nast-1a

um-sasttn

Privacy Polcy

< & 8

State

& inuse
& nuse

@ inuse

|_N—f=]

Terma of Use

Open your new WordPress installation in a browser by running the following

command:

open http://$(docker-machine ip chapter03)/
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If you have a problem opening the WordPress site in your browser, find the running
instance in the AWS Console and add a rule for port 80/HTTP to the DOCKER-
MACHINE security group. Your rules should look similar to the following image:

aoe < « @ W BONEI. s amazon.com

EC2 Dashboard
Creats Securtty Group G LURY o8 @
Events ‘
Tags | search : agcleTafol 9 1to1oft
Repons
Limits W Nameo - Growp D -  Group Mams - wPCID - Description
] sg-cleTalbl docker-maching vc-35c01750 Docker Maching
Instances
Spot Requests Security Group: sg-cleTafé T l=l=

Resanved nstances
Scheduled Instances Description Inbound Cuthound Tags
Communds

Dagicatod Hosts Bt

ANls Type (0 Pratocel | Part Range || Seurce (|

Bundia Tasks HTTP TCP 8 0.0.0.00

85H TP o 0.0.0.00
Volumes Custam TCP Aule cP 378 ooo.00
Snapshos

® Fosdback 3 English

You will only have to add the rule once, as Docker Machine will reassign the
docker-machine security group whenever you launch more Docker hosts.

Once you have the page open, complete the WordPress installation and edit or
upload some content. You know the drill by now, once you have added your
content, it's time to stop the containers, remove them, and then terminate the
Docker host:

docker-compose stop

docker-compose rm

Before removing the host, you can check the status of the volumes by running the
following command:

docker volume 1ls

You will see something similar to the following image:

O [ wordpress-rexray — -bash — 111=11

russ in on
# docker wolume 1s
list rexray: VolumeDriver.List: 484 page not found

DRIVER VOLUME NAME

local 17ba384377bd9d@7RO7513T43083R10aea%a381b41430f68fb04bd5Bbaae fB3e

local c572f546bbb2556FE3ff5dffab471b53e4ac23@B841703c5b%aad530523b29374

rexray wordpressrexray_uploads

rexray wordpressrexray_database

russ in on

: [
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Finally, it's time to remove the Docker host:

docker-machine stop chapter03 && docker-machine rm chapter03

Moving the REX-Ray volume

Before we bring up a new Docker host with Docker Machine, it is worth pointing out
that our WordPress installation will probably look a little broken.

This is because moving our containers to a new host changes the IP address that we
will be accessing the WordPress site on, meaning that until you change the settings
to use the second node's IP address, you will see a broken site.

This is because it is trying to load content, such as CSS and JavaScript, from the first
Docker host's IP address.

For more information on how to update these settings, refer to the WordPress Codex
at https://codex.wordpress.org/Changing The Site URL.

Also, if you have logged into the AWS Console, you may have noticed that your EBS
volumes are not currently attached to any instance:

ene ¢ * © 4 consoln aws smazon.com 5 o

Russ Mckendrick = M. Virginla = Support =

- see

Events 1

Tags | e 1todofd

Reports

Limits Name - VolumslD - Size - Volums Typs - 1OPS - Snapshat - Created - Avallability Zone - State
wordprossrexray_database ol B8 6T 20 16 Gilt standard Fabruary 16, 2018 us-east-1a & aviat

Inglances wordpressraxray_uploods wolda8ndTTg 6 Gl standard February 16, 2016 us-past-ta @ avoilat

Spet Requasts ok Tralede 8 GiE [ 48 [ 3000 snap OBETEEES  Fobruary 15, 2016 us-gast-la @ inuso

FAasarvad Instances

Scheduled Instances

Commands

Dedicatad Hosts

AMis

L ol Salact a voluma above |_J-}=]

Privacy Policy  Tarms of Usa

Now that we have this out of the way, let's launch our new Docker host using
Docker Machine. If you followed the instructions in the previous section to launch
the host, connect, install REX-Ray, and launch the WordPress and Database
containers. As we have already discussed, you could update the site's IP address by
connecting to the database:

1. Should you want to update the IP address, then you can run the following.
First of all, connect to your database container:

docker exec -ti my-wordpress-database env TERM=xterm bash -1
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2. Then make a connection to MariaDB using the MySQL client:
mysqgl -uroot -ppassword --protocol=TCP -h127.0.0.1

3. Switch to the wordpress database:

use wordpress;

4. Then finally run the following SQL. In my case, http://54.175.31.251 is
the old URL and http://52.90.249.56 is the new one:
UPDATE wp_options SET option value = replace(option value,
'http://54.175.31.251"', 'http://52.90.249.56') WHERE option name =
'home' OR option name = 'siteurl';
UPDATE wp_posts SET guid = replace(guid, 'http://54.175.31.251','h
ttp://52.90.249.56") ;
UPDATE wp_posts SET post content = replace(post content,
'http://54.175.31.251"', 'http://52.90.249.56");
UPDATE wp_ postmeta SET meta value = replace(meta value, 'http://54.
175.31.251', 'http://52.90.249.56") ;

Your terminal session should look similar to the following screenshot:

eCe

russ in on
# docker exec —-ti my-wordpress—database env TERM=xterm bash -1
root@6dBb398154bb: /# mysql -uroot -ppassword —-protocol=TCP -h127.8.8.1
Welcome to the MariaDB moniter. Commands end with ; or \g.

Your MariaDB connection id is 12

Server version: 1@.1.11-MariaDB-l~jessie mariadb.org binary distribution

Copyright (c) 20@@, 2015, Oracle, MariaDB Corporatien Ab and others
Type ‘help;' er '\h' for help. Type '\c' to clear the current input statement

MariaDB [{none)]> use wordpress;
Reading table information for completion of table and column names
You can turn off this feature to get a guicker startup with -A

Database changed

MariaDB [wordpress]> UPDATE wp_options SET option_value = replace({option_value, 'http://54.175.31.251', 'http://52.90.2409.56"')
Query 0K, 2 rows affected {0.01 sec)

Rows matched: 2 Changed: 2 Warnings: @

MariaDB [wordpress]> UPDATE wp_posts SET guid = replace(guid, 'http://f54.175.31.251','http://52.90.249.56"');
Query 0K, 4 rows affected (9.80 sec)
Rows matched: 4 Changed: 4 Warnings: @

MariaDB [wordpressl> UPDATE wp_posts SET post_content = replace(post_content, 'http://54.175.31.251', 'http://52.90.249.56');
Query 0K, 1 row affected (@.80 sec)
Rows matched: 4 Changed: 1 Warnings: @

MariaDB [wordpress]> UPDATE wp_postmeta SET meta_value = replace({meta_value, 'http://54.175.31.251', 'http://52.90.249.56');
Query OK, 8 rows affected (8.80 sec)
Rows matched: 5 Changed: 8 Warnings: @

MariaDB [wordpress]> exit

Bye

root@6dBb308154bb: /& exit

logout

russ in on
#

However, we can see that the content is present, even though the site looks broken.
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Summing up REX-Ray

REX-Ray is very much in early development, with more features being added all the
time. Over the next few releases, I can foresee it getting more and more useful as it is
slowly moving towards being a cluster-aware tool rather than the standalone tool it
is at the moment.

However, even in this early stage of its development, it serves as a great introduction
to using external storage with Docker Volumes.

Flocker and Volume Hub
The next tool that we are going to look at is Flocker by ClusterHQ. It's certainly the
most feature-rich of the third-party volume drivers that we are going to be looking at
in this chapter. As you can see from the following list of supported storage options, it
has the widest coverage of storage backends out of all of the volume drivers:

* AWS Elastic Block Storage

* OpenStack Cinder with any supported backend

e EMC ScalelO, XtremelO, and VMAX

*  VMware vSphere and vSan

* NetApp OnTap

* Dell Storage SC Series

* HPE 3PAR StoreServ and StoreVirtual (with OpenStack only)

* Huawei OceanStor

* Hedvig

* NexentaEdge

* ConvergelO

* Saratoga Speed
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There is also support for the following storage options coming soon:

* Ceph
* Google Persistent Disk

As most people will have access to AWS, we are going to look at launching a Flocker
cluster in AWS.

Forming your Flock

Rather than rolling our sleeves up and installing Flocker manually, we are going to
take a look at how to get Flocker up and running quickly.

For this part of the chapter, we will be launching a cluster using an AWS
CloudFormation template provided by ClusterHQ to get a Flocker cluster
up and running quickly.

AWS CloudFormation is the orchestration tool provided by
Amazon that allows you to define how you would like your AWS
infrastructure to look and be configured. CloudFormation is free to
_ use; however, you do pay for the resources that are launched by it.
% At the time of writing, the estimated cost for running the template
L for one month is $341.13. For more information on CloudFormation,
refer to https://aws.amazon.com/cloudformation/, or
for a breakdown of the costs, refer to http://calculator.
s3.amazonaws.com/index.html#r=IAD&s=EC2&key=calc-
DS96E035B-5A84-48DE-BF62-807FFE4740A8.
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There are a few steps that we will need to perform before we launch the
CloudFormation template. First of all, you will need to create a key pair to be used
by the template. To do this, log in to the AWS console at https://console.aws.
amazon.com/, select your region, then click on EC2, and then on the left-hand side
Key Pairs menu, the key pair you create should be called something like flocker-test:
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After you click on the Create button, your key pair will be downloaded, keep this
safe as you will not be able to download it again. Now that you have your key pair
created and safely downloaded, it's time to create an account on the ClusterHQ
Volume Hub, you can do this by going to https://volumehub.clusterhg.com/.

The Volume Hub (at the time of writing this book, it is in Alpha testing) is a
web-based interface to manage your Flocker volumes. You can either signup
for an account using your e-mail address or signin using your Google ID.

Once you have signed up/in, you will be presented with a notice pointing out that
You don't appear to have a cluster yet. and the option of either creating a new cluster or
connect to an existing cluster:

& volumehub.clustarha.com w LA E-N
[ o]
/~ Nodes (0)
Ul Volumes ‘ 44 You don't appear to have a cluster yet

iy Containers

Create a new Flocker cluster Connect an existing Flocker cluster

5 Logs

I you doe'? yet have & Flocker cluster, clicking “Greate New® will guide
you theough provisioning a Flocker-enablad Docker Swarm cluster on

AWS, This Is the easiest way to insiall Flocker and only takes about 15
minutes slart to finish. All you need is an AWS account.

If you already have an existing Flocker cluster this option will show you
haw 10 make it visible in the Volume Hub.

I you want o install Flocker 1o use with a Kubemetes or Mesos cluster
of somewhere besides AWS, you can follow the Flockes instadlation
instiuctions in the Flocker docs and then use the "Connect an existing
Flocker cluster” option to see it in the Volume Hub.

+ Creale new

By clicking "Create New” or "Connect” you are sgresing to our Terms of Use and Privacy Policy.
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Clicking on Create new button will open an overlay with instructions about what
you need to do to create a cluster using AWS CloudFormation. As we have already
actioned step one, scroll down to step two. Here, you should see a button that says
Start CloudFormation Configuration Process, click on this to open a new tab that
will take you directly to the AWS CloudFormation page on the AWS console:

ene ¢ ol BN Ko i valumahub elustarha. com w ol b o |

Create a Flocker cluster

Stant CloudFormation Canfiguration Process

Select Template

The first step of launching the AWS CloudFormation stack is selecting the template,
this has already been done for us, so you can click on the Next button.

You will now be asked to give some details about your stack, this includes a name
for the stack, EC2 key pair name, AWS access and secret keys, and also your Volume
Hub token.
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To get your Volume Hub token, visit https://volumehub.clusterhq.com/v1l/
token and you will be presented with a token. This token is unique to your Volume
Hub account, it is important you don't share it:

ene R O) i conEcle.ows.amazon.com ' o

aume Hub Erostn A Mew Stack +

Russ Mckendrick ~  N. Virginia ~  Support ~

Salact Tempiate

Specify Details

Specily Details
Optians Specify a stack name and parameter values. You ¢an use o change the default parameter values, which are defined in the AWS CloudFormation template. Learn
Review reone.

Stack name  ChapterDd-Flocker-Test

Parameters

KeyiD ¥our Arnazon AWS acoess ey 10 (mandatany

ECZKeyPalr  flocker-test Mame of an existing EGZ KeyPak 1o enabis S5H acchss 1o 1he instanca (mandatary|

VolumeHub Token

wiXald4mSngkaxMCSEL

Cancel Pravious m

Privacy Policy  Torrees of Liso

Once you have filled in the details you can click on the Next button. On the next
page, you will be asked to tag your resources, this is optional. You should follow
your normal processes for tagging resources here. Once you have added your tags,
click on the Next button.

account that will incur hourly charges. Only click on create if you

M Note that clicking on create will launch resources in your AWS
Q are planning on working through the next steps.

The next page gives you an overview of the details that you have provided. If you
are happy with these, click on the Create button.
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After you click on the Create button, you will be taken back to the AWS

CloudFormation page, where should see your stack with a CREATE_IN_
PROGRESS status:

e0e ¢ + | O i console.aws.smazon.com : o
Volume Hub CloudFormation Management Canscle +
Actions * Dasign tamplate e o
Filter: Active~ By Name: Showing 1 stack
Stack Nama Craated Tima Status Dascription
@ Chapter03-Flocker-Test 2016-02-14 17:18:57 UTC+0000
[} _}=]

@ Foadback (@ English 2 H v g . Privacy Policy ~ Terms of Liso

If you don't see your stack, click on the refresh icon on the right-hand top corner.
Typically, it will take around 10 minutes to create your cluster. While the stack is
being created, you can click on one of the Split pane icons on the bottom-right
of the screen and view the events that are taking place to launch your cluster.

Also, as the cluster is launching, you should start seeing Nodes registering
themselves in your Volume Hub account. It is important, however tempting, to not
start using the Volume Hub until your stack has a CREATE_COMPLETE status.
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Once your stack has been deployed, click on the Outputs tab. This will give you the
details you will need to connect to the cluster. You should see something similar to
the following:

e0e < + @ i console.aws.amaran.com : 0
Valume Hub CloudFormation Management Canscle -+
N. Virginia +  Support +
Creats Stack Actions = Daaign tamplate [+ o
Fitter: Active ~ By Nama: Showing 1 stack
Stack Nama Craated Tima Status Dascription
@ Chaptar0d-Flockar-Tast 2016-02-14 17:18:57 UTC+0000 CREATE_COMPLETE
Overview  Outputs  Resources  Events  Template  Paramelers Tags  Stack Policy [N =l
Key Value Description
AgentNode1IP 54.166.143.73 Public IF of Agent Node fior Flocker and Swarm.,
AgantMode2IP §4.198.113.222 Public IP of Agent Node for Fliocker and Swarm.
ClisntConfigDockarSwarmboat export DOCKER_HOSTstep /54,188,167 212376 Clisnt config: Swarm Manager's DOCKER_HOST asting.
ClientConfigDockerTLS export DOGKER_TLS _VERIFY=1 Client config: Enable TLS client for Swarm,
ClientNodelP 23.20.128.24 Public IP address of the client node.
ContralNadalP 54.188.167.2 Pubilic IP of Flocker Control and Swarm Manager:
S3Bucket chaplerD3-fiocker-test-cl ) Name of 53 bucket to hold cluster configuration files.

Privacy Policy  Torrees of Liso

The first thing we need to do is set the correct permissions on the key pair that we
created earlier. In my case, it is in my Downloads folder:

chmod 0400 ~/Downloads/flocker-test.pem.txt

Once you have set the permission, you will need to log in to the client node using
ubuntu as the username and your key pair. In my case, the client node IP address
is 23.20.126.24:

ssh ubuntu@23.20.126.24 -i ~/Downloads/flocker-test.pem.txt

Once you are logged in, you need to run a few more commands to get the cluster
ready. For this, you will need to make a note of the IP addresses of the Control
Node, which in the preceding screen is 54.198.167. 2:

export FLOCKER CERTS PATH=/etc/flocker
export FLOCKER USER=userl
export FLOCKER CONTROL SERVICE=54.198.167.2
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Now that you have connected to the control service, you should be able to get an
overview of the cluster using the flockerctl command:

flockerctl status

flockerctl 1s

When running the flockerctl 1ls command, you shouldn't see any datasets listed.
Now we should connect to Docker. To do this, run the following commands:

export DOCKER TLS VERIFY=1
export DOCKER HOST=tcp://$FLOCKER CONTROL SERVICE:2376

docker info | grep Nodes

At the time of writing this book, the Flocker AWS CloudFormation template installs
and configures Docker 1.9.1 and Docker Compose 1.5.2. This means that you will
not be able to use the new Docker Compose file format. There should be, however,
Docker Compose files in both the old and new formats in the GitHub repository,
which accompanies this book.

You can find the repository at https://github.com/russmckendrick/extending-
docker/.

Your terminal output should look similar to the following session:

® [ ] ubuntu@ip-10-123-196-215: ~ — ssh ubuntu@23.20.126.24 -i ~/Downloads/flocker-test.pem.txt — 110x20

ubuntu@ip-18-123-196-215:~% export FLOCKER_CERTS_PATH=/etc/flocker
ubuntu@ip-19-123-196-215:~% export FLOCKER_USER=userl
ubuntu@ip-18-123-186-215:~% export FLOCKER_CONTROL_SERVICE=54.198.167.2
ubuntu@ip-18-123-186-215:~% flockerctl status

SERVER ADDRESS

BBObeboBe 18.182.54.66

Sccchbf2 18.179.213.198

ubuntu@ip-18-123-196-215:~% flockerctl 1s
DATASET S5IZE METADATA STATUS SERVER

ubuntu@ip-18-123-196-215:~% export DOCKER_TLS_VERIFY=1
ubuntu@ip-18-123-196-215:~% export DOCKER_HOST=tcp://54.198.167.2:2376
ubuntu@ip-18-123-186-215:~% docker info |grep Nodes

Nodes: 2

ubuntu@ip-18-123-186-215:~% docker ——version

Docker wversion 1.9.1, build a34alds

ubuntu@ip-18-123-196-215:~% docker-compose —--wversion

docker-compose version 1.5.2, build 7248ff3
ubuntu@ip-10-123-196-215:~% ||

Now that we have everything up and running, let's launch our WordPress
installation using Flocker volumes.
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Deploying into the Flock

First thing we should do is create the volumes. We could let Flocker use its defaults,
which is a 75 GB EBS volume, but this is a little overkill for our needs:

docker volume create -d flocker -o size=1G -o profile=bronze
- -name=database

docker volume create -d flocker -o size=1G -o profile=bronze
- -name=uploads

As you can see, this is a more sensible size and we are choosing the same volume
names as we have done in the previous examples. Now that we have our volumes
created, we can launch WordPress. To do this, we have two Docker Compose files,
one will launch the containers on AgentNodel and the other on AgentNode?2. First of
all, create a folder to store the files:

mkdir wordpress
cd wordpress

vim docker-compose-nodel.yml

As already mentioned, at the time of writing this book, only the original Docker
Compose file format is support, due to this, our file should have the following content:

wordpress:

container name: my-wordpress-app
image: wordpress
ports:

- "80:80"
links:

- mysqgl
environment :

- "constraint:flocker-node==1"

- "WORDPRESS DB HOST=mysql:3306"

- "WORDPRESS DB PASSWORD=password"
volume driver: flocker
volumes:

- "uploads:/var/www/html/wp-content/uploads/"

mysql:
container name: my-wordpress-database
image: mariadb
environment :
- "constraint:flocker-node==1"
- "MYSQL_ ROOT_ PASSWORD=password"
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command: mysqgld --ignore-db-dir=lost+found
volume driver: flocker
volumes:

- "database:/var/lib/mysqgl/"

As you can see, it isn't too different from the new format. The important thing to
note is the lines that bind the containers to a node, this has been highlighted in the
preceding code.

To launch the containers, we have to pass the filename to docker-compose. To do
this, run the following commands:

docker-compose -f docker-compose-nodel.yml up -d

docker-compose -f docker-compose-nodel.yml ps

Once the container's have launched, run the following to set the correct permissions
on the uploads folder:

docker exec -d my-wordpress-app chmod 777 /var/www/html/wp-content/
uploads/

Now that we have our volumes created and containers launched, let's take a quick
look at the Volume Hub:

& wolomeub.custech com s o

[ Cluster 0706710085 40e0 8303 46605637 1646 ¢

[ 0 0
Search
L] Internal IP Flocker version Attached volumes Pending volumes Detached Deleting Deleted
eatiftda 10.168.86.184 1.9.0.dev1 41221 gdeded s 2 o 0 L] 0 O View detads
rededTa 10.1683.38.78 1.9.0.devi #1221 gdedodst 0 ] [ [ 0 © View detaiy
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As you can see, there are two volumes being shown as attached to the node with
the internal IP of 10.168.86.184. Looking at the Volumes page gives us a lot
more detail:

= wolumetub.custechg.com 5 o

[(Cluster | 80770671-ab05-40ea-83e3-46605837169c 4|

iy Containers ] Metadata Status Node Size

47406324 maximum_size * 1073741624 Anached esdldftsa 1.00G
3 Logs name = databise
clusserhq;fiocker-profile = bronze

95calied ma izt = 1073741824 Antached ead3fBa 1.006
name = upicads
chusterha: flocker profile = bronze

As you can see, we have information on the size, name, its unique ID, and which
node it is attached to. We can also see the information on the containers that are
running within our cluster:

ene < I )] & volometubcustechg.com . o

[(Cluster | 80770671-ab05-40ea-83e3-46605837169c 4|

[ Containers (5) + Creste mew

Search
] Hame Image Flacker Hode Volume
Fieztiita Ewarm eaddfeia
baBsseLs plideriabs/aipine HaleaTa
807837 Jmiy-woedpress datsbase marisds [Trel Y 47406374
154¢970 fey-weedpress-apg werdpress eaddteds S5calddd

D60defes Meargey, willams twaim kLR

Before we stop and remove the containers, you should configure WordPress and
then log in and upload a file. You will be able to get the I address you can access
WordPress on by running the following command and opening the IP address where
port 80 is mapped to in your browser:

docker-compose -f docker-compose-nodel.yml ps
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Once you have made these changes, you can stop and remove the containers by
running the following commands:

docker-compose -f docker-compose-nodel.yml stop

docker-compose -f docker-compose-nodel.yml rm -f

Now that you have removed the containers, it's time to launch them on the second
node. You will need to create a second Docker Compose file, as follows:

vim docker-compose-node2.yml

wordpress:
container name: my-wordpress-app
image: wordpress
ports:
- "80:80"
links:
- mysqgl
environment:
- "constraint:flocker-node==2"
- "WORDPRESS DB HOST=mysql:3306"
- "WORDPRESS DB PASSWORD=password"
volume driver: flocker
volumes:
- "uploads:/var/www/html/wp-content/uploads/"
mysqgl:
container name: my-wordpress-database
image: mariadb
environment:

- "constraint:flocker-node==2"

- "MYSQL_ROOT_PASSWORD=password"
command: mysqgld --ignore-db-dir=lost+found
volume driver: flocker
volumes:

- "database:/var/lib/mysgl/"

As you can see, all that has changed is the node number. To launch the containers,
run the following command:

docker-compose -f docker-compose-node2.yml up -d
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It will take a little longer to launch, as Flocker has to unattach and reattach the
volumes to the second node. Once the containers are running, you will see that they
are now showing as being attached to the second node in the Volume Hub, as shown
in the following screenshot:

= welometub clustechg com . [ -] 2+

[(Cluster | 80770671-ab05-40ea-83e3-46605837169c 4|

7+ Nodes (2)

Wy Comainers

3 Logs
Search
] Internal IP Flocker version Mtached volumes Pending volumes Detached Deleting Deleted
estiftda 10.168.86.184 1.9.0.dev1 41221 gdebodst 0 ] o 0 ] © View detads
stchTn 10,183.38.78 1.9.0.0ev1 #1221 gdededst 2 ] [} ] ] © Viw detaily

= welometub clustechg com . [ -] 2+

[(Cluster | 80770671-ab05-40ea-83e3-46605837169c 4|

[ Volumes (2) + Creste mew

Search
L= L) Mrtadata Status HNode Size
47406324 maximum_size * 1073741624 Attached edchTn 1.00G
3 Logs name = database
clusterhg:flockes profile = bronze
Sealidd marimum_size = 107741824 Artached 38icBTa 1.006

name = wploads
chusterhq: focker profile = bonze
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Finally, you can see your new containers on the Containers page:

= wolumetub.custechg.com 5 o

[ Cluster 0706710085 40e0 8303 46605637 1646 ¢

Wy Containers L) Hame image Flocker Node Volume
Ficetdta fhurgry_aillen swarm eaddfbin
sty Iy wrdRrEss-apn wordpress Hutcsta 5calgad

PRI mariadh T 47406324

D60detes Muirgry_willlaens swarm MsteTa

Run the following command and open the IP address in a browser:

docker-compose -f docker-compose-node2.yml ps

As mentioned in the REX-Rey section of this chapter, opening WordPress should
show you a broken-looking WordPress page, but this shouldn't matter as some
content is being served out of the database volume; otherwise, you would be seeing
the Install WordPress page.

So, there you have it. You have used Flocker and Volume Hub to launch and view
your Docker volumes, as well as move them between hosts.

As mentioned at the start of this section, you are paying by the hour to have the
cluster up and running. To remove it, you should go to the AWS Console, switch
to the CloudFormation service, select your Stack, and then delete from the actions
drop-down menu:
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(N @ CongSle WS AMETen.com ' L]

Delate Stack

If you get an error about not being able to remove the S3 bucket, don't worry, all of
the expensive stuff will have been terminated. To resolve the error, just go to the S3
bucket it is complaining about in the AWS Console and remove the content. Once
you have removed the content, go back to the CloudFormation page and attempt to
delete the stack again.

Summing up Flocker

Flocker is the grandfather of Docker volumes, it was one of the original solutions for
managing volumes even before the volume plugin architecture was released. This
means that it is both mature and easily the most complicated of the volume plugins
that we have looked at.

To get an idea of its complexity, you can view the CloudFormation template at
https://s3.amazonaws.com/installer.downloads.clusterhq.com/flocker-

cluster.cloudformation. json.
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As you can see, there are a lot of steps. Viewing the template in the CloudFormation
visualizer gives you more of an idea of how everything is linked:

o0 * | @  console.aws amazen.com - o

=80

Add to the mix that Docker itself is regularly being updated and you have a very
complex installation process. This is the reason why I have not gone into detail about
how to manually install it in this chapter, as the process will no doubt have changed
by the time you come to read it.

Luckily, Cluster Labs have an extremely good documentation that is regularly
updated. It can be found at https://docs.clusterhqg.com/en/latest/.

It's also worth pointing out that, at the time of writing this book, Volume Hub is in
early alpha and more functionality is being added regularly. Eventually, I can see
this being quite a powerful combination of tools.
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Summary

In this chapter, we have looked at three different volume drivers that all work with
Docker's plugin architecture.

While the three drivers offer three very different approaches to providing persistent
storage for your containers, you may have noticed that Docker Compose files and
how we interact with the volumes using the Docker client was pretty much the same
experience across all three tools, probably to the point where I am sure it was starting
to get a little repetitive.

This repetitiveness showcases, in my opinion, one of the best features of using
Docker plugins, the consistent experience from the client's point of view. At no
point, after we configured the tools, did we have to really think about or take into
consideration how we were using the storage, we just got on with it.

This allows us to reuse our resources, such as Docker Compose files and containers,
across multiple environments such as local VMs, cloud-based Docker hosts, or even
Docker clusters.

However, at the moment, we are still bound to a single Docker host machine. In the
next chapter, we will look at how to start spanning multiple Docker hosts by looking
at Docker Networking plugins.

[107]






Network Plugins

In this chapter, we are going to be looking at the next type of plugin: networking.
We will discuss how to make use of the new networking tools introduced with
Docker 1.9, along with third-party tools that add even more functionality to the
already powerful built-in tools. The two main tools that we are going to look at are
as follows:

* Docker Overlay Network: https://docs.docker.com/engine/userguide/
networking/dockernetworks/

* Weave: https://weave.works/

This chapter assumes that you are using Docker 1.10+, some
= commands may not work in the previous versions.

Docker networking

Before we start to go into detail about Networking in Docker, I should mention that
we have managed to make it to the fourth chapter in the book without having to
really think about networking, this is because, by default, Docker creates a network
bridge between the containers and your host machine's network interface. This is
Docker networking at its most basic form.

Like basic storage, this limits you to bring up your containers on a single host even
when using a clustering tool such as Docker Swarm, as you may have already
noticed in Chapter 2, Introducing First-party Tools, when we were bringing up our
WordPress installation, the web and database containers where launched on a single
host within the cluster. If we were to try and bind each of the two containers to
different host, they would not be able to talk to each other.
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Luckily, Docker has you covered and provides its own multi-host networking layer
to use with Docker Swarm.

Multi-host networking with overlays

Docker released its production-ready multi-host overlay networking functionality in
Docker 1.9. Before this release, the functionality was classed as experimental.

An overlay network is a computer network that is built on top of another
- network. Nodes in the overlay network can be thought of as being
connected by virtual or logical links, each of which corresponds to a path,
~ perhaps through many physical links, in the underlying network:

https://en.wikipedia.org/wiki/Overlay network

In Docker termes, it allows containers on one Docker host to talk directly to containers
on another Docker host as if they were on the same host, as shown in the following
screenshot:

A M D

docker _ docker _
.~ | .~ |

Swarm Node 01 Swarm Mode 02

Swarm Master
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As you can see from the preceding diagram, there are some prerequisites. Firstly,
you must be running a Docker Swarm cluster. Here we have a Docker Swarm
cluster made up of two nodes and a master, all of which have the overlay network
configured. You will also need a Service Discovery service, where it can be accessed
by the Docker Swarm cluster. For this, you can use the following applications:

e Consul: https://www.consul.io/
* FEtcd: https://coreos.com/etcd/

* ZooKeeper: http://zookeeper.apache.org/

For the purpose of this chapter, we will be using Consul by HashiCorp (https://
hashicorp.com/) and we will also be launching our cluster using Docker Machine
in DigitalOcean.

Launching Discovery

Back in Chapter 2, Introducing First-party Tools, we launched our Docker Swarm
cluster using a one-off token from the Docker hub. One of the requirements of
multi-host networking is a persistent key/value store so that we have permanent
and accessible place to store values about our cluster, we will be using Consul to
provide this in our example cluster.

Consul is an open source tool written by HashiCorp for discovering and configuring
services in an infrastructure. It provides several key features, including Service
Discovery, health checking, and a key/value store, all while being multi-datacenter
aware.

To launch the Docker host, which will run Consul, run the following command:

docker-machine create \
--driver digitalocean \

--digitalocean-access-token
sdnjkjdfgkjb345kjdgljkngwetkjwhgoih31l4rjkwergoiyu3d4rjkherglkhrg0 \

--digitalocean-region lonl \
--digitalocean-size 512mb \
--digitalocean-private-networking \

service-discovery
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You may notice that we have added an additional line to the docker-machine
command, this launches the DigitalOcean Droplet with private networking enabled.
Once the Docker host has launched, we can launch the Consul service by running the
following command:

docker $(docker-machine config service-discovery) run -d \
-p "8400:8400" \
-p "8500:8500" \
-h "consul" \
russmckendrick/consul agent -data-dir /data -server -bootstrap-expect

1 -ui-dir /ui -client=0.0.0.0

This will download a copy of my Consul container image, also now there is
an official image that can be found at https://hub.docker.com/_/consul/;
however, this image as it is new may not work with the preceding example.

As this is the only command we need to run on this host, we are not configuring our
local Docker client to use the host; instead, we are passing the configuration over at
runtime using $ (docker-machine config service-discovery). To check whether
everything is running as expected, you can run the following command:

docker $ (docker-machine config service-discovery) ps

Here, you should see a single container running something similar to the following
terminal output:

000 russ — -bash — 145x26

russ in
5 docker $(docker-machine config service-discovery) run -d %
-p “E400:8400" N\
-p "B508:8500" %\
—-h "consul" A\
russmckendrick/consul agent -data-dir fdata -server -bootstrap-expect 1 -ui-dir fui -client=0.0.08.0
Unable to find image 'russmckendrick/consul:latest' locally
latest: Pulling from russmckendrick/consul

ee54741ab35b: Pull complete

a3ed95caeb@2: Pull complete

4fabd4287422: Pull complete

B8db2f3608387: Pull complete

Digest: sha256:e96caf@118B865a9f40717fc1f5ea8553e12515149ba@db@2797 c4abedd fbad4
Status: Downloaded newer image for russmckendrick/consul:latest
e6556345dTb@@B5981bB513694a35402b347cd1384a10a467d5Tc77cedRacela

russ in
# docker $(docker-machine config service-discovery) ps
CONTAINER ID TMAGE COMMAND CREATED STATUS PORTS
NAMES
e6556345dfbd russmckendrick/consul "/binfconsul agent -d" 35 seconds ago Up 35 seconds 8.0.9.0:8400->B400/tcp, B3BB-B30Z/tc
p, B301-8302/udp, B6OQ/tcp, BEOB/udp, 0.0.0.0:8500->8500/tcp trusting_pare

russ in

en http://$(docker-machine ip service-discovery):B50@/ui
russ in

5

[112]



https://hub.docker.com/_/consul/

Chapter 4

Before we progress further, it should be noted that launching Consul
with the -bootstrap-expect 1 flag should never be attempted in
production. You should consider bringing multiple Consul hosts. For
L more information on a highly available Consul cluster, refer to the
following URL for details on how to configure a full Consul cluster:

https://www.consul.io/docs/guides/bootstrapping.html

You can also get an idea of what information Docker will be storing in Consul by
opening the web interface, to do this type the following command:

open http://$ (docker-machine ip service-discovery) :8500/ui

You should see an almost empty Consul view, as shown in the following image:

[ X ] o @o WEIGEIE7S v L]

(» SERVICES NODES KEY/VALU ACL &

consul

We will come back to the web interface once we have launched the Docker Swarm
cluster. Now we have the service discover container running and accessible, it's time
to start launching the rest of the cluster.

Readying the Swarm

Let's start to launch the Docker Swarm cluster, first of all the Swarm master. We will
call this chapter04-00:

docker-machine create \
--driver digitalocean \

--digitalocean-access-token
sdnjkjdfgkjb345kjdgljkngwetkjwhgoih3l4rjkwergoiyu3d4rjkherglkhrg0 \

--digitalocean-region lonl \
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--digitalocean-size 1lgb \
--digitalocean-private-networking \
--swarm --swarm-master \

--swarm-discovery="consul://$ (docker-machine ip service-
discovery) :8500" \

--engine-opt="cluster-store=consul://$ (docker-machine ip service-
discovery) :8500" \

--engine-opt="cluster-advertise=ethl:2376" \

chapter04-00

As you can see, the command is very similar to the one used in Chapter 2, Introducing
First-party Tools; however, we are supplying details of our Consul installation. We
are doing this by passing in the IP address of the service-discovery host using the
docker-machine ip command.

Once the Swarm master is booted, we are going to launch two Swarm nodes using
the following commands:
docker-machine create \

--driver digitalocean \

--digitalocean-access-token
sdnjkjdfgkjb345kjdgljkngwetkjwhgoih31l4rjkwergoiyu34rjkherglkhrg0 \

--digitalocean-region lonl \
--digitalocean-size 1lgb \
--digitalocean-private-networking \
--swarm \

--swarm-discovery="consul://$ (docker-machine ip service-
discovery) :8500" \

--engine-opt="cluster-store=consul://$ (docker-machine ip service-
discovery) :8500" \

--engine-opt="cluster-advertise=ethl:2376" \

chapter04-01

For the second node, we are going to use the following commands:

docker-machine create \
--driver digitalocean \

--digitalocean-access-token
sdnjkjdfgkjb345kjdgljkngwetkjwhgoih31l4rjkwergoiyu34rjkherglkhrg0 \

--digitalocean-region lonl \

--digitalocean-size 1gb \
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--digitalocean-private-networking \
--swarm \

--swarm-discovery="consul://$ (docker-machine ip service-
discovery) :8500" \

--engine-opt="cluster-store=consul://$ (docker-machine ip service-
discovery) :8500" \

--engine-opt="cluster-advertise=ethl:2376" \

chapter04-02

Now that we have our master and two nodes up and running, let's switch to the
environment and make sure that the cluster is showing the correct number of hosts:

eval $(docker-machine env --swarm chapter04-00)

docker info

You should see something similar to the following screenshot when running
docker info:

[ J [J russ — -bash — 143=47

russ in

# docker info

Containers: 4

Running: 4

Paused: @

Stopped: @

Images: 3

Server Version: swarm/1.1.2

Role: primary

Strategy: spread

Filters: health, port, dependency, affinity, constraint
MNodes: 3

chapter@4-@@: 188.166.153.89:2376
Status: Healthy

Containers: 2

Reserved CPUs: @ / 1

Reserved Memory: @ B / 1.018 GiB
Labels: executiondriver=native-8.2, kernelversion=4.2.8-27-generic, operatingsystem=Ubuntu 15.18, provider=digitalocean, storagedriver=aufs
Error: (none)

UpdatedAt: 2016-82-21T16:07:28Z
chapter@4-@1: 188.166.149.41:2376
Status: Healthy

Containers: 1

Reserved CPUs: @ / 1

Reserved Memory: @ B / 1.818 GiB
Labels: executiondriver=native-8.2, kernelversion=4.2.8-27-generic, operatingsystem=Ubuntu 15.18, provider=digitalocean, storagedriver=aufs
Error: (none)

UpdatedAt: 2016-82-21T16:07:04Z
chapter@4-22: 1B8,166.149.158:2376
Status: Healthy

Containers: 1

Reserved CPUs: @ / 1

Reserved Memory: @ B / 1.818 GiB
Labels: executiondriver=native-8.2, kernelversion=4.2.8-27-generic, operatingsystem=Ubuntu 15.18, provider=digitalocean, storagedriver=aufs
Error: (none)

UpdatedAt: 2016-82-21T16:07:312Z
Plugins:

Volume:

Network:

Kernel Version: 4.2.8-27-generic
Operating System: linux
Architecture: amdb4

CPUs: 3

Total Memory: 3.854 GiB

Mame: chapter@4-8@

russ in

5

—mm T T

So, we now have our cluster launched, and everything is talking to each other.
We will now be able to create our overlay network.
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Adding the overlay network

For testing purpose, we are going to be creating a very basic network and launching
a very basic container. The following command will create the overlay network, and
thanks to the service-discovery provided by Consul, the network settings will be
distributed to each node within our Docker Swarm cluster:

docker network create --driver overlay --subnet=10.0.9.0/24 chapter04-
overlay-network

So, there you have it, we have created an overlay network called chaptero4-
overlay-network with a subnet of 10.0.9.0/24 on our cluster. To make sure
that everything is OK, you can run the following commands to list the networks
configured within the cluster:

docker network ls
You can also check on the individual nodes by running the following command:

docker $(docker-machine config chapter04-01) network 1s

docker $(docker-machine config chapter04-02) network 1s

5

0@ russ — -bash — 143x29
russ in

# docker network 1ls

NETWORK ID NAME DRIVER
BaeBT7cf40002 chapter@4-81/host host
cbB5774c3cfO chapter@4-82/host host
eZe@@f4B858Fh chapter@4-2@/bridge bridge
d25bcdbcBecT chapter@4-88/host host
4Be3B21ed771 chapter@4-81l/bridge bridge
9f33bf3ldfch chapterd4-81/none null
1be67d5713b7 chapter@4-082/bridge bridge
Bballd4Bbecd chapter@4-82/none null
becc¥dcTecd5t chapter@4-overlay-network overlay
aaacT717T2B8 chapter@4-08/none null

russ in

s docker ${docker-machine config chapter®d4-81) network 1s
NETWORK ID NAME DRIVER
bec?dcTecd5t chapter@4-overlay-network overlay
48e3B21ed771 bridge bridge
9f33bf31dfch none null
Gae@7cf40002 host host

russ in

¥ docker %{docker-machine config chapter@4-82) network 1s
NETWORK ID NAME DRIVER
bcc7dcTecdsT chapterdd4-overlay-network overlay
1be67d5713b7 bridge bridge
Bballd4Bbeed none null
chbB5774c3cTlR host host

russ in
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As you can see, each node has its host and bridge networks available, meaning that
you don't have to use the overlay network if you don't want to; however, we do so
that its time to launch a container and configure it to use our newly added network.

Using the overlay network

To start with, we will be launching a container that runs NGINX:

docker run -itd \
--name=chapter04-web \
--net=chapter04-overlay-network \
-p 80:80 \
--env="constraint:node==chapter04-01" \

russmckendrick/nginx

As you can see, we are configuring our container to use chaptero04-overlay-
network by passing the - -net flag. We are also making sure that the container is
launched on the chapter04-01 node. Next up, let's see if we can view the content
being served by our NGINX container.

To do this, let's launch a container on our second node, chaptero04-02, and run wget
to fetch the page being served by NGINX:
docker run -it \
--rm \
--net=chapter04-overlay-network \
--env="constraint:node==chapter04-02" \

russmckendrick/base wget -q -O- http://chapter04-web

If everything went as planned, you will see Hello from NGINX returned by the
command. We can also ping the NGINX container from the second node by running
the following command:
docker run -it \
--rm \
--net=chapter04-overlay-network \
--env="constraint:node==chapter04-02" \

russmckendrick/base ping -c 3 chapter04-web
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You should see an IP address within the 10.0.9.0/24 subnet returned, as shown in the
following screenshot:

e0e russ — -bash — 147x18

russ in

¢ docker run -itd --name=chapterB4-web —-net=chapter@4-overlay-network —p B@:B8 —-env="constraint:node==chapter@4-81" russmckendrick/nginx
a6644d7a04394bR%edbe75f75a25ad4c6537265a5bbBB33c6d746dcebdaRa266

russ in

¢ docker run -it ——rm —-net=chapter@4-overlay-network ——env="constraint:node==chapter®4-82" russmckendrick/base wget -g -0- http://chapter84-web
Hello from NGINX

russ in

s docker run -it --rm --net=chapter@®4-overlay-network --env="constraint:node==chapter@4-02" russmckendrick/base ping -c¢ 3 chapter@4-web
PIMG chapter@4-web {108.8.9.2): 56 data bytes

64 bytes from 18.0.9.2: seq=0 ttl=64 time=0.767 ms

64 bytes from 10.0.9.2: seg=1 ttl=64 tim .509 ms

64 bytes from 18.8.9.2: seg=2 ttl=64 time=8.378 ms

-— chapterB4-web ping statistics ———
3 packets transmitted, 3 packets received, 0% packet loss
round-trip minfavg/max = @.378/0.551/0.767 ms

russ in

[

If you want to take a look at the network that has been configured on the
chapter04-web container, you can run the following commands:

docker exec chapter04-web ip addr
docker exec chapter04-web route -n

docker exec chapter04-web ping -c 3 google.com

You should see something similar to the following terminal output returned:

[ NN ] russ — -bash — 111x 39
russ in
# docker exec chapter@4-web ip addr
1: lo: <LOOPBACK,UP,LOWER_UP= mtu 65536 gdisc nogueue state UNKNOWMW
link/loopback 00:00:00:00:00:00 brd B0:Q0:00:00:00:08
inet 127.8.8.1/B scope host lo
valid_1ft forever preferred_1ft forever
inetfé ::1/128 scope host
valid_Lft forever preferred_1ft forever
31: eth@@if32: <BROADCAST,MULTICAST,UP,LOWER_UP,M-DOWN= mtu 1458 gdisc noqueue state UP
link/ether B2:42:02:00:09:82 brd Tf:ffiff:ffiffeff
inet 10.8.9.2/24 scope global eth@
valid_1ft forever preferred_1ft forever
inetf feB@::42:aff:fe@@:0082/64 scope link
valid_Lft forever preferred_1ft forever
33: ethl@if34: <BROADCAST,MULTICAST,UP,LOWER_UP,M-DOWN> mtu 158@ qdisc nogueue state UP
link/ether B2:42:a2c:12:00:82 brd ff:Fff:ff:ff:ff:FF
inet 172.1B.8.2/16 scope global ethl
valid_Lft forever preferred_1ft forever
inetf feB@::42:acff:fel2:2/64 scope link
valid_L1ft forever preferred_1ft forever
russ in
5 docker exec chapter@4-web route -n
Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref Use Iface
g.a.90.8 17z.18.0.1 0.8.8.8 uG a 2] @ ethl
18.8.9.9 g.0.8.8 255.255.255.8 u a 2] @ eth@
172.18.8.8 g.0.8.8 255.255.8.9 u a 2] @ ethl
russ in

7 docker exec chapter@4-web ping -c 3 google.com

PING google.com (216.58.213.174): 56 data bytes

64 bytes from 216.58.213.174: seq=0 ttl=57 time=0.483 ms
64 bytes from 216.58.213.174: seq=1 tt1l=57 time=0.703 ms
64 bytes from 216.58.213.174: seq=2 ttl=57 time=0.392 ms

-—— google.com ping statistiecs -—

3 packets transmitted, 3 packets received, 8% packet loss
round-trip min/avg/max = B.392/8.526/0.703 ms

russ in

£
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Finally, you can access the container in your browser by running the following
command:

open http://$ (docker-machine ip chapter04-01)/

The page will look something similar to the following screenshot:

[ NON ] b @ 188.166.149.41 ¢

=

O |+

Hello from NGINX

While the page itself isn't much to look at, there are actually some quite clever things
going on in the background that you may not have noticed, the biggest of which is
that we haven't had to link our containers together. In the previous chapters, we had
used the link flag when launching multiple containers to link them together. Now we
are launching our containers in the same Overlay Network, Docker assumes that all
of the containers within this network will be able to talk each other, and it handles
the linking of the containers automatically.

Docker has also configured a gateway for the containers in order to be able to route
traffic outside of our Overlay Network by default. If you wanted to create an internal
only networking, then you could add the - -internal flag.
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Back to Consul

Don't forget that while we have been creating the networks and launching our
containers, the service discovery container has been running in the background.
Going back to the Consul web interface, you should notice that under the Key/Value
option, you will see a list of the nodes within our Docker Swarm cluster:

e0® ¢ Ol ® 188.166.157.9 [V ot 3

G SERVICES NODES KEY/VALUE ACL | DC1 ~ -&‘}

DOCKER/NODES/ +
10.131.8.112:2376
Create Key
10.131.9.150:2376

10.131.9.239:2376 docker/nodes/

To create a folder, end the key with |/

DELETE FOLDER

Clicking around, you should also see other values, such as the networking ones, that
are being shared within the Docker Swarm cluster:

e0® ¢ Ol ® 188.166.157.9 [V ot 3

G SERVICES NODES KEY/VALUE ACL | DC1 ~ -&‘}

DOCKER/NETWORK/V1.0/ +

l endpoint/

Create Key
I endpoint_count/

l idm/ docker/network/v1.0/

To create a folder, end the key with |/
I ipam/
l network/
I overlay/

DELETE FOLDER

[120]




Chapter 4

Before we tear down our Docker Swarm cluster, let's look at launching our
WordPress stack using Docker Compose.

Composing multi-host networks
As in the previous chapters, we are going to launch our trusty WordPress
installation. We are going to make it a little interesting by:

* Creating an external network called wpoutside. This network will be able to

get external access, our webserver will be launched over here.

* Creating an internal network called wpinside. This network will not be
able to get any external access, on containers on the same network will be
able to access, we will be adding both web server and database containers
to this network.

* Launching our web server container one node and the database container on
our second node.

Before we launch our containers, we should terminate the chapter04-web container:
docker rm -f chapter04-web

Now, let's create two overlay networks:

docker network create --driver overlay --subnet=10.0.10.0/24 wpoutside
docker network create --driver overlay --internal --subnet=10.0.11.0/24
wpinside

As you can see, we are giving the networks different subnets, and for wpinside,
we are passing the - -internal flag, meaning that the network will not have an
external gateway.

Now, let's take a look at our docker-compose . yml file:

version: '2'
services:
wordpress:

container name: my-wordpress-app
image: wordpress
ports:
- "80:80"
networks:
- wpoutside
- wpinside
environment:
- "WORDPRESS DB HOST=mysql:3306"
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- "WORDPRESS DB PASSWORD=password"
- "constraint:node==chapter04-01"
volumes:
- "uploads:/var/www/html/wp-content/uploads/"
mysql:
container name: my-wordpress-database
image: mysqgl
networks:
- wpinside
environment :
- "MYSQL ROOT PASSWORD=password"
- "constraint:node==chapter04-02"
volumes:
- "database:/var/lib/mysgl"
volumes:
uploads:
driver: local
database:
driver: local
networks:
wpoutside:
external: true
wpinside:
external: true

As you can see, I have highlighted the changes made in the file since the previous
chapter. The interesting thing to note is that while it is possible to define your
network within the docker-compose . yml file, you will get a lot more control by
setting up the network using the docker network create command. To do this, we
need to tell Docker Compose to use the externally defined networks for the project.
We are also using labels to bind the containers to a host in our Docker Swarm cluster.

Now that we have the two overlay networks created, you can launch the WordPress
stack by running the following command:

docker-compose up -d

You can check everything launched as expected by running the following command:

docker-compose ps

[122]




Chapter 4

To make sure that the containers have launched on different hosts, run the following
command and check the last column:

docker ps
To see what IP addresses are assigned to the containers, run the following commands:

docker inspect my-wordpress-app | grep IPAddress

docker inspect my-wordpress-database | grep IPAddress

You should see two IP addresses for my-wordpress-app and a single for
my-wordpress-database:

[ NoN ) wordpress-overlay — -bash — 168x37
russ in on

# docker rm —fv chapterB4-web

chapter@4-web

russ in on

# docker network create —-driver overlay --subnet=10.0.18.0/24 wpoutside
bBBCA763c50de7dbISHS7a12 30 aa26dbBC1127 FB14 F738c8dbTbOTO5ACTbd

russ in on

# docker network create --driver overlay --internal --subnet=10.8.11.8/24 wpinside
2892a045b4738063396382b6e128b646 T bde6129eB8e@1 F2011 B3BbCdT73188e

russ in on
5 docker-compose up —d

Creating my-wordpress-app

Creating my-wordpress-database

russ in on
# docker-compose ps
Name Command State Ports
my-wordpress-app sentrypoint.sh apachez-for ... Up 188.166.157.112:80->B0/tcp
my-wordpress-database  Jentrypoint.sh mysgld up
russ in on
¢ docker ps
CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES
2a872d585aea mysql “fentrypoint.sh mysql" 3 seconds ago Up 1 seconds chapterd4-02/my-wordpress-database
d3a08d79a2e9 wordpress “/entrypoint.sh apach" 4 seconds ago Up 2 seconds 168.166.157.112:80-=68/tcp  chapter@4-081/my-wordpress-app
russ in on

# docker inspect my-wordpress-app | grep IPAddress
“SecondaryIPAddresses": null,
"IPAddress': "',
“IPAddress": "10.8.11.2",
"IPAddress": "10.6.10.2",
russ in on
s docker inspect my-wordpress-database | grep IPAddress
“SecandaryIPAddresses": null,
"IPAddress": "',
“IPAddress': "10..11.3",
s in on

russ i
s 0

Before we log in to WordPress, we can try some ping tests. First, we will run the tests
on your my-wordpress-app container by running the following commands:

docker exec my-wordpress-app ping -c 3 google.com

docker exec my-wordpress-app ping -c 3 my-wordpress-database
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For the first command, you will see Google's external IP address returned. For the
second, you will get the IP of your my-wordpress-database container, which will be
onthe 10.0.11.0/24 subnet we defined for the wpinside overlay network:

[ NoN ) wordpress-overlay — -bash — 168x37

russ in on

¢ docker rm ~fv chapterd-web

chapterdd-web

russ in on

5 docker network create —-driver overlay —-subnet=10.0.10.8/24 wpoutside

bPBAcd763c5dde7dbo5d87a12130 faa26dbc1127 1814 738cBdbTbRTOS4CcTbd

russ in on

s docker network create —-driver overlay ——internal —-subnet=10.0.11.8/24 wpinside

2092a045b4738063306382b6e128b646 Thde6 12908017201 T890bcdTT3T0Be

russ in on

s docker-compose up -d

Creating my-wordpress-app

Creating my-wordpress-database

russ in on

s docker-compose ps
ane

Conmand state Ports
my-wordpress-app Jentrypoint.sh apachez-for ... Up 188.166.157.112: 88->80/tcp
my-wordpress-database  /entrypoint.sh mysqld up
russ in on
# docker ps
CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES
2a872d585aea mysql “/entrypoint.sh mysql" 3 seconds ago Up 1 seconds chaptera-02/my-wordpress-database
d3aBBd79a2ed wordpress “/entrypoint.sh apach" 4 seconds ago Up 2 seconds 1B8.166.157,112:80->80/tcp  chapterd4-01/my-wordpress-app
russ in on

s docker inspect my-wordpress-app | grep IPAddress
“secondarylPAddresses”: null,
"IPAddress": ",

"IPAddress"”
"IPAddress"”
russ in on

# docker inspect my-wordpress-database | grep IPAddress
“SecondarylPAddresses”: nu
"IPAddress": ",

"IPAddress”: "18.8.11.3",
russ in on

Trying similar commands on my-wordpress-database should give you different
results, try running the following commands:

docker exec my-wordpress-database ping -c 3 my-wordpress-app

docker exec my-wordpress-database ping -c 3 google.com

As you can see, pinging my-wordpress-app works fine; however, when you try and
ping Google, you get an error saying something like Network is unreachable or
some another error. This is exactly what we would expect to see as my-wordpress-
database has no external network access and therefore it cannot route to
www.google.com:

[ NoN ] wordpress-overlay — -bash — 111x20

russ in on
¥ docker exec my-wordpress—-app ping -c¢ 3 google.com

PING google.com (216.58.198.238): 56 data bytes

64 bytes from 216.5B.19B.23B: icmp_seq=0 tt1l=57 time=0.550 ms

64 bytes from 216.5B.19B.23B8: icmp_seg=1 tt1=57 time=0.376 ms

64 bytes from 216.5B.19B.23B8: icmp_seg=2 ttl=57 time=0.347 ms

-—— google.com ping statistics -—-

3 packets transmitted, 3 packets received, B% packet loss

round-trip min/avg/max/stddev = B.347/0.424/0.550/0.090 ms

russ in on
¥ docker exec my-wordpress—app pimg -c 3 my-wordpress—database

PING my-wordpress—database (18.8.11.3): 56 data bytes

64 bytes from 18.8.11.3: icmp_seq=0 ttl=64 time=0.477 ms

64 bytes from 18.8.11.3: iecmp_seq=1 ttl=64 time=0.463 ms

64 bytes from 18.8.11.3: icmp_seq=2 ttl=64 time=0.435 ms

-—— my-wordpress-database ping statistics --—-

3 packets transmitted, 3 packets received, B% packet loss

round-trip min/avg/max/stddev = ©.435/0.458/0.477/0.008 ms

russ in on
r

[124]




Chapter 4

Finally, if you would like to access WordPress, you can type in either of the
following commands. First of all, we need to confirm which host the my-wordpress-
app container is launched on. To confirm the host, run:

docker ps

Then, depending on which host, run one of the following three commands:

open http://$ (docker-machine ip chapter04-00)/
open http://$ (docker-machine ip chapter04-01)/
open http://$ (docker-machine ip chapter04-02)/

Your browser will open the now familiar WordPress installation page.

Before moving on further, you should tear down your Docker Swarm cluster. To do
this, run the following command:

docker-machine stop chapter04-00 chapter04-01 chapter04-02 service-
discovery

docker-machine rm chapter04-00 chapter04-01 chapter04-02 service-
discovery

Summing up multi-host networking

Although overlay networks were classed as production-ready in Docker version 1.9,
with the advancements in Docker version 1.10 and the new Docker Compose v2 file
format, Docker networking has really come into its own.

While the overlay network functionality is built into Docker and Swarm, as you have
seen in the examples we have worked through, it is extremely powerful. When used

in conjunction with third-party volume plugins that we covered in Chapter 3, Volume
Plugins, and Docker Swarm, we can start to build highly available deployments.

Weaving a network

Next up, we are going to take a look at Weave Net and Scope by Weaveworks. This
is one of the original Docker networking tools, and at its core, it is a mature software-
defined networking service.
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Weave Net is described as follows:

"Weave Net creates a container SDN that can run across any mixture of public
and private cloud, virtual machines and bare metal. The container SDN can carry
any layer 2 and layer 3 traffic, including multicast. If you can run it over Ethernet,
you can run it on Weave Net."

In fact, there are two drivers provided by Weave, as follows:

* Weave Mesh is a local scope driver that operates without the need for a
cluster store. It can be used to create networks that span non-clustered
machines. With this, you get a single network called Weave, which spans all
of the machines you have Weave launched on.

*  Weave, like Docker's own overlay driver, is a global scope driver. This means
that it can be used with Docker Swarm and Docker Compose, because of this,
you will need to launch a cluster store.

First of all, let's look at the Weave driver and how to use it with Docker Swarm and
then we will take a look at using the Weavemesh driver.

Configuring a Cluster again

Like Docker multi-host networking, we will need to launch a service discovery
instance and our Swarm cluster. Let's launch the service discovery host with
Docker Machine:

docker-machine create \
--driver digitalocean \

--digitalocean-access-token
sdnjkjdfgkjb345kjdgljkngwetkjwhgoih31l4rjkwergoiyu34rjkherglkhrg0 \

--digitalocean-region lonl \
--digitalocean-size 512mb \
--digitalocean-private-networking \

service-discovery

[126]



Chapter 4

This time, we don't need to enable the Consul web interface, so run the following
command:

docker $(docker-machine config service-discovery) run -d \
-p "8400:8400" \
-p "8500:8500" \
-h "consul" \
russmckendrick/consul agent -data-dir /data -server -bootstrap-expect

1 -client=0.0.0.0

Now launch the Docker Swarm cluster, first the master:

docker-machine create \
--driver digitalocean \

--digitalocean-access-token
sdnjkjdfgkjb345kjdgljkngwetkjwhgoih31l4rjkwergoiyu3d4rjkherglkhrg0 \

--digitalocean-region lonl \
--digitalocean-size 1gb \
--digitalocean-private-networking \
--swarm --swarm-master \

--swarm-discovery="consul://$ (docker-machine ip service-
discovery) :8500" \

--engine-opt="cluster-store=consul://$ (docker-machine ip service-
discovery) :8500" \

--engine-opt="cluster-advertise=ethl:2376" \

chapter04-00

Then we will launch our first node:

docker-machine create \
--driver digitalocean \

--digitalocean-access-token
sdnjkjdfgkjb345kjdgljkngwetkjwhgoih31l4rjkwergoiyu34rjkherglkhrg0 \

--digitalocean-region lonl \
--digitalocean-size 1gb \
--digitalocean-private-networking \
--swarm \

--swarm-discovery="consul://$ (docker-machine ip service-
discovery) :8500" \
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--engine-opt="cluster-store=consul://$ (docker-machine ip service-
discovery) :8500" \

--engine-opt="cluster-advertise=ethl:2376" \

chapter04-01

Finally, we will launch the second node:

docker-machine create \
--driver digitalocean \

--digitalocean-access-token
sdnjkjdfgkjb345kjdgljkngwetkjwhgoih31l4rjkwergoiyu34rjkherglkhrg0 \

--digitalocean-region lonl \
--digitalocean-size 1gb \
--digitalocean-private-networking \
--swarm \

--swarm-discovery="consul://$ (docker-machine ip service-
discovery) : 8500" \

--engine-opt="cluster-store=consul://$ (docker-machine ip service-
discovery) : 8500" \

--engine-opt="cluster-advertise=ethl:2376" \

chapter04-02

To check whether everything is working as expected, run the following commands
to switch our local Docker client to connect to the Swarm cluster and also check
whether the three nodes are visible:

eval $(docker-machine env --swarm chapter04-00)

docker info

Installing and configuring Weave

Now that we have our cluster up and running, we can install and configure Weave.
Installing Weave is simple, all you have to do is download the binary and give it the
correct permissions. Let's do this on the Swarm master using docker-machine ssh
to connect to the host and run the install command:

docker-machine ssh chapter04-00 'curl -L git.io/weave -o /usr/local/bin/
weave; chmod a+x /usr/local/bin/weave'’

Next, we start Weave, again using docker-machine ssh, we can run the following
command:

docker-machine ssh chapter04-00 weave launch --init-peer-count 3
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You will have notice that Weave deployed three containers from the Docker Hub,
they are as follows:

* weaveworks/weaveexec
*  weaveworks/weave

* weaveworks/plugin

Also, we are telling Weave to expect three peers to join the cluster by passing
the --init-peer-count 3 flag, that's pretty much all we have to do to configure
Weave on our first cluster node.

Next, we need to install Weave onto our other two cluster nodes, again using the
docker-machine ssh command run the following:

docker-machine ssh chapter04-01 'curl -L git.io/weave -o /usr/local/bin/
weave; chmod a+x /usr/local/bin/weave’

docker-machine ssh chapter04-01 weave launch --init-peer-count 3

Now that we have Weave up and running on the node, we need to tell it to connect
to the Weave installation running on the Swarm master. To do this, run the following
command:

docker-machine ssh chapter04-01 weave connect "$ (docker-machine ip
chapter04-00)"

Then on our last cluster node, we will run the following command:
docker-machine ssh chapter04-02 'curl -L git.io/weave -o /usr/local/bin/
weave; chmod a+x /usr/local/bin/weave’

docker-machine ssh chapter04-02 weave launch --init-peer-count 3
docker-machine ssh chapter04-02 weave connect "$ (docker-machine ip

chapter04-00)"

Once all three nodes in the Swarm cluster have Weave installed and configured,
we will run the following command to ensure that all three nodes are talking to
each other:

docker-machine ssh chapter04-00 weave status

[129]




Network Plugins

The command should return confirmation that there are three peers with six
established connections along with other information about the installation, as
shown in the following screenshot:

russ — -bash — 111x 31

russ in

Version:

Service:
Protocol:

Name:
Encryption:
PeerDiscovery:
Targets:
Connections:
Peers:
TrustedSubnets:

Service:
Status:

Range:
DefaultSubnet:

Service:
Domain:
Upstream:
TTL:
Entries:

Service:
Address:

Service:
DriverName:

¥ docker-machine ssh chapter®4-8@ weave status

1.4.4

router

weave 1..2
12:a@:fa:Pe:ef:31{chapterg4-00)
disabled

enabled

1]

2 (2 established)

3 (with 6 established connections)
none

ipam

idle
10.32.8.8-108.47.255.255
19.32.8.8/12

dns

weave.local.
B.B.B.B, B.B.4.4
1

5]

proxy
unix:/f/f/var/runfweave/weave.sock

plugin
weave

Now that we have confirmation that everything is working as expected, we will list
the networks in Docker using the following command:

docker network 1ls

As per the following terminal session, you should see that there is a weavemesh
network called weave on each of the nodes within the cluster; we will discuss
more about that later:

[ JON | russ — -bash — 111x16
russ in

# docker network 1s

NETWORK ID NAME DRIVER
Tbd175171134 chapterd4-88/bridge bridge
3B40B893BbeBl chapterd4-81/bridge bridge
paAffaB3T7eTET chapter@4-81/none null
c7acbdcb2efh chapter@4-81/host host
153bcB6653dE chapter@4-82/none null
7a2bBb@3e934 chapter@4-8z/weave weavemesh
7B4bBd913c5hb chapterd4-08/weave weavemesh
d2912acaf23l chapter@4-88/none null
0224a@cd4a0gd chapter@4-88/host host
52fd1@21c514 chapter@4-81l/weave weavemesh
7bbe3lblddBe chapter@4-82/bridge bridge
fOeddcBccfia chapter@4-82/host host

russ in
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Docker Compose and Weave

So, let's launch our WordPress installation. The Docker Compose file looks a little
different from the overlay network one:

version: '2!'
services:
wordpress:
container name: "my-wordpress-app"
image: wordpress
ports:
- "80:80"
environment:
- "WORDPRESS DB HOST=mysqgl.weave.local:3306"
- "WORDPRESS DB PASSWORD=password"
- "constraint:node==chapter04-01"
hostname: "wordpress.weave.local"
dns: "172.17.0.1"
dns search: "weave.local"
volumes:
- "uploads:/var/www/html/wp-content/uploads/"
mysqgl:
container name: "my-wordpress-database"
image: mysqgl
environment:
- "MYSQL ROOT PASSWORD=password"
- "constraint:node==chapter04-02"
hostname: "mysql.weave.local"
dns: "172.17.0.1"
dns search: "weave.local"
volumes:
- "database:/var/lib/mysqgl"
volumes:
uploads:
driver: local
database:
driver: local
networks:
default:
driver: weave
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I have highlighted a few changes from the Overlay Docker Compose file: first off,
we will define a hostname and provide a DNS server and search domain. To get the
right values for the dns and dns_search keys, you can run the following command
to have Weave let you know what it has configured:

docker-machine ssh chapter04-00 weave dns-args

As you can see, in my case, it returned 172.17.0.1 and weave.local:

[ NoN russ — -bash — 111x5

russ in

¥ docker-machine ssh chapter®4-88@ weave dns-args
——dns 172.17.8.1 —-dns-search=weave.local.russ in
I

Also, for the MySQL connection from the WordPress container to the Database one,
we are using the internal DNS name as well.

We are also letting Docker Compose create a network for us using the Weave driver,
this will add a single network named after the project. Docker Compose gets the
project name from the folder our Docker Compose file is, in my case, it's a folder
called wordpress.

To launch your containers and check whether they are running as expected, run the
following commands:

docker-compose up -d
docker-compose ps

docker ps

You should see something similar to the following terminal output:

LR wordpress-weave — -bash — 177227
russ &n an

s docker-compase up -d

Creating network “wordpressweave_default” with driver "weave™

Creating my-wordpress-app

Creating my-wordpress-database

155 g0 an
¥ docker-compose ps
Nane Command state Ports

my-wordpress-app Jentrypoint.sh spached-for ... Up 188,166,146, 185: B0-~80/tcp
sy-wordpress—database  Jentrypoint.sh mysqld Up 1306/ tep
cuss in on
s dacker ps
CONTAINER 1D TMAGE COMMAND CREATED STATUS PORTS NAMES
bLILRS142d8C mysql “rentrypoint.sh mysql® 11 seconds ago Up 12 seconds I3enitcp chapter@d-R2/my-wordpress-catabase
acetsadeIfe wordpress “rentrypoint.sh apach® 12 seconds ago Up 13 seconds 180,165,146, 105 80-=B0/tCp  chapterPa-Rl iny-wordpress-spg
110840821165 wravewnrks/plugin:1.4.4 “fhamefweave /plugin® 2 haurs ago Up 2 hours ehapterdd-o2 fweaveplugin
BdTUIR0IB4 B weaveworks /weaveeseci1,4.4  “Shomefweavefweavepro” 2 hours ago Up 2 hours chapter®d-82 fweaveprony
Bhelabbbodba WEBVEDrKS e av 4 “rhomeswesve/weaver =" 2 hours ago Up 2 hours chapterda-Bi/weave
BdfaT2e22500 wravewnrks/plugin: “fhame fwrave /plugin® 2 haurs ago Up 2 hours chaptrrdd-dl weaveplugin
a2614027b130 weavewerks/ueaveexec:1.4.4  “/home/ueave/weavepra” 2 hours ago Up 2 hours ehapterdd-Bl weaveprosy
9u36cd91085c weaveworks/weave: 1.4.4 “fhomefweaveSweaver =" 2 hours ago Up 2 hours chapter®d-81/weave
BABULa5YDLT weavewnrks/plugin:1.a.4 “home weave/plugin® 2 hours ago Up 2 hours chapter@d-RU/weaveplugin
baaBd4a23I365 weavewerks/ueaveexec:1.4.4  “/home/ueave/weavepra” 2 hours ago Up 2 hours ehapterdd-Ba wraveprowy

wmav ks fumaves 1. 4.4 " Fhame funave fusaver =" 3 hours age Up 3 hours chapterBd-B0funavn

un
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If you really want to, you can access your WordPress installation by running the
following command:

open http://$ (docker-machine ip chapter04-01)/

There are some things happening in the background that Docker's multi-host
networking doesn't give you, such as internal DNS. Weave has its own internal
DNS system that you can register your containers with, as you saw in the Docker
Compose file that we provided details for records for both containers. Run the
following command:

docker-machine ssh chapter04-00 weave status dns

It will show you all the DNS records that Weave has configured. In my case, it looks
like the following screenshot:

[ ] [ ] wordpress-weave — -bash — 111x5
russ in on
5 docker-machine ssh chapter@4-88 weave status dns

mysqgl 19.8.1.3 b53bB5142dac e2:21:4B:BB:06:00

wordpress 18.8.1.2 4dBf54db3f62 5a:0a:6f:2¢c:eb:72

russ in on

Weave Scope

While we have our three-node Swarm cluster up and running, let's quickly install
Scope. Scope is a tool for visualizing your Containers and host. We will just be
installing it to run locally, but Weave Works will be offering a cloud-based service,
which can be found at http: //scope.weave.works/ (at the time of writing this
book, it was in private beta).

Similar to the way we installed Weave Net, we will be using the docker-machine ssh
command to download the binary and launch and configure the service.

We will write the code on the Swarm master first:
docker-machine ssh chapter04-00 'curl -L git.io/scope -o /usr/local/bin/
scope; chmod a+x /usr/local/bin/scope’

docker-machine ssh chapter04-00 scope launch

Then, we will write the code for remaining two nodes:
docker-machine ssh chapter04-01 'curl -L git.io/scope -o /usr/local/bin/
scope; chmod a+x /usr/local/bin/scope’

docker-machine ssh chapter04-01 scope launch $(docker-machine ip
chapter04-00)

[133]


http://scope.weave.works/
http://scope.weave.works/

Network Plugins

docker-machine ssh chapter04-02 'curl -L git.io/scope -o /usr/local/bin/
scope; chmod a+x /usr/local/bin/scope’

docker-machine ssh chapter04-02 scope launch $(docker-machine ip
chapter04-00)

As you can see on the two remaining nodes, we are telling Scope to connect to the
Scope instance running on the Swarm master.

Now that Scope is installed, open it in your browser by running the following
command:

open http://$ (docker-machine ip chapter04-00) :4040/

When your browser opens, you will be presented with a visual representation of
your Swarm cluster, and the containers that are running.

I am not going to go into any more detail on Scope here, as at the moment, it

doesn't have much to do with networking, have a look around to start seeing more
information on your cluster and how it all hangs together. Mine looked similar to the
following screenshot:

8 ¢ + @ 188.966.147.187 v (1]

¥ weavescope
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Calling off the Swarm

As you can see, while Weave is quite a powerful SDN, it is straightforward to
configure. However, replicating the multi-host networking Docker provides is
only one of its tricks.

Let's shut down our Swarm cluster and terminate the hosts before we start to look at
the Weavemesh network driver:

docker-machine stop chapter04-00 chapter04-01] chapter04-02 service-
discovery

docker-machine rm chapter04-00 chapter04-01 chapter04-02 service-
discovery

Before you move on, log in to your DigitalOcean control panel and make sure that
you don't have any machines labelled with chapter04 running, remember that you
will be charged per hour whether you are using them or not.

Weavemesh Driver

We have looked at how Weave Net can by used alongside a Docker Swarm cluster
to create multi-host networking, now let's take a look at the second Weave network
driver, Weavemesh. As you may recall, when we first installed Weave Net, a
network called "weave" was automatically create using the "weavemesh" driver on
each node within our cluster.

This time, let's bring up two independent Docker hosts DigitalOcean using Docker
Machine. To make it interesting, we will launch one host in London and the other in
New York City. As these are going to be acting as individual hosts, we do not need
to launch a key/value store, or configure Docker Swarm.

First, type the following command to launch a host in London host:

docker-machine create \
--driver digitalocean \

--digitalocean-access-token
sdnjkjdfgkjb345kjdgljkngwetkjwhgoih3l4rjkwergoiyu3d4rjkherglkhrg0 \

--digitalocean-region lonl \
--digitalocean-size 1gb \

mesh-london
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Then, the following command is to launch another host is New York City.

docker-machine create \
--driver digitalocean \

--digitalocean-access-token
sdnjkjdfgkjb345kjdgljkngwetkjwhgoih31l4rjkwergoiyu3d4rjkherglkhrg0 \

--digitalocean-region nyc2 \
--digitalocean-size 1gb \

mesh-nyc

Now that we have our two Docker hosts up and running, let's install and configure
Weave:

docker-machine ssh mesh-london 'curl -L git.io/weave -o /usr/local/bin/
weave; chmod a+x /usr/local/bin/weave’

docker-machine ssh mesh-london weave launch --password 3UnFh4jhahFC

As you can see, this time we are telling Weave to launch with a password. This flag
will enable encryption between the networking layer on our two hosts. Now that we
have the London host configured, let's do the one in New York City and then get it
talking to the host in London:

docker-machine ssh mesh-nyc 'curl -L git.io/weave -o /usr/local/bin/
weave; chmod a+x /usr/local/bin/weave’

docker-machine ssh mesh-nyc weave launch --password 3UnFh4jhahFC
docker-machine ssh mesh-nyc weave connect "$ (docker-machine ip mesh-

london) "

Now that we have Weave configured on our two hosts, we can check the status of
Weave by running the following command:

docker-machine ssh mesh-nyc weave status
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As you can see from the following terminal output, encryption is enabled and we
have two peers within our Weave network:

russ — -bash — 111x34

russ in

5 docker-machine ssh mesh-nyc weave status

Version:

Service:
Protocol:

Name:
Encryption:
PeerDiscovery:
Targets:
Connections:
Peers:
TrustedSubnets:

Service:
Status:

Range:
DefaultSubnet:

Service:
Domain:
Upstream:
TTL:
Entries:

Service:
Address:

Service:
DriverName:

russ in
¥

1.4.4

router

weave 1..2
Z2a:7d:@87:5f:af:blimesh-nyc)
enabled

enabled

1

1 (1 established)

2 (with 2 established connections)
none

ipam

idle
19.32.0.8-18.47.255.255
18.32.8.8/12

dns

weave.local.
B.B.B.8B, B.B.4.4
1

1]

proxy
unix://f/var/runfweave/weave.sock

plugin
weave

So, let's take a look at Weave's party trick. We will keep it basic to start with by
launching our NGINX container:

docker $(docker-machine config mesh-nyc) run -itd \

--name=nginx \

--net=weave \

--hostname="nginx.weave.local" \

--dns="172.17.0.1" \

--dns-search="weave.local" \

russmckendrick/nginx

Now we can check whether the container is up and running;:

docker $ (docker-machine config mesh-nyc) ps
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Let's also check whether it's responding on port 80:

docker $(docker-machine config mesh-london) run -it \

--rm \
--net=weave \
--dns="172.17.0.1" \

--dns-search="weave.local" \

russmckendrick/base wget -q -O- http://nginx.weave.local

Finally, let's do a ping test:

docker $(docker-machine config mesh-london) run -it \

--rm \
--net=weave \
--dns="172.17.0.1" \

--dns-search="weave.local" \

russmckendrick/base ping -c¢ 3 nginx.weave.local

Your terminal session should look something similar to the following screenshot:

000 russ — -bash — 145x41

russ in
5 docker $(docker-machine config mesh-nyc) run -itd %

--name=nginx \

——net=weave \

--hostname="nginx.weave. local" \

——dns="172.17.8.1" \

—-dns-search="weave. local" \

russmekendrick/nginx
97388413d42bab2a2118b7dBb378d821526749cf2300936T0ceB1450d0443404
russ in
5 docker $(docker-machine config mesh-nyc) ps

CONTAINER ID TMAGE COMMAND
97388413d42b russmckendrick/nginx “supervisord"
b165feaed23a weaveworks/plugin:1.4.4 “ fhome/weave/plugin
GebdefebBaald weaveworks/weaveexec:1.4.4 "fhome/weave/weavepro”
6dB753b51713 weaveworks/weave:1.4.4 "/home/weave/weaver -"
russ in
# docker $(docker-machine config mesh-london) run -it \

——rm \

—-net=weave \
——dns="172.17.8.1" \
—-dns-search="weave. local" \
russmckendrick/base wget -q -0- http://nginx.weave.local
Hello from NGINX
russ in
5 docker $(docker-machine config mesh-london) run -it %
—rm \
——net=weave \
-—-dns="172.17.8.1" \
--dns-search="weave.local" \
russmckendrick/base ping -c 3 nginx.weave.local
PING nginx.weave.local (10.32.8.1): 56 data bytes
64 bytes from 10.32.8.1: seq=0 ttl=64 time=148.997 ms
64 bytes from 18.32.8.1: seq=1 ttl=64 time=74.382 ms
64 bytes from 10.32.8.1: seq=2 ttl=64 time=74.351 ms

-—- nginx.weave.local ping statistics --——

3 packets transmitted, 3 packets received, B% packet loss
round-trip min/avg/max = 74.351/99.243/148.997 ms

russ in

s 00

CREATED

4 seconds ago
29 minutes ago
29 minutes ago
29 minutes ago

STATUS

Up 3 seconds
Up 29 minutes
Up 29 minutes
Up 29 minutes

PORTS
BO/tcp, 443/tcp

NAMES

nginx
weaveplugin
weaveproxy
weave

On the surface, this test doesn't look like much; however, if you look closely at the

commands we used, you will see just how powerful the weavemesh driver is.
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First of all, when we launched our NGINX container on the New York City Docker
host, we did not publish any ports, meaning that port 80 was only available on the
weave network that we attached it to.

Secondly, when we ran the check on port 80 and did the ping test, we did that from
our Docker host in London. We temporally launched a basic container, attached it to
the weave network and configured it use Weave DNS service so that it could resolve
the nginx.weave.local domain.

Let's do our tests again, but this time, using a local virtual machine:

docker-machine create -d virtualbox mesh-local

Now, install Weave as we did on our other two Docker hosts:

docker-machine ssh mesh-local 'sudo curl -L git.io/weave -o /usr/local/
bin/weave; sudo chmod a+x /usr/local/bin/weave'’

docker-machine ssh mesh-local sudo weave launch --password 3UnFh4jhahFC

docker-machine ssh mesh-local sudo weave connect "$ (docker-machine ip
mesh-london) "

Then run the tests again:

docker $(docker-machine config mesh-local) run -it \
--rm \
--net=weave \
--dns="172.17.0.1" \
--dns-search="weave.local" \

russmckendrick/base wget -q -O- http://nginx.weave.local

Run the ping test, as follows:

docker $(docker-machine config mesh-local) run -it \
--rm \
--net=weave \
--dns="172.17.0.1" \
--dns-search="weave.local" \

russmckendrick/base ping -c¢ 3 nginx.weave.local
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As you can see, it worked!

[ JoN | russ — -bash — 111x25
russ in
s docker $(docker-machine config mesh-local) rum —-it %

-=rm \

——net=weave \

——dns="172.17.8.1" %

—-—dns-search="weave.local" \

russmckendrick/base wget -gq -0- http://nginx.weave.local
Hello from NGINX
russ in
# docker %{docker-machine config mesh-local) rum —-it %

-—rm \

-—net=weave

—dns="172.17.6.1" %

—-—dns-search="weave.local" \

russmckendrick/base ping -c 3 nginx.weave.local
PING nginx.weave.local (18.32.8.1): 56 data bytes
64 bytes from 18.32.8.1: seq=8 ttl=64 time=163.918 ms
B4 bytes from 18.32.8.1: seqg=1 ttl=64 time=El.007 ms
64 bytes from 18.32.8.1: seq=2 ttl=64 time=81.8922 ms

—— nginx.weave.local ping statistics —-

3 packets transmitted, 3 packets received, 0% packet loss
round-trip minfavg/max = 81.807/18E8.546/163.910 ms

russ in

#

We now have three Docker hosts in our Weavemesh network, all of which can talk to
each other. To prove this, we are going to do one final test. Let's launch a container
on our local Docker host and try the tests from the New York City host.

Create a NGINX container called vim.weave.local on our local Docker host:

docker $(docker-machine config mesh-local) run -itd \
--name=vm \
--net=weave \
--hostname="vm.weave.local" \
--dns="172.17.0.1" \
--dns-search="weave.local" \

russmckendrick/nginx

Then try connecting to port 80 and pinging the new container from the Docker host
in New York City:
docker $(docker-machine config mesh-nyc) run -it \

--rm \

--net=weave \

--dns="172.17.0.1" \

--dns-search="weave.local" \

russmckendrick/base wget -q -O- http://vm.weave.local
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docker $ (docker-machine config mesh-nyc) run -it \
--rm \
--net=weave \
--dns="172.17.0.1" \
--dns-search="weave.local" \

russmckendrick/base ping -c¢ 3 vm.weave.local

My terminal session looked similar to the following screenshot:

[ ] O russ — -bash — 111x34

russ in

5 docker ${docker-machine config mesh-local) run -itd %
——name=vm %

——net=weave \

-—hostname="vm.weave. local” \

——dns="172.17.8.1" %

--dns-search="weave.local" \

russmckendrick/nginx
cdafBec3f2b432B3ceTacffac5670fc7621d504ch6599dbR5a512bE62dT73cTET
russ in
5 docker %(docker-machine config mesh-nyc) run —-it %

——rm %

——net=weave

—-—dns="172.17.8.1" %

——dns-search="weave.local" \

russmckendrick/base wget —-gq -0- http://vm.weave.local
Hello from NGINX
russ in
s docker %({docker-machine config mesh-nyc) run —-it %

-—rm %

——net=weave \

——dns="172.17.8.1" %

——dns-search="weave.local" \

russmckendrick/base ping -c 3 vm.weave.local
PING vm.weave.local (1@.43,255.255): 56 data bytes
64 bytes from 108.43.255.255: seg=0 ttl=64 time=162.T760 ms
64 bytes from 18.43.255.255: seg=1 ttl=64 time=101.865 ms
64 bytes from 18.43.255.255: seg=2 ttl=64 time=B2.171 ms

——— wm.weave.local ping statistics ——

3 packets transmitted, 3 packets received, 0% packet loss
round-trip minfavg/max = B2.171/115.588/162.760 ms

russ in

5

Now that we don't have the constants of the Docker Swarm cluster, we can also start
to do some tasks that are only available outside of Swarm.
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First of all, you attach container to the Weave network after they have been launched,
let's launch an NGINX container called 1onely on our London Docker host:

docker $(docker-machine config mesh-london) run -itd \
--name=lonely \

russmckendrick/nginx

Now, let's connect to the London Docker host and attached the container to the
weave network:

docker-machine ssh mesh-london weave attach lonely

When you run the command, it will return an IP address. This will be the new IP
address of our container; in my case, it is 10.40.0.0. Let's run our test from both the
New York City and Local Docker hosts:
docker $(docker-machine config mesh-nyc) run -it \

--rm \

--net=weave \

--dns="172.17.0.1" \

--dns-search="weave.local" \

russmckendrick/base wget -q -O- 10.40.0.0
docker $(docker-machine config mesh-local) run -it \

--rm \

--net=weave \

--dns="172.17.0.1" \

--dns-search="weave.local" \

russmckendrick/base ping -c¢ 3 10.40.0.0
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Your terminal session should look similar to the following screenshot:

[ NoN russ — -bash — 111233

russ in
5 docker $({docker-machine config mesh-london) run -itd %\
——name=lonely %\
russmckendrick/nginx
55f226ecd5ead496a56T30fdabTe56cTEebB6fcde75e8babe38518c6bbe2dBbelB

russ in

¥ docker-machine ssh mesh-london weave attach lonely

10.48.8.8

russ in

# docker %{docker-machine config mesh-nyc) run —it \
-—rm A\

-—net=weave
—dns="172.17.6.1" %
—-—dns-search="weave.local" \
russmckendrick/base wget -q -0- 18.48.8.0
Hello from NGINX
russ in
s docker %$(docker-machine config mesh-local) rum —-it
——rm \
-—net=weave %
—dns="172.17.68.1" %
——dns—-search="weave.local" \
russmckendrick/base ping -c 3 19.48.0.8
PING 10.40.8.0 (18.40.8.8): 56 data bytes
64 bytes from 18.40.0.8: seq=0 ttl=64 time=32.636 ms
64 bytes from 18.49.8.8: seq=1 ttl=64 time=17.8996 ms
B4 bytes from 108.40.8.8: seq=2 ttl=64 time=17.71B ms

-—— 10.40.0.9 ping statistics —---

3 packets transmitted, 3 packets received, 8% packet loss
round-trip minfavg/max = 17.71B/22.7B3/32.636 ms

russ in

#

Now that we have our container on the network, we can manually add a DNS for the

host by running the following command:

docker-machine ssh mesh-london weave dns-add lonely -h lonely.weave.local

As you can see, we can now access port 80 using http://lonely.weave.local from

our New York City Docker host:

docker $(docker-machine config mesh-nyc) run -it \
--rm \
--net=weave \
--dns="172.17.0.1" \
--dns-search="weave.local" \

russmckendrick/base wget -q -O- lonely.weave.local
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The only downside is that there is no easy way of adding the DNS resolution to the
host we have attached to the "weave" network.

Now that we are finished with our Docker hosts, let's terminate them so that we
don't incur unnecessary cost:

docker-machine stop mesh-local mesh-london mesh-nyc

docker-machine rm mesh-local mesh-london mesh-nyc

Again, remember to check your DigitalOcean control panel to ensure that your hosts
have been correctly terminated.

Summarizing Weave

As you have seen and I have already mentioned, Weave is an incredibly powerful
software-defined network, which is really easy to configure. Speaking from
experience, this is a difficult combination to pull off, as most SDN solutions are
incredibly complex to install, configure, and maintain.

We have only touched on what is possible with "weave" and "weavemesh" drivers.
For a full feature list, along with instructions on some most of the advanced use cases,
refer to http://docs.weave. works/weave/latest release/features.html.

Summary

In this chapter, we have looked at three different network drivers, all three of
which add quite powerful functionality to your basic Docker installation. These,
along with the volume drivers, really extend Docker to the point where you can
run large fault-tolerant clusters of containers.

Personally, when I first installed Weave and started to communicate with containers
across different Docker hosts in different hosting providers so easily, I was absolutely
blown away.

In the next chapter, we will look at how you should approach to creating your
own extension.
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Building Your Own Plugin

Along with providing the core tools, Docker also documents an API that allows the
core Docker engine to talk to the plugin services written by third-party developers.
At the moment, this API allows you to hook your own storage and networking
engines into Docker.

This may seem like it is limiting you to a very niche set of plugins, and it is.
However, there is a good reason that Docker has taken this decision.

Let's have a look at some of the plugins that we have already installed in the
previous chapters; however, rather than covering the functionality, we will
take a look at what goes on behind the scenes.

Third-party plugins

The first page about plugins on the Docker documentation site lists a lot of
third-party plugins. As already mentioned, let's get an idea of what's going on in
the background of the plugins that we have already installed and used in Chapter 3,
Volume Plugins, and Chapter 4, Network Plugins.

Convoy

Convoy was the first third-party plugin we looked at in Chapter 3, Volume Plugins. To
install it, we launched a Docker host in DigitalOcean as we needed a more complete
underlying operating system than is provided by the Boot2Docker operating system,
which is favored by Docker Machine.

To install Convoy, we downloaded a release file from GitHub. This tar archive
contained the static binaries required to run Convoy on a Linux system, once the
static binaries were in place, we created a Docker plugin folder and then added a
symbolic link to the socket file that Convoy creates when it is first executed.
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We then went on to configure a loopback device that we created on a volume. We
then instructed Convoy to use the newly created volume by launching Convoy as a
daemon using the Convoy static binary that we downloaded.

In multitasking computer operating systems, a daemon is a computer

program that runs as a background process, rather than being under
the direct control of an interactive user:

https://en.wikipedia.org/wiki/Daemon (computing).

As far as Docker is concerned, for each request it gets when the - -volume-
driver=convoy flag is used to launch a container, it will simply offload
anything to do with volume the daemonized Convoy process.

If you review the Convoy section of Chapter 3, Volume Plugins, you will notice that all
of our interaction with Convoy is using the convoy command and not the docker
one, in fact, the Convoy client is using the same socket file as we symbolically linked
to the Docker plugins folder.

REX-Ray

Next up, we installed REX-Ray. To do this, we ran a command, which downloaded
and executed a bash script from https://dl.bintray.com/emccode/rexray/
install.

This script works out the operating system you are running and then downloads
and installs either the DEB or RPM file. These packages, as you may have already
guessed, install the correct static binaries for your operating system.

REX-Ray goes one step further by also installing init, upstart, or systemd service
scripts for the daemon, meaning that you can start and stop it as you would with
any other services on your Docker host.

Again, once we have installed REX-Ray, the only interaction we had with the tool is
by using the rexray command.

Flocker

Flocker went one step further, rather than installing an installation script, we used
the AWS CloudFormation templates supplied by Cluster HQ to bootstrap the
environment for us.

This did the obvious task of launching the Docker host, setting up the security
groups, and installing and configuring both Docker and Flocker.
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Flocker goes one step further than Convoy and REX-Ray by installing an agent that
interacts with the remotely-hosted web API, the volume hub.

Also, as mentioned in this chapter, Flocker existed before the concept of volume
plugins existed. So again, a lot of interaction with Flocker is done outside of Docker;
in fact, Cluster HQ wrote their own wrapper for Docker so that you could easily
create Flocker volumes before the option existed within Docker.

Weave

This was the only third-party network plugin we looked at. Like Flocker, Weave
existed before Docker launched its plugin functionality.

Weave is slightly different from the other third-party tools that we have looked at. In
this, what is downloaded is actually a bash script rather than a static binary.

This script is used to configure the host and download containers
% from the Weaveworks Docker Hub account, which can be found
e athttps://hub.docker.com/u/weaveworks/.

The script launches and configures the containers with enough permissions to
interact with the host machine. The script is also responsible for sending commands
via the docker exec command to the running containers and also configure
iptables on the host machine.

The commonalities among the plugins

As you can see, and as you have experienced, all of these plugins have scripts and
binaries that are external to Docker itself.

They are also pretty much all written in the same language as Docker:

Plugin Language
Convoy Go
REX-Ray Go
Flocker Python
Weave Go
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Majority of the services are written in Go, the only exception is Flocker, which is
mostly written in Python:

Go is expressive, concise, clean, and efficient. Its concurrency mechanisms make it
easy to write programs that get the most out of multicore and networked machines,
while its novel type system enables flexible and modular program construction. Go
compiles quickly to machine code yet has the convenience of garbage collection and
the power of run-time reflection. It's a fast, statically typed, compiled language that
feels like a dynamically typed, interpreted language. https://golang.org/.

Understanding a plugin

So far, we have established that all the plugins that we have installed have actually
nothing to do with Docker directly, so what does a plugin do?

Docker describes a plugin as:

"Docker plugins are out-of-process extensions which add capabilities to the Docker
Engine."

This is exactly what we have seen when installing third-party tools, they all run
alongside Docker as separate daemons.

Let's assume that we are going to be creating a volume plugin called moby£s for the
remainder of this chapter. The mobyfs plugin is a fictional service which is written in
Go and it runs as a daemon.

Discovery

Typically, a plugin will be installed on the same host as the Docker binary. We

can register our mobyfs plugin with Docker by creating the following files in either
/run/docker/plugins if it's a Unix socket file, or /etc/docker/plugins or /usr/
lib/docker/plugins if it is one of the other two files:

®* mobyfs.sock
®* mobyfs.spec
®* mobyfs.json
Plugins that use a Unix socket file must run on the same hosts as your Docker

installation. Ones which use either a . spec or . json file can run on external hosts
if your daemon supports TCP connections.
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If you were using a .spec file, your file would just contain a single URL to either a
TCP host and port or local socket file. Any of the following three examples are valid:

tep://192.168.1.1:8080
tep://localhost:8080
unix:///other.sock

If you wanted to use a . json file, it must look something similar to the following code:

{

"Name": "mobyfs",
"Addr": "https:// 192.168.1.1:8080",
"TLSConfig": {

"InsecureSkipVerify": false,

"CAFile": "/usr/shared/docker/certs/example-ca.pem",
"CertFile": "/usr/shared/docker/certs/example-cert.pem",
"KeyFile": "/usr/shared/docker/certs/example-key.pem",

}

The TLSConfig section of the JSON file is optional; however, if you are running your
service on host other than your Docker host, I would recommend using HTTPS for
communication between Docker and your plugin.

Startup order

Ideally, your plugin service should be started before Docker. If you are running a
host, which has systemd installed, this can be achieved by using a systemd service
file similar to the following one, which should be called mobyfs.service:

[Unit]
Description= mobyfs
Before=docker.service

[Service]
EnvironmentFile=/etc/mobyfs/mobyfs.env
ExecStart=/usr/bin/mobyfs start -p 8080
ExecReload=/bin/kill -HUP $MAINPID
KillMode=process

[Installl]
WantedBy=docker.service

This will ensure that your plugin service is always started before the main
Docker service.
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If you are hosting your Plugin service on an external host, you may have to restart
Docker for Docker to start communicating with your plugin service.

It is possible to package your plugin inside a container. To get around Docker having
to be started before the plugin service, each activation request will retry several times
over 30 seconds.

This will give the container enough time to start and to run the plugin service run
though any bootstrapping processes before binding itself to a port on the container.

Activation

Now that the plugin service has started, and we need to let Docker know where it
should send requests to if the plugin service is called. According to our example,
service is a volume plugin and we should run something similar to the following
command:

docker run -ti -v volumename:/data --volume-driver=mobyfs russmckendrick/
base bash

This will mount the volumename volume, which we have already configured in our
plugin service to /data in a container, which runs my base container image and
attaches us to a shell.

When the mobyfs volume driver is called, Docker will search through the three
plugin directories that we covered in the Discovery section. By default, Docker will
always look for a socket file, then either a . spec or . json file. The plugin name must
match the filename in front of the file extension. If it is doesn't, the plugin will not be
recognized by Docker.

API calls

Once the plugin has been called, the Docker daemon will make a post request using
RPC-style JSON over HTTP to the plugin service using either the socket file or the
URL defined in the . spec or . json file.

This means that your plugin service must implement an HTTP server and bind itself
to the socket or port that you defined in the Discovery section.

The first request that is made by Docker will be to /pPlugin.Activate. Your plugin
service must respond to one of three responses. As mobyfs is a volume plugin, the
response would be as follows:

{

"Implements": ["VolumeDriver"]

}
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If it was a network driver, then the response our plugin service should give would be
as follows:

{

"Implements": ["NetworkDriver"]

}

The final response of plugin service is as shown in the following code:

{

"Implements": ["authz"]

}

Any other responses will be rejected and the activation will fail. Now that Docker
has activated the plugin, it will continue to make post requests to the plugin service
depending on the response it got when calling /Plugin.Activate.

Writing your plugin service
As mentioned in the previous section, Docker will interact with your plugin service
by making HTTP calls. These calls are documented on the following pages:
* Volume Driver Plugins: https://docs.docker.com/engine/extend/
plugins_ volume/

* Network Driver Plugins: https://docs.docker.com/engine/extend/
plugins network/

* Authorization Plugins: https://docs.docker.com/engine/extend/
plugins_ authorization/

Docker also provides an SDK as a collection for Go helpers, these can be found at the
following URL:

https://github.com/docker/go-plugins-helpers

Each helper comes with examples, as well as links to open source projects, which
serve as further examples on how to implement the helper.

These API requests should not be confused with the Docker Remote API, which is
documented at the following URL:

https://docs.docker.com/engine/reference/api/docker remote api/

This is the API, which allows your applications to interact with Docker, and not
Docker to interact with your application.
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Summary

As you can see, we only discussed how Docker will interact with the plugin service
that you have written and didn't cover how you can actually write a plugin service.

The reason for this is that due to the plugin service that we would have had to cover,
we would also need the following features:

* To be written in Go

* To be able run as a daemon

* To contain an HTTP server bound to a Unix socket or TCP port

* To be able to accept and answer requests made to it by the Docker daemon

* To translate the API requests that Docker is making to a filesystem or

network service

As you can imagine, this has the potential of being an entire book by itself.

Also, building your own plugin is quite an undertaking as you already have to have
the foundations of a service written. While it seems like there are a lot of Docker
plugins out there, searching GitHub for Docker plugins only returns a few dozen
plugins that have been written to use the Docker plugin APIL

The other projects returned are all tools or plugins for third-party services (such as
Jenkins, Maven, and so on) that communicate with the Docker Remote API.

In the next chapter, we are going to look at third-party tools to extend your
infrastructure past using Docker Machine.
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In Chapter 2, Introducing First-party Tools, we looked at the tools Docker provides for
extending the functionality of the core Docker engine. In this chapter, we will look
at third-party tools that extend the way you manage your Docker configuration
and build and launch containers. The tools that we are going to be discussing are as
follows:

* Puppet: http://puppetlabs.com/

* Ansible: http://www.ansible.com/docker/

* Vagrant: https://docs.vagrantup.com/v2/docker/

e Packer: https://www.packer.io/docs/builders/docker.html

* Jenkins: https://jenkins-ci.org/content/jenkins-and-docker/
For each of the tools, we will look at how to install, configure, and use them with

Docker. Before we look at how to use the tools, let's discuss why we would want to
use them.

Why use these tools?

So far, we have been looking at tools that either use the main Docker client or use
the tools that are provided by Docker and other third parties to support the main
Docker client.

For quite a while, the functionality that some of these tools have now did not exist
within a Docker support product. For example, if you wanted to launch a Docker
host, you couldn't just use Docker Machine, instead you had to use something such
as Vagrant to launch a virtual machine (locally or in the cloud) and then install
Docker using a bash script, Puppet, or Ansible.
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Once you had your Docker host up and running, you could use these tools to
place your containers on hosts as there was no Docker Swarm or Docker Compose
(remember Docker Compose started off as a third-party tool called Fig).

So while Docker has slowly been releasing their own tooling, some of these
third-party options are actually more mature and have quite an active community
behind them.

Let's start by looking at Puppet.

Puppetize all the things

Long before the following Containerize all the things meme regularly started to pop up
in people's presentations:

People were saying the same thing about Puppet. So, what is Puppet and why would
you want to use it on all things?

Puppet Labs, the makers of Puppet, describe Puppet as:

"With Puppet, you define the state of your IT infrastructure, and Puppet
automatically enforces the desired state. Puppet automates every step of the
software delivery process, from provisioning of physical and virtual machines to
orchestration and reporting; from early-stage code development through testing,
production release and updates."

Before tools such as Puppet, working as a sysadmin could sometimes be quite a
tedious process: if you weren't looking into problems, you were writing your own
scripts to bootstrap servers once they had been built, or even worse, you were
copying and pasting commands from an internal wiki to install your software stack
and configure it.
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Servers would very quickly evolve away from your initial installation and when
they broke, which all servers eventually do, things could get really interesting,
complicated, scary, very bad, or all of them quickly.

This is where Puppet comes in; you define what you need your server to look like
and Puppet does the heavy lifting for you, making sure that your configuration is
not only applied, but also maintained.

For example, if I had several servers behind a load balancer for my PHP-powered
website, it's important that the servers are all configured in the same way, meaning
that they all have the following;:

* The same NGINX or Apache configuration
* The same version of PHP along with the same configuration

¢ The same PHP modules installed, at the same version

To do this before Puppet, I would have to ensure that not only I kept a script that is
used to do the initial installation, but I would also have to carefully manually apply
the same configuration changes across the servers or write a script to synchronize my
changes across the cluster.

I would also have to ensure that anyone who has access to the servers adheres to the
processes and procedures I have put in place in order to maintain consistency across
my load balanced web servers.

If they didn't, I would start to get configuration drift, or worse, still one in every x
requests could be being served from a server that is running a different codebase/
configuration from the other machines.

With Puppet, if I need to run an up-to-date version of PHP 5.6 because my
application doesn't work correctly under PHP 7, then I can use the following
definition to ensure that my requirements are met:

package { 'php'
ensure => '5.6"',

}

This will make sure that the php package is installed and that the version is and
stays at 5.6, I can then take this single configuration and apply it across all of my
web servers.

So, what's this got to do with Docker?
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Docker and Puppet

Before Docker Machine, Docker Compose, and Docker Swarm, I used Puppet to
bootstrap and manage my Docker hosts and containers. Let's take a look at the
excellent Docker Puppet module written by Gareth Rushgrove.

To start off, we need a virtual machine to work on. In the previous chapters, we
have been using Docker Machine to launch virtual machines that we can run our
containers on.

However, as we want Puppet to manage the installation of Docker and the container
on which we are going to be launching a local virtual machine using Vagrant,
confusingly, we are also going to be looking at Vagrant later in this chapter, so we
will not go into much detail here.

First of all, you need to ensure that you have Vagrant installed, you can get the latest
release from https://www.vagrantup.com/ and you can find a guide to perform the
installation at https://www.vagrantup.com/docs/getting-started/.

Once you have Vagrant installed, you can a launch an Ubuntu 14.04 virtual server
using VirtualBox by running the following command:
mkdir ubuntu && cd ubuntu/

vagrant init ubuntu/trusty64; vagrant up --provider VirtualBox

This will download and launch the virtual server, storing everything in the
ubuntu folder. It will also mount the ubuntu folder as a filesystem share using
the /vagrant path:
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0@ ubuntu — -bash — 118x57

russ in
# mkdir ubuntu && cd ubuntu
russ in
# wagrant init ubuntu/trusty64; vagrant up —--provider virtualbox
A "Vagrantfile' has been placed in this directory. You are now
ready to “wvagrant up® your first virtual environment! Please read
the comments in the Vagrantfile as well as documentation on
“vagrantup.com® for more information on using Vagrant.
Bringing machine 'default' up with 'virtualbox' provider...
==» default: Importing base box 'ubuntu/trusty64’...
default: Matching MAC address for NAT networking...
default: Checking if bex 'ubuntu/trusty64' is up to date...
default: Setting the name of the VM: ubuntu_default_l1457794813849_39517
default: Clearing any previously set forwarded ports...
default: Clearing any previously set network interfaces...
default: Preparing network interfaces based on configuration...
default: Adapter 1: nat
==> default: Forwarding ports...
default: 22 == 2222 (adapter 1)
==> default: Booting VM...
==> default: Waiting for machine to boot. This may take a few minutes...
default: 55H address: 127.8.8.1:2222
default: S5H username: vagrant
default: S55H auth method: private key
default: Warning: Connection timeout. Retrying...
default:
default: Vagrant insecure key detected. Vagrant will automatically replace
default: this with a newly generated keypair for better security.
default:
default: Inserting generated public key within guest...
default: Removing insecure key from the guest if it's present...
default: Key inserted! Disconnecting and reconnecting using new S55H key...
==> default: Machine booted and ready!
==> default: Checking for guest additions in VM...
default: The guest additions on this VM do not match the installed version of
default: VirtualBox! In most cases this is fine, but in rare cases it can
default: prevent things such as shared folders from working properly. If you see
default: shared folder errors, please make sure the guest additions within the
default: virtual machine match the version of VirtualBox you have installed on
default: your host and reload your VM.
default:
default: Guest Additions Version: 4.3.36
default: VirtualBox Version: 5.8
==> default: Mounting shared folders...
default: /vagrant => fUsers/russ/Desktop/ubuntu
russ in
# wvagrant status
Current machine states:

default running (virtualbox

The VM is running. To stop this VM, you can run “wvagrant halt® to
shut it down forcefully, or you can run “vagrant suspend’ to simply
suspend the virtual machine. In either case, to restart it again,
simply run “wvagrant up’.

russ in

s [

Now that we have our virtual server up and running, let's connect to it and install

the Puppet agent:

vagrant ssh

sudo su -

curl -fsS https://raw.githubusercontent.com/russmckendrick/puppet-

install/master/ubuntu | bash
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You should see something similar to the following terminal session:

. @ o root@vagrant-ubuntu-trusty-64: ~— ssh « vagrant ssh — 11840

russ in

¥ wagrant ssh

Welcome to Ubuntu 14.84.4 LTS (GNU/Linux 3.13.8-79-generic xB6_64)
#* Documentation: https://help.ubuntu.com/

System information as of Sat Mar 12 15:80:33 UTC 2816

System load: ©.22 Processes: 1]
Usage of /: 3.5% of 359.34GB Users logged in: 1]
Memory usage: 25% IP address for eth®: 10.8.2.15

Swap usage: 2%

Graph this data and manage this system at:
https://landscape.canonical.com/

Get cloud support with Ubuntu Advantage Cloud Guest:
http://www.ubuntu.com/business/services/cloud

@ packages can be updated.
@ updates are security updates.

vagrant@vagrant-ubuntu-trusty-64:~% sudo su -

root@vagrant-ubuntu-trusty-64:~# curl -fs5 https://raw.githubusercontent.com/russmckendrick/puppet-install/master/ubun
tu | bash

Initial apt-get update...

Installing wget...

Configuring PuppetlLabs repo...

Installing Puppet...

dpkg: warning: unable to delete old directory '/fetc/ldap/schema': Directory not empty
Puppet installed!

Installing RubyGems...

Fetching: rubygems-update-2.6.1.gem (108%)

Successfully installed rubygems-update-2.6.1

1 gem installed

RubyGems installed

root@vagrant-ubuntu-trusty-64:~# puppet ——version

3.8B.6

root@vagrant-ubuntu-trusty-64:~# D

Now that we have the Puppet agent installed, the final step is to install the Docker
module from Puppet Forge:

puppet module install garethr-docker

You may see warnings such as the one in the following terminal session; don't worry
about these, they are to just inform you of the upcoming changes to Puppet:

® [ ] 21 root@vagrant-ubuntu-trusty-64: ~— ssh « vagrant ssh — 118x12

root@vagrant-ubuntu-trusty-64:~# puppet module install garethr-docker
Warning: Setting templatedir is deprecated. See http://links.puppetlabs.com/env-settings-deprecations
{at fusr/lib/ruby/vender_ruby/puppet/settings.rb:1139:in " issue_deprecation_warning')
Motice: Preparing to install into /etc/puppet/modules ...
Motice: Downloading from https://forgeapi.puppetlabs.com ...
MNotice: Installing —— do not interrupt ...
fetc/puppet/modules
garethr-docker (v5
puppetlabs-apt (v
puppetlabs-stdlib
stahnma-epel (v1.
root@vagrant-ubuntu-trusty-64:~#
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At this point, it's worth point out that we haven't actually installed Docker yet,
so let's do that now by running our first puppet manifest. On your local machine,
create a file called docker . pp in the ubuntu folder. The file should contain the
following contents:

include 'docker'
docker::image { 'russmckendrick/base': }

docker::run { 'helloworld':

image => 'russmckendrick/base',
command => '/bin/sh -c "while true; do echo hello world; sleep 1;
done"',

}

When we run this manifest using puppet apply, Puppet will know that we need
Docker installed to be able download the russmckendrick/base image and then
launch the helloworld container.

Back on our virtual machine, let's apply the manifest by running the following
command:

puppet apply /vagrant/docker.pp

You will see a lot of output from the command, as shown in the following screenshot:

root@vagrant-ubuntu-trusty-64:~#% puppet apply /vagrant/docker.pp
Warning: Setting templatedir is deprecated. See http://links.puppetlabs.com/env-settings-deprecations

{at fusr/lib/ruby/vendor_ruby/puppet/settings.rb:1139:in “issue_deprecation_warning')
Warning: Could not retrieve fact fgdn
Warning: Config file /etc/puppet/hiera.yaml not found, using Hiera defaults
Warning: Scope(Apt::Source[docker]): $include_src is deprecated and will be removed in the next major release, please use $include => { °
Warning: Scope(Apt::Source[docker]): $required_packages is deprecated and will be removed in the next major release, please use package r
Warning: Scope(Apt::Sourceldocker]): $key_source is deprecated and will be remeved in the next major release, please use $key == { 'sourc
Warning: Scope(Apt::Key[Add key: 5B11BEB9F3A912B97CO7BADBF76221572C52609D from Apt::Source docker]): $key_source is deprecated and will b
MNotice: Compiled catalog for vagrant-ubuntu-trusty-64 in environment production in 8.45 seconds
Notice: /Stage[main]/Apt/Apt::Settinglconf-update-stampl/Filel/etc/apt/apt.conf.d/15update-stamp]l/content: content changed '{md5}bOdedac?
Notice: /Stage[main]/Apt/Filelpreferences]/ensure: created
Notice: /Stage[main]/Docker::Repos/Apt::Source[docker]/Apt::Key[Add key: S5B11BEBGF3A012897CO7RADBF76221572C52609D0 from Apt::Source docker]
fensure: created
Notice: /Stage[main]/Docker::Repos/Apt::Source[docker]/Apt::Pin[docker]/Apt::Setting[pref-docker]/File[/etc/apt/preferences.d/docker.pref
Notice: /Stage[main]/Docker::Repos/Apt::Source[docker]/Apt::Setting[list-docker]/File[/etc/apt/sources.list.d/docker.list]/ensure: create
Notice: /Stage[mainl]/Apt::Update/Execlapt_updatel: Triggered 'refresh' from 1 events
Notice: /Stage[main]/Docker::Repos/Package[cgroup-lite]/ensure: ensure changed 'purged' to 'present’
Notice: /Stage[main]/Docker::Install/Package[linux-image-extra-3.13.8-79-generic]/ensure: ensure changed 'purged' to 'present’
Notice: /Stagelmainl]/Docker::Install/Package[docker]l/ensure: ensure changed ‘purged' to ‘present
Notice: /Stage[main]/Docker::Service/File[fetc/default/docker]/content: content changed '{md5}dfB4972d@cfbaefcb3ad37c69a26a8bb' to '{md5}
Notice: /Stage[main]/Docker::Service/File[/etc/init.d/docker]/ensure: ensure changed 'file' to 'link’
MNotice: fStagelmain]/Docker::Service/Service[docker]l: Triggered ‘refresh' from 2 events
Notice: /Stage[main]/Main/Docker::Image[russmckendrick/basel/Filel/usr/local/binfupdate_docker_image.sh]l/ensure: created
Notice: /Stage[main]/Main/Docker::Image[russmckendrick/base] /Exec[/usr/local/binfupdate_docker_image.sh russmckendrick/base]/returns: exe
Motice: fStage[mainl]/Main/Docker::Runlhelloworld]/File[/etc/init.d/docker-helloworld] fensure: created
Notice: /Stage[main]/Main/Docker::Run[helloworld]/Service [docker-helloworld]/ensure: ensure changed 'stopped’ to 'running'
MNotice: Finished catalog run in 177.94 seconds
root@vagrant-ubuntu-trusty-64:~#
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The first thing that happens is that Puppet will compile a catalogue, this is essentially
a list of all the tasks that it needs to complete in order to apply the configuration
that we have defined in the manifest file. Puppet will then execute these tasks. You
should be able to see Puppet:

* Add the official Docker APT repository

* Perform an apt update to initialize the new repository

* Install Docker and its prerequisites

* Download the russmckendrick/base image

* Launch the helloworld container
Let's check whether this happened by confirming the Docker version, look at the

images that are downloaded, check which containers are running, and finally attach
to the helloworld container:

docker --version
docker images
docker ps

docker attach helloworld

To detach from the container, press Ctrl + C on your keyboard. This will not only
return your prompt to the virtual machine, but also stop the helloworld container:

docker ps -a

You can see the output I got when running the commands in the following terminal
session:

® [ ] root@vagrant-ubuntu-trusty-64: ~ — ssh < vagrant ssh — 149x16
root@vagrant-ubuntu-trusty-64:~# docker --version

Docker version 1.18.3, build 28B1dd

root@vagrant-ubuntu-trusty-64:~# docker images

REPOSITORY TAG IMAGE ID CREATED SIZE

russmckendrick/base  latest 87c51245bFF1 About an hour ago  9.378 MB

root@vagrant-ubuntu-trusty-64:~# docker ps

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES
b23d791683d russmckendrick/base  "/bin/sh —c 'while tr" 2 minutes ago Up 2 minutes helloworld

root@vagrant-ubuntu-trusty-64:~# docker attach helloworld

hello world

hello world

hello world

root@vagrant-ubuntu-trusty-64:~# docker ps -a

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES
b23d79f1683d russmckendrick/base "fbin/sh -c 'while tr" 3 minutes ago Exited (8) 16 seconds ago helloworld
root@vagrant-ubuntu-trusty-64:~#

So what happens if we apply the manifest again? Let's see it by running puppet
apply /vagrant/docker.pp for a second time.
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You should see a lot less output this time, in fact, the only output you should see
other than the warnings is the confirmation that the helloworld container has
started backing up:

® [ ] root@vagrant-ubuntu-trusty-64: ~ — ssh « vagrant ssh — 138=20

root@vagrant-ubuntu-trusty-64:~# puppet apply /vagrant/docker.pp
Warning: Setting templatedir is deprecated. See http://links.puppetlabs.com/env-settings-deprecations
{at /usr/lib/ruby/vendor_ruby/puppet/settings.rb:1139:in “issue_deprecation_warning')
Warning: Could not retrieve fact fgdn
Warning: Config file /etc/puppet/hiera.yaml not found, using Hiera defaults
Warning: Scope(Apt::Sourceldocker]): $include_src is deprecated and will be removed in the next major release, please use $include => { 's
rc' => false } instead
Warning: Scope(Apt::Source[docker]): $required_packages is deprecated and will be removed in the next major release, please use package re
sources instead.
Warning: Scope(Apt::Source[docker]): $key_source is deprecated and will be removed im the next major release, please use $key => { 'source
" =» https://apt.dockerproject.org/gpg } instead.
Warning: Scope(Apt::Key[Add key: 5811BEB9F3A912B97CO7@ADBF76221572C52609D from Apt::Source docker]): $key_source is deprecated and will be
removed in the next major release. Please use $source instead.
Notice: Compiled catalog for vagrant-ubuntu-trusty-64 in environment production in @.45 seconds
Notice: /Stagel[mainl/Main/Docker::Runlhelloworld] /Serviceldocker-helloworld]l/ensure: ensure changed 'stopped' to 'running'
MNotice: Finished catalog run in @.37 seconds
root@vagrant-ubuntu-trusty-64:~# docker ps
CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES
B65ad5887d4b russmckendrick/base "fbinfsh -c¢ 'while tr" B seconds ago Up 7 seconds helloworld
root@vagrant-ubuntu-trusty-64:~#

Now that we have an idea of how to get something basic up and running, let's
deploy our WordPress installation. First of all, by default, our virtual machine has
quite a limited vagrant configuration, so let's remove the virtual machine and bring
up a more complex configuration.

To remove the virtual machine, type exit in your terminal until you are back on your
local PC; once there, type the following command:

vagrant destroy

Once you hit Enter, you will receive a prompt asking Are you sure you want to destroy
the 'default' VM?, answer yes and the virtual machine will be powered down and
removed.

Next, replace the entire content of the file called Vagrantfile that can be found in
your ubuntu folder:

# -*- mode: ruby -*-
# vi: set ft=ruby

VAGRANTFILE API VERSION = "2"

Vagrant.configure (VAGRANTFILE API_VERSION) do |config]|
config.vm.box = "ubuntu/trusty64"
config.vm.network "private network", ip: "192.168.33.10"
HOSTNAME = 'docker'
DOMAIN = 'media-glass.es'
Vagrant.require version '>= 1.7.0'
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config.ssh.insert key = false
config.vm.host name = HOSTNAME + '.' + DOMAIN
config.vm.provider "VirtualBox" do |v|

v.memory = 2024

v.cpus = 2

end

config.vm.provider "vmware fusion" do |v|

v.vinx ["memsize"] = "2024"
v.vmx ["numvcpus"] = "2"
end

$script = <<SCRIPT

sudo sh -c¢ 'curl -fsS https://raw.githubusercontent.com/
russmckendrick/puppet-install/master/ubuntu | bash'

sudo puppet module install garethr-docker
SCRIPT

config.vm.provision "shell™",
inline: $script
end

You can also find a copy of the file in the book's GitHub repository, which can
be found at https://github.com/russmckendrick/extending-docker/blob/
master/chapter06/puppet-docker/Vagrantfile.

Once you have vagrantfile in place, run vagrant up again and the virtual
machine will boot.

The differences between this virtual machine and the previous one that we launched
is that it will have an IP address of 192.168.33.10, which is only accessible from
your local PC. The vagrantfile also runs the commands to install Puppet and the
Docker Puppet module.

While the machine is booting, put a copy of the following Puppet manifest in your
ubuntu folder, call it wordpress . pp:

include 'docker'

docker::image { 'wordpress': }
docker::image { 'mysgl': }

docker::run { 'wordpress':
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image => 'wordpress',
ports => ['80:80'],
links => ['mysgl:mysqgl'l],

docker::run { 'mysqgl':
image => 'mysql',
env => ['MYSQL ROOT PASSWORD=password', 'FOO2=BAR2'],

As you can see, the format itself resembles the Docker Compose file we used to
launch our WordPress installation back in Chapter 2, Introducing First-party Tools.
Once the virtual machine has booted, connect to it, and apply the wordpress.pp
manifest by running the following command:

vagrant ssh

sudo puppet apply /vagrant/wordpress.pp

As before, you will see quite a bit of output:

vagrant@docker:~% sudo puppet apply /vagrant/wordpress.pp
Warning: Setting templatedir is deprecated. See http://links.puppetlabs.com/env-settings-deprecations

{at /usr/lib/ruby/vendor_ruby/puppet/settings.rb:1139:in “issue_deprecation_warning')
wWarning: Config file /etc/puppet/hiera.yaml not found, using Hiera defaults
Warning: Scope(Apt::Source[docker]): $include_src is deprecated and will be removed in the next major release, please use
Warning: Scope{Apt ource[docker]): $required_packages is deprecated and will be removed in the next major release, pleas
Warning: Scope(Apt::Source[docker]): $key_source is deprecated and will be removed in the next major release, please use {
Warning: Scope({Apt::Key[Add key: 5811BEBOF3A012B97C@78ADEF76221572C526090 from Apt::Source docker]): $key_source is deprec
Motice: Compiled catalog for docker.media-glass.es in environment production in @.50 seconds
MNotice: /Stage[main]/Apt/Apt::Settinglconf-update-stampl/File[/etc/apt/apt.conf.d/15update-stamp]l/content: content changec
Motice: /Stagelmain]/Apt/Filelpreferences]l/fensure: created
Motice: /Stage[main]/Docker::Repos/Apt::Source[docker]/Apt::Key[Add key: SB11BEBSF3A912B97COTRADBF76221572C52608D from Apter]
fensure: created
Motice: /Stagelmain]/Docker::Repos/Apt::Source[docker]/Apt::Pin[docker]/Apt::Setting[pref-docker]/File[/etc/apt/preference
Motice: /Stage[main]/Docker::Repos/Apt::Source[docker]/Apt::Setting[list-docker]/File[/etc/apt/sources.list.d/docker. list]
MNotice: /Stage[main]/Apt::Update/Exec[apt_update]: Triggered 'refresh' from 1 events
MNotice: /Stagel[main]/Docker::Repos/Packagelcgroup-litel/ensure: ensure changed 'purged’ to 'present’
MNotice: /Stage[main]/Docke Install/Package[linux-image-extra-3.13.8-79-generic]/ensure: ensure changed 'purged' to 'pres
Motice: /Stagelmain]/Docker::Install/Package[docker]/ensure: ensure changed 'purged' to 'present’
Notice: /Stage[main]/Docker::Service/File[/etc/default/docker]/content: content changed '{md5}df@4972d@cfbacfcE3ad37c6la2t
Motice: /Stage[main]/Docke Service/File[/etc/init.d/docker]/ensure: ensure changed 'file' to 'link'
Motice: /Stage[main]/Docker::Service/Service[docker]: Triggered 'refresh' from 2 events
Motice: /Stagelmain]/Main/Docker::Imagelwordpress]/Filel/usr/local/bin/update_docker_image.shl/ensure: created
MNotice: /Stage[main]/Main/Docker::Image[mysql]/Exec[/usr/locals/bin/fupdate_docker_image.sh mysgl]/returns: executed success
Notice: /Stagel[main]/Main/Docker::Image[wordpress]/Exec[/usr/locals/bin/update_docker_image.sh wordpress]/returns: executec
Notice: /Stagelmain]/Main/Docker::Run[mysgl]l/File[/etc/init.d/docker-mysqll/ensure: created
Motice: /Stage[main]/Main/Docker::Run[mysgl]/Service[docker-mysgl]/ensure: ensure changed 'stopped' to 'running’
Motice: /Stagelmain]/Main/Docker::Runl[wordpress]/Filel[/etc/init.d/docker-wordpress]/ensure: created
Notice: /Stage[main]/Main/Docker::Run[wordpress]/Service[docker—-wordpress]/ensure: ensure changed 'stopped’' to 'running'
MNotice: Finished catalog run in 103.94 seconds

Once the manifest has been applied, you should be able to point your browser to
the IP address at http:// 192.168.33.10/ or use the following URL at http://
docker.media-glass.es/, this URL resolves to the IP address configured in
Vagrantfile and will only be accessible once the virtual machine is running and
then manifest applied.
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From here, you can install WordPress as you have done in other chapters. Once
you have finished, don't forget to destroy your virtual machine using the vagrant
destroy command, as it will quite happily sit in the background using resources.

So, there you have it, a very basic practical introduction to running Puppet and
Docker together.

A more advanced Puppet example

So far, we have been running Puppet on a single virtual machine, this isn't actually
where its strengths lie.

Where Puppet comes into its own is when you deploy a Puppet Master server and
have the Puppet Agents on your hosts talk to the Master. Here, you are able to define
exactly how you want your hosts to look. For example, the following diagram shows
a single Puppet Master server controlling four Docker nodes:
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In this example, we could have a Puppet manifest on the Puppet Master for each of
the hosts, along with a manifest for configuration this is common across all four of
the nodes.

In the example, I have Weave installed on each of the nodes, check the Puppet Forge
athttps://forge.puppetlabs.com/, there is a module that allows you to manage
Weave called tayzlor/weave, this module alongside garethr/docker will allow
you to perform the following tasks:

¢ Install Docker on each node

¢ Install Weave on each node

¢ Create a Weave network across all four nodes
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* Manage images on each node

* Launch containers on each node and configure them to use the
Weave network

By default, the Puppet agent on each of the nodes will call back to the Puppet master
server every 15 minutes; when it does this, it will work through the manifests that
apply to the node. If there are any changes, these will be applied during the Puppet
Agent run; if there are no changes to the manifests, then no action will be taken.

Add to this that the Puppet configuration, including the manifests, lends itself really
well in order to being managed by a source control and you can create some really
useful workflows.

The only downside of this configuration is that it does not replace Docker Swarm, as
all of the logic as to where the containers are launched is defined manually within
each of manifest files. That's not to say that you can't launch a Swarm cluster using
Puppet, as you can, with a little more work.

We are not going to work through the example as we still have four more tools
to work through in this chapter, there are plenty of resources available on the
Puppetlabs website:

* Learning VM: https://puppetlabs.com/download-learning-vm
* Puppet Open Source Docs: https://docs.puppetlabs.com/puppet/

You can find more details on the two Puppet modules that I have mentioned:

*  Docker module: https://forge.puppetlabs.com/garethr/docker/

e Weave module: https://forge.puppetlabs.com/tayzlor/weave/

A final note about Puppet

In the next part of this chapter, we are going to be looking at Ansible, which most
people, I suspect, think that it does exactly the same job as Puppet. While its true
that there is a lot of crossover between the two, I see Ansible's strengths as an
orchestration tool and Puppet excels at being a configuration management tool.

As Puppet is a really great configuration management tool, there is the temptation to
start bundling a Puppet Agent inside your containers, using it as part of your image
build process, or even for real-time configuration, as the container launches.

Try to avoid this, as it may add unnecessary bloat to your containers as well as
introduce additional processes. Remember in an ideal world, your containers
should run a single process and be ready to work as soon as they are started.
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Orchestration with Ansible

I suspect a lot of people will be expecting an Ansible versus Puppet opening to this
section of the chapter. In fact, as mentioned at the end of the previous section, while
the two tools have a lot of crossover, their strengths lie in doing two different jobs.

They also work in completely different ways. Rather than going into the details now,
let's jump right in and install Ansible and then launch our WordPress containers
using an Ansible playbook.

Preparation

. Note that if, for any reason, you are not able to work through this
Q section of the chapter, I have recorded a screencast to show you what
/~— happens when you launch the Ansible playbook, which can be found
athttps://asciinema.org/a/39537.

Before launching our containers, we need to do a few things. The first thing is to
install Ansible.

If you are running OS X, I would recommend installing Ansible using Homebrew.
Homebrew is available at http://brew.sh/ and can be installed with the following
single command:

/usr/bin/ruby -e "$(curl -fsSL https://raw.githubusercontent.com/
Homebrew/install/master/install) "

Once you have followed the on-screen prompts, you should be in a position to install
Ansible using the following command:

brew install ansible

Now that Ansible is installed, we need to install a certain version of the DigitalOcean
Python library. To do this, we need to use the pip command. If you don't have the
pip command installed, then you need to run:

sudo easy install pip

Now that pip is installed, run the following command to install the correct version of
the Python library we need:

sudo pip install dopy==0.3.5
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The final thing you will need is the name of your DigitalOcean key. The Ansible
playbook we are going to run will create one for you and upload it if you don't
have one already configured, so if that's the case, you can skip this part.

If you do happen to have one already associated with your DigitalOcean account,
then you will name the name of it to launch the two instances and then connect
to them.

To find this out, log in to the DigitalOcean control panel at https://cloud.
digitalocean.com/ and click on the cog icon on the top right-hand side of the
screen and from the menu that pops up, click on the Settings button. Once the
settings page loads, click on the Security button, you should then see a list of SSH
keys, make a note of the name you want to use:

[ ] ® < (2] » @ & Digital Ocean, Inc. & [+] i [ +
e )
C,_.,__' Droplets Images Networking API Support Create Droplet o 2V

Settings

Account

Billing Two-Factor Authentication

Disable 2-factor authentication

User
Keep your account secure by enabling two-factor authentication. Each time you log in, you'll be required to

Profile provide your password plus a randomly generated access code.
Security

Russ Home (7d:ce:56:5f:af:45:71:ab:af:fe:77:¢2:9f:90:be:cf)
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In the preceding example, my SSH key is creatively called Russ Home.

Time to get a copy of the Ansible playbook we are going to be running. The code
for this can be found in the chapter06/docker-ansible folder on the GitHub
repository for this book, the complete URL is as follows:

https://github.com/russmckendrick/extending-docker/tree/master/
chapter06/docker-ansible

Once you have the playbook downloaded, open your terminal and go to the
docker-ansible folder. Once in there, run the following command, replacing the
DigitalOcean API with your own:

echo 'do api token:
"sdnjkjdfgkjb345kjdgljkngwetkjwhgoih3l4rjkwergoiyu34rjkherglkhrgo"' >
group vars/do.yml

echo 'ssh key name: "Your Key Name"' >> group vars/do.yml

We are now in a position where we can run the playbook, but before we do,
remember that this playbook will connect to your DigitalOcean account and launch
two instances.

To launch the playbook, run the following command and wait:

ansible-playbook -i hosts site.yml

It will take several minutes to run through the entire process, but what you should
have the end of it is two Ubuntu 14.04 Droplets launched in your DigitalOcean
account. Each droplet will have the latest version of both Docker and Weave
installed, Weave will be configured so that the two hosts can talk to each other.

One droplet will be running our WordPress container and the second will be running
our MySQL container, both containers will be talking to each using the cross-host
Weave network.
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Once the task completes, you will should see something similar to the following
screenshot:

[ NON ansible-docker — asciinema rec » bash — 109x36

TASK [weave-install : download weave containers and launch with password] sk

PLAY [Connect the two Weave hosts and start MySOL container] seksksksoksokskksksokskskokskork

TASK [weave-connect : include_wvars] s g ——
ok: [46.101.B0.176]

TASK [weave—connect : download weave containers and launch with password] sk

TASK [docker-mysgql : start mysql container] Hokk ——
PLAY [Start the Wordpress container] == Fokk Fokk
TASK [docker-wordpress : include_vars] F ok F ok
ok: [46.101.4.247]
TASK [docker-wordpress : start wordpress container] s *
TASK [docker-wordpress : debugl ks Fkok *kok
ok: [46.101.4.247] => {
"msg": "You should be able to see a WordPress installation screen by going to http://46.181.4.247"
}
PLAY RECAP Hokok Hok Hok Hok
: ok=13 unreachable=8 failed=0
ok=13 unreachable=8 failed=0
: ok=1@ unreachable=8 failed=8
russ in on

As you can see, in my case, I can go to http://46.101.4.247 in my browser to start
the WordPress installation.

If, for any reason, parts of the installation fail, for example, sometimes droplets can
take a little longer to start and won't be available for Ansible to connect to when

it tries to SSH to them, then don't worry, you will be able to rerun the Ansible
playbook using the following command:

ansible-playbook -i hosts site.yml

Ansible will also work through the entire playbook again, this time, skipping
anything that has already been created or actioned.

If you are not working through this example, or have problems, I have recorded an
entire run-through of launching the playbook and then rerunning it, you can view
this at https://asciinema.org/a/39537.
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The playbook

There are quite a few parts of the playbook, as you can see from the following list of
folders and files:

— ansible.cfg
F— group vars

| — do.yml

| L— environment.yml
— hosts

F— roles

— docker-install
| L— tasks
| L— main.yml
— docker-mysql
| L— tasks
| L— main.yml
— docker-wordpress
L— tasks
L— main.yml
droplet
— tasks
| L— main.yml
L— templates
L— dyn.yml.j2
weave-connect
L— tasks
L— main.yml

N N

weave-install
L— tasks
L— main.yml

L— site.yml

The main file we called when launching the playbook was the site.yml file, this
defines the order which tasks in defined in the roles folder are executed. Let's take a
look at the content of this file and the roles that are being called.

Section one

The file itself is split into four sections, the following first section deals with
connecting to DigitalOcean's API from your local machine and launching the
two Droplets:

- name: "Provision two droplets in DigitalOcean"
hosts: localhost
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connection: local

gather facts: True

vars files:
- group_ vars/environment.yml
- group vars/do.yml

roles:
- droplet

It loads the both the main environment .yml variables file, this is where we define
things such as which region the droplet is being launched in, name of the droplets,
size to use, and also which image should be launched.

It also loads the do.ym1 file which contains your DigitalOcean API key and SSH
keyname. If you look into the role task file in the droplet folder, you will see that
along with launching the two droplets, it also creates the following three host groups:

* dockerhosts: This group contains both droplets
* dockerhost01: This contains our first droplet

* dockerhosto02: This group contains the second droplet

The final action that is taken at this stage is that a file is written to the group_vars
folder, which contains the public IP addresses of our two droplets.

Section Two

The next section of the site.yml file deals with the installation of some basic
prerequisites, Docker, and Weave on the droplets within the dockerhosts group:

- name: "Install Docker & Weave on our two DigitalOcean hosts"
hosts: dockerhosts
remote_user: root
gather facts: False
vars_files:
- group vars/environment.yml
roles:
- docker-install
- weave-install

The first role deals with the installation of Docker, let's take a look at what's going
within the task file for this role.
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First of all, we will install curl using the apt package manager as we will need
this later:

- name: install curl
apt: pkg=curl update cache=yes

Once curl has been installed, we will start configuring the official Docker APT
repository by first adding the keys for the repo:

- name: add docker apt keys
apt_key: keyserver=p80.pool.sks-keyservers.net id=58118E89F3A912897C
070ADBF76221572C52609D

Then, we'll add the actual repository:

- name: update apt
apt_repository: repo='deb https://apt.dockerproject.org/repo ubuntu-
trusty main' state=present

Once the repository has been added, we can do the actual installation of Docker,
making sure that we update the cached repository list before the package is installed:

- name: install Docker
apt: pkg=docker-engine update cache=yes

Now that Docker is installed, we need to ensure that the Docker daemon has started:

- name: start Docker
service: name=docker state=started

Now we need to install the tools that Ansible will use to interact with the Docker
daemon on our hosts, like Ansible, this is a Python program. To make sure that we
can install it, we need to ensure that pip, the Python package manager, is installed:

- name: install pip
apt:
pkg: "{{ item }}"
state: installed
with items:
- python-dev
- python-pip

Now that we know that pip is installed, we can install the docker-py package:

- name: install docker-py
pip:
name: docker-py
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This package is a Docker client written in Python and supplied by Docker itself. More
details on the client can be found at https://github.com/docker/docker-py

This ends the first role that is called in the second section of the site.ym1l file.
Now that Docker is installed, it's time to install Weave, this is handled by the
weave-install task.

First of all, we download the weave binary from the URL defined in the
environment .yml file to the filesystem path that is also defined in the
environment .yml file:

- name: download and install weave binary
get _url: url={{ weave url }} dest={{ weave bin }}

Once we have the binary downloaded, we need to see the correct read, write, and
execute permissions on the file so that it can be executed:

- name: setup permissions on weave binary

file: path={{ weave bin }} mode="u+rx,g+rx, o+rwx"

Finally, we need to start weave and also pass it a password to enable encryption, the
password is also defined in the environment .ym1 file:

- name: download weave containers and launch with password
command: weave launch --password {{ weave password}}

ignore_errors: true

As you can see, at the end of this part of the task, we are telling Ansible to ignore
any errors generated here. This is because, if the playbook was to be launched for
a second time and weave was already running, it would complain saying that the
weave router was already active. This will stop playbook from progressing any
further, as Ansible interprets this message as a critical error.

Due to this, we have to tell Ansible to ignore what it thinks is a critical error here for
the playbook to progress pass this stage.

Section three

The next section of the site.yml file performs one last piece of configuration before
launching the containers that go to make up our WordPress installation. All of these
roles are run on our first droplet:

- name: "Connect the two Weave hosts and start MySQL container™"
hosts: dockerhost01l
remote user: root

gather facts: False
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vars_files:

- group_ vars/environment.yml
roles:

- weave-connect

- docker-mysql

The first role, which is called, connects the two weave networks on the two hosts
together:

- include_vars: group vars/dyn.yml
- name: download weave containers and launch with password
command: weave connect {{ docker host 02 }}

As you can see, the variable file that contains the IP address of our two droplets is
loaded for the first time here and is used to get the IP address of the second droplet;
this file, called dyn.yml, was created by the role that originally launched the two
droplets.

Once we have the IP address of the second droplet, the weave connect command
is executed and the configuration of the weave network is completed. We can now
launch the containers.

The first container that we need to launch is the database container:

- name: start mysgl container
docker:

name: my-wordpress-database
image: mysqgl
state: started
net: weave
dns: ["172.17.0.1"]
hostname: mysqgl.weave.local
env:

MYSQL ROOT PASSWORD: password
volumes:

- "database:/var/lib/mysqgl/"

As you can see, this is quite a similar syntax to Docker Compose files; however, there
may be slight differences, so double-check the Docker pages on the Ansible core
module documentation site to ensure that you are using the right syntax.

Once the my-wordpress-database container has been started, it means that all the
tasks we need to execute on dockerhost01 are completed.
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Section four

The final section of the site.yml file connects to our second droplet and then
launches the WordPress container:

- name: "Start the Wordpress container"
hosts: dockerhost02
remote user: root
gather facts: False
roles:
- docker-wordpress

All this role does is launch the WordPress container, again the file has close
resemblance to the Docker Compose file:

- include_vars: group vars/dyn.yml
- name: start wordpress container
docker:
name: my-wordpress-app
image: wordpress
state: started
net: weave
dns: ["172.17.0.1"]
hostname: wordpress.weave.local
ports:
- "80:80"
env:
WORDPRESS DB HOST: mysqgl.weave.local:3306
WORDPRESS DB PASSWORD: password
volumes:
- "uploads:/var/www/html/wp-content/uploads/"

- debug: msg="You should be able to see a WordPress installation
screen by going to http://{{ docker host 02 }}"

The final debug line prints the message at the end of the playbook run that contains
the IP address of the second droplet.

Ansible and Puppet

Like Puppet, Ansible, when used with a playbook like the one we have discussed,
can be used as a replacement for Docker Machine and Docker Compose.

However, one thing you may have noticed is that unlike Puppet, we did not install
an agent in the target machine.
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When you run an Ansible playbook, it is compiled locally, and then the compiled
script is pushed to your target servers using SSH and then executed.

This is one of the reasons why, during our playbook run, we have to install the
Docker Python library on our two droplets, without which the compiled playbook
would not have been able to launch the two containers.

Another important difference between the two tools is that Ansible executes the tasks
in the order you define in the playbook.

The Puppet example we worked through wasn't complex enough to really
demonstrate why this can be an issue when it comes to running Puppet manifests,
but Puppet works using an eventual consistency concept, meaning that it may take a
few manifest runs for your configuration to be applied.

It is possible to add requirements to Puppet manifests, for example, requiring XYZ to
be executed after ABC has run. However, this can start to cause performance issues
if your manifest is quite large; also, you could find yourself in a position where the
manifest stops working altogether as Puppet is not able to successfully execute the
manifest in the order you are defining.

This is why, in my opinion, Ansible is a lot better when it comes to orchestration
than Puppet.

It's situations like this where it really matters that the tasks you have defined are
executed in the exact order you need them to run in rather than leaving it up to the
tool you are using to figure out the most efficient way of applying the tasks.

To me, this is the reason you should not approach any task with an attitude of "I
need to choose one tool and only use that for everything," you should always choose
the tool that works for the job you want to do.

This can probably be said for a lot of the tools we are looking at in this chapter;
rather than assessing a tool in a "this versus that" manner, we should be asking "this
or that" or even "this and that" and not limit ourselves.

Vagrant (again)

As we have already discovered earlier in this chapter, Vagrant can be used as a
virtual machine manager. We have already used it to bring up a local Ubuntu 14.04
instance using VirtualBox on our local machine; however, if we wanted to, we could
have done this using VMware Fusion, Amazon Web Services, DigitalOcean, or even
OpenStack.
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Like Puppet and Ansible, when Docker was first released, there were a lot of
articles published around Vagrant versus Docker. In fact, when the question was
asked on Stack Overflow, the authors of both Vagrant and Docker weighed in on

the question. You can read the full discussion at http://stackoverflow.com/
questions/16647069/should-i-use-vagrant-or-docker-for-creating-an-

isolated-environment

So, in what ways can Vagrant support Docker? There are two main ones we are
going to be looking at. The first is the provisioner.

Provisioning using Vagrant

When we worked out way through Puppet, we used Vagrant to launch Ubuntu
14.04 locally using VirtualBox; as part of that, we used the Shell provisioner to
install Puppet and deploy the Docker Puppet module. Vagrant has the following
provisioners available:

* File: This copies files in place onto the Vagrant host
* Shell: This compiles/copies bash scripts to the host and executes them

* Ansible: This runs an Ansible playbook either on or against the host

* Chef and Puppet: There are around dozen different ways you can use Chef
or Puppet to provision your Vagrant host

* Docker: This is what we will be using to provision our containers on the
Vagrant host

The vagrantfile looks really close to the one we used to deploy our Puppet
WordPress example:

# -*- mode: ruby -*-
# vi: set ft=ruby :

VAGRANTFILE API VERSION = "2"
Vagrant .configure (VAGRANTFILE API VERSION) do |config]|

config.vm.box = "ubuntu/trusty64"

config.vm.network "private network", ip: "192.168.33.10"
HOSTNAME = 'docker!'

DOMAIN = 'media-glass.es'

Vagrant .require version 's>= 1.7.0'

config.ssh.insert key = false
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config.vm.host name = HOSTNAME + '.' + DOMAIN

config.vm.provider "VirtualBox" do |v|
v.memory = 2024
v.cpus = 2

end

config.vm.provider "vmware fusion" do |v|

v.vinx ["memsize"] = "2024"
v.vmx ["numvcpus"] = "2"
end

config.vm.provision "docker" do |d]
d.run "mysqgl",
image: "mysqgl",
args: "-e 'MYSQL ROOT_ PASSWORD=password'"
d.run "wordpress",
image: "wordpress",

args: "-p 80:80 --link mysgl:mysqgl -e WORDPRESS DB
PASSWORD=password"
end
end

As you can see, this will download (if you don't have it already) and launch an
Ubuntu 14.04 server and then provision two containers, one WordPress and one
MySQL.

To launch the host, run the following command:

vagrant up --provider VirtualBox
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You should see something similar to the following terminal output:

[ NoN ] provisioner — -bash — 125x45

E
russ in on
# wagrant up --provider virtualbox
Bringing machine 'default' up with 'virtualbox' provider...
==> default: Importing base box 'ubuntu/trusty64'...
===> default: Matching MAC address for NAT networking...
==> default: Checking if box 'ubuntu/trusty64' is up to date...
==> default: Setting the name of the VM: provisioner_default_l4584B82876983_39448
=== default: Clearing any previously set forwarded ports...
=== default: Clearing any previously set network interfaces...
=== default: Preparing network interfaces based on coenfiguration...
default: Adapter 1: nat
default: Adapter 2: hostonly
=== default: Forwarding ports...
default: 22 == 2222 (adapter 1)
===> default: Running 'pre-boot' VM customizations...
==> default: Booting UM...
=== default: Waiting for machine to boot. This may take a few minutes...
default: S55H address: 127.8.0.1:2222
default: SSH username: vagrant
default: SSH auth method: private key
default: Warning: Connection timeout. Retrying...
=== default: Machine booted and ready!
=== default: Checking for guest additions in WM...
default: The guest additions on this VM do not match the installed version of
default: VirtualBox! In most cases this is fine, but in rare cases it can
default: prevent things such as shared folders from working properly. If you see
default: shared folder errors, please make sure the guest additions within the
default: virtual machine match the version of VirtualBox you have installed on
default: your host and reload your VM.
default:
default: Guest Additions Version: 4.3.36
default: VirtualBox Version: 5.8
=== default: Setting hostname...
=== default: Configuring and enabling network interfaces...
==> default: Mounting shared folders...
default: /vagrant == fUsers/russ/Documents/Code/extending—docker/chapter@6/vagrant-docker/provisioner
=== default: Running previsioner: docker...
default: Installing Docker (latest) onto machine...
=== default: 5tarting Docker containers...
==> default: -- Container: mysqgl
default: -- Container: wordpress
russ in on
# open http://docker.media-glass.es/
russ in on

You can also run the following command to open your browser and get to your
WordPress installation screen (remember: we have launched the Vagrant host with a
fixed local IP address, which means the following URL should resolve to your local

installation):

open http://docker.media-glass.es/

You may have already noticed one thing that happened when we launched the
Vagrant host: we didn't have to provide Vagrant any commands to install Docker;

it took care of that for us.

Also, we had to launch our MySQL container before we launched our WordPress
one. This is because we have linked our WordPress container to the MySQL one. If
we tried to launch the WordPress container first, we would have received an error

telling us that we are trying to reach a link that does not exist.
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As you can see from the following terminal output, you can connect to your Vagrant
host using the vagrant ssh command:

[ ] [ ] vagrant@docker: ~ — ssh « vagrant ssh — 136x30

russ in on
# wagrant ssh

Welcome to Ubuntu 14.84.4 LTS (GNU/Linux 3.13.8-83-generic xB6_64)

* Documentation: https://help.ubuntu.com/

System information as of Sun Mar 20 14:08:13 UTC 2016

System load: .89 Processes: 9@
Usage of /: 3.5% of 30.34GB Users logged in
Memory usage: 6% IP address for eth®: 10.8.2.15

Swap usage: 0%

Graph this data and manage this system at
https://landscape.canonical.com/

Get cloud support with Ubuntu Advantage Cloud Guest
http://www.ubuntu.com/business/services/cloud

@ packages can be updated.
@ updates are security updates.

vagrant@docker:~% docker ps

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES
cldfb578aal8 wordpress "fentrypoint.sh apach" 2 minutes ago Up 2 minutes 8.0.0.0:80—>B0/tcp wordpress
fb45d6cdBBED mysql "fentrypoint.sh mysgl" 3 minutes ago Up 3 minutes 3386/ /tcp mysql

vagrant@docker:~% docker --version
Docker version 1.9.1, build a34alds
vagrant@docker:~%

The other thing you may notice is that the Docker version installed isn't the most
up-to-date one; this is because Vagrant installs the version that is available in the
operating system's default repository rather than the latest version provided by
Docker in their repository.

The Vagrant Docker provider

As I mentioned, there are two ways in which you can use Docker with Vagrant: the
one we just looked at is a provisioner, and the second way is to use a provider.

So, what's a provider? We have already used a provider twice in this chapter when
we launched our Docker hosts. A provider is a virtual machine process, manager, or
API that Vagrant can make a connection to and then launch a virtual machine from.

Vagrant has the following providers built in:

e VirtualBox
*  Docker

* Hyper-V
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There is also a commercial plugin provided by the authors, which adds the following
provider:

e  VMware Fusion and Workstation

Finally, Vagrant supports custom providers, such as ones for Amazon Web Services,
libvirt, and even LXC, for example. A full list of custom providers and other Vagrant
plugins can be found at http://vagrant-lists.github.io/.

Obviously, if you are using OS X, then you won't be able to use the Docker provider
natively; however, Vagrant takes care of this you. Let's look at launching an NGINX
container using the Docker provider rather than a provisioner.

The vagrantfile looks a little different to the ones we have been using;:

VAGRANTFILE API VERSION = "2"
Vagrant.configure (VAGRANTFILE API VERSION) do |config]|
config.vm.define "boot2docker", autostart: false do |dockerhost |
dockerhost.vm.box = "russmckendrick/boot2docker"
dockerhost.nfs.functional = false
dockerhost.vm.network :forwarded port, guest: 80, host: 9999

dockerhost.ssh.shell = "sh"
dockerhost.ssh.username = "docker"
dockerhost.ssh.password = "tcuser"
dockerhost.ssh.insert_key = false
end
config.vm.define "nginx", primary: true do |v|
v.vm.provider "docker" do |d|
d.vagrant vagrantfile = "./Vagrantfile"
d.vagrant machine = "boot2docker"
d.image = "russmckendrick/nginx"
d.name = "nginx"
d.ports = ["80:80"]
end
end

end
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As you can see, it is split into two parts: one for a Boot2Docker virtual machine and
the second part for the container itself. If you were to run vagrant up, you would
see something like the following terminal output:

[ NoN ] provider — -bash — 155x60

russ in on
4 wvagrant up
Bringing machine ‘nginx' up with 'docker' provider...
==> nginx: Docker host is required. One will be created if necessary...
nginx: Vagrant will now create or start a local VM to act as the Docker
nginx: host. You'll see the output of the “vagrant up’ for this VM below.
nginx:
nginx: Box 'russmckendrick/boot2docker' could not be found. Attempting to find and install...
nginx: Box Provider: virtualbox
nginx: Box Version: »= @
nginx: Loading metadata for box 'russmckendrick/boot2docker’
nginx: URL: https://atlas.hashicorp.com/russmekendrick/boot2docker
nginx: Adding box 'russmckendrick/boot2docker' (vw1.1.1@.3) for provider: virtualbox
nginx: Downloading: https://atlas.hashicorp.com/russmckendrick/boxes/boot2docker/versions/1.1.18.3/providers/virtualbox.box
nginx: Successfully added box 'russmckendrick/boot2docker' (v1.1.18.3) for 'virtualbox'!
nginx: Importing base box 'russmckendrick/boot2docker'...
nginx: Matching MAC address for NAT networking...
nginx: Checking if box 'russmckendrick/boot2docker' is up to date...
nginx: Setting the name of the VM: provider_boot2docker_1458819694333_65134
nginx: Clearing any previously set network interfaces...
nginx: Preparing network interfaces based on configuration...
nginx: Adapter 1: nat
nginx: Forwarding ports...
nginx: 2375 => 2375 (adapter 1)
nginx: B8 => 9999 (adapter 1)
nginx: 22 == 2222 (adapter 1)
nginx: Running 'pre-boot' WM customizations...
nginx: Booting VM...
nginx: Waiting for machine to boot. This may take a few minutes...
nginx: SSH address: 127.8.8.1:2222
nginx: 5SH username: docker
nginx: 55H auth method: password
nginx: Warning: Connection timeout. Retrying...
nginx: Machine booted and ready!
==> nginx: Syncing folders to the host VM...

nginx: Rsyncing folder: /Users/russ/Documents/Code/extending-docker/chapter@6/vagrant-docker/provider/ == fvar/lib/docker/docker_1458819717_37066
docker@127.8.8.1's password:

==> nginx: Creating the container...

nginx:  Name: nginx

nginx: Image: russmckendrick/nginx

nginx: Volume: fvar/lib/docker/docker_1458819717_37066: /vagrant

nginx:  Port: 80:80

nginx:

nginx: Container created: ed7ef7abcddedcde
==> nginx: Starting container...
==> nginx: Provisioners will not be run since container doesn't support SSH.
russ in on
s 1

As you can see, as [ am using OS X, Vagrant knows that I can run Docker natively,
so it takes the first section of Vagrant file and launches a Boot2Docker instance.
Boot2Docker is the tiny Linux distribution that powers Docker Machine's default
driver.

Once it has downloaded the Boot2Docker Vagrant Box, it launches the virtual
machine and maps port 22 on the virtual machine to port 2222 on our local PC so
that we can get SSH access. Also, as defined in Vagrantfile, port 80 from the virtual
machine is mapped to port 9999 on the local PC.
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Its worth noting that if I were running this on a Linux PC that had Docker installed,
then this step would have been skipped and Vagrant would have made use of my
local Docker installation.

Now that Boot2Docker has been started, the second part of the vagrantfile can
be run. If, like in my case, Vagrant has downloaded and launched the Boot2Docker
Vagrant Box, then you will be asked for a password; this is because we have not
exchanged keys with the Boot2Docker virtual machine. The password is tcuser.

Once you have entered the password, Vagrant will download the NGINX image
from https://hub.docker.com/r/russmckendrick/nginx/ and launch the
container, opening port 80.

Once the container has been launched, you should be able to go to the NGINX
welcome page at http://localhost:9999/.

If you like, you can SSH into the Boot2Docker virtual machine, as Vagrant is
primarily managing the container and not the Boot2Docker virtual machine.
You will have to use the following command:

ssh docker@localhost -p2222

Again, because we have not exchanged keys, you will need to enter the password,
tcuser. You should then see this:

® @ provider — ssh -p 2222 docker@localhost — 142x26
russ in on
5 ssh -p 2222 docker@localhost
The authenticity of host '[localhost]:2222 ([127.2.0.11:2222)' can't be established.
ECDSA key fingerprint is SHA256:3pxjX9GEmSKUC+dwv53PsIgfDFgRgI0OBHuMaVraxkxaB.
Are you sure you want to continue connecting (yes/nol? yes
Warning: Permanently added '[localhost]:2222' (ECDSA) to the list of known hosts.
docker@localhost's password:
##
#E BE AR
#E AR BR AR AR

A o _—y
Ay Ay _—
N\ /
Il — —— 1 Y [ [ U [N [
| I A N A N R S B A P N e \ |
I T Sy G VU [ |
PSP S VY NS VA PR, VPO Y P VU ) | N |

Boot2Docker version 1.10.3, build master : 625117e - Thu Mar 18 22:08:82 UTC 2016

Docker wversion 1.18.3, build 2@8f8ldd

docker@boot2docker:~% docker ps

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES
ed7ef7abcdde russmckendrick/nginx "supervisord" About a minute ago Up About a minute 0.0.0.0:80->B0/tcp, 443/tcp nginx
docker@boot2docker:~$
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Once SSHed in, you will be able to run Docker commands locally. Finally, to
terminate both the container and virtual machine, run the following command
from within the same folder as your vagrantfile and you will see something
as following;:

vagrant destroy

[ NON ) provider — -bash — 143=11

russ in on
§ vagrant destroy

nginx: Are you sure you want to destroy the ‘nginx' VM? [y/N] vy
= nginx: Stopping container...
nginx: Deleting the container...
= nginx: Removing synced folders...

boot2docker: Are you sure you want to destroy the 'bootZdocker' VM? [y/N] ¥
> boot2docker: Forcing shutdown of WM...
> boot2docker: Destroying VM and associated drives...
russ in on
5

i
Inou
v

This will prompt you, asking whether you are sure you would like to remove the
container and then the virtual machine; answer yes to both questions.

You must have noticed that we didn't cover our WordPress example while walking
through the Docker provider. The reason for this is that the Docker provider
functionality, in my opinion, is pretty much redundant now, especially as it has quite a
few limitations that can all be easily overcome by using the provisioner or other tools.

One such limitation is that it can only use port mapping; we cannot assign an IP
address to the virtual machine. If we did, it would have silently failed and reverted
to port mapping from the virtual machine to the host PC.

Also, the functionality offered when launching containers doesn't feel as up to date
and feature aligned to the latest version of Docker as the other tools we have been
looking at so far in the chapter.

Because of this, I would recommend that you look at using the provisioner rather
than the provider if you are looking at utilizing Vagrant.
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Packaging images

So far, we have been quite happily downloading prebuilt images from the Docker
Hub to test with. Next up, we are going to be looking at creating our own images.
Before we dive into creating images using third-party tools, we should have a quick
look at how to go about building them in Docker.

An application

Before we start building our own images, we should really have an application
to "bake" into it. I suspect you are probably getting bored of doing the same
WordPress installation over and over again. We are going to be looking at
something completely different.

So, we are going to build an image that has Moby Counter installed. Moby counter is
an application written by Kai Davenport, who describes it as follows:

"A small app to demonstrate keeping state inside a docker-compose application."

The application runs in a browser and will add a Docker logo to the page wherever
you click, the idea being that it uses a Redis or Postgres backend to store the number
of Docker logos and their positions, which demonstrates how data can persist on
volumes such as the ones we looked at in Chapter 3, Volume Plugins. You can find the
GitHub repository for the application at https://github.com/binocarlos/moby-
counter/.

The Docker way

Now that we know a little about the application we are going to be launching,
let's take a look at how the image would be built using Docker itself.

The code for this part of the chapter is available from the GitHub repository that
accompanies this book; you can find it at https://github.com/russmckendrick/
extending-docker/tree/master/chapter06/images/docker.

The Dockerfile for the basic build is quite simple:

FROM russmckendrick/nodejs

ADD . /srv/app

WORKDIR /srv/app

RUN npm install

EXPOSE 80

ENTRYPOINT ["node", "index.js"]
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When we run the build, it will download the russmckendrick/nodejs image from
the Docker Hub; this, as you may have guessed, has Node]S installed.

Once that image has been downloaded, Docker will launch the container and add
the content of the current working directory, which contains the Moby Counter code.
It will then change the working directory to where the the code was uploaded to
/srv/app.

It will then install the prerequisites required to run the application by issuing the npm
install command; as we have set the working directory, all of the commands will
be run from that location, meaning that the package . json file will be used.

Accompanying the Dockerfile is a Docker Compose file, this kicks off the build of
the Moby Counter image, downloads the official Redis image, and then launches the
two containers, linking them together.

Before we do that, we need to bring up a machine to run the build on; to do this, run
the following command to launch a local VirtualBox-based Docker host:

docker-machine create --driver "VirtualBox" chapter06

Now that the Docker host has been launched, run the following to configure your
local Docker client to talk directly to it:

eval $(docker-machine env chapter06)

Now that you have the host ready and client configured, run the following to build
the image and launch the application:

docker-compose up -d
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When you run the command, you should see something like the following output in
your terminal:

0@ docker — -bash — 111=88
russ in on
5 docker-compose up -d
Creating docker_redis_1
Building web
Step 1 : FROM russmckendrick/nodejs
latest: Pulling from russmckendrick/nodejs
4d@6f2521e4f: Pull complete
40237cc4fd73: Pull complete
66b2B6691caf: Pull complete
S5dcalbfeB956: Pull complete
Digest: sha256:797eabd75d57ec30B46ee3e407d60dd11167571537BbB5B2714F55deddc12a5@
Status: Downloaded newer image for russmckendrick/nodejs:latest
-—-= f5f2B4d2c5d4
Step 2 : ADD . /srv/app
——-= 78eb@2B973cl
Removing intermediate container 9975dfcedaz®
Step 3 : WORKDIR /fsrv/app
——-=> Running in ea3BcB7c@4ba
---> fad4dab@33eB
Removing intermediate container ea3BcB7c@4ba
Step 4 : RUN npm install
—-=-=> Running in l4dBadbcefal
moby—counter@l.®.d Jsrv/app
+-— concat-stream@l.5.1
| +—— inherits@2.08.1
| +-— readable-stream@2.®.6
| | +—— core-util-is@l.@.2
+-- bodyg@.1.@8
| *-- content-types@@.1.8
| ‘—— iterators@e.1.@
| ‘—— ap@@.l.8
+-— httperr@d.5.@
+-— routesgz.1.@
+-— send-data@3.3.4
| +—— json-stringify-safe@5.8.1
| "-- xtend@3.0.@
'—— xtend@2.1.2
“—— object-keys@@.4.8

———= 2Zbb43fdefcBc

Removing intermediate container l4dBadbcefal
Step 5 : EXPOSE B@

———> Running in alB7dale5@f2

———= 3bB6fRe54b7T

Removing intermediate container alB7dale5@f0
Step 6 : ENTRYPOINT node index.js

——=> Running in 6BB4f7cBccee

———= af7d85eB1f35
Removing intermediate container GB@4f7cBccee
Successfully built af7d95eB1f35
Creating docker_web_1

russ in on

s [

Now that the application has been launched, you should be able to open your
browser by running this:

open http://$(docker-machine ip chapter06)/
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You will see a page that says Click to add logos, if you were to click around the page,
Docker logos would start appearing. If you were to click on refresh, the logos you
added would remain as the number of the logos, their position being stored in the
Redis database.

[ NN Ol | @® 192.168.99.100 & e h 9 |
docker
docker
d docker
docke gg docker
docker ‘w docker

docker

To stop the containers and remove them, run the following commands:

docker-compose stop

docker-compose rm

Before we look into the pros and cons of using the Docker approach to building
container images, let's look at a third-party alternative.

Building with Packer

Packer is written by Mitchell Hashimoto from Hashicorp, the same author as Vagrant's.
Because of this, there are quite a lot of similarities in the terms we will be using.

The Packer website has probably the best description of the tool:

" Packer is an open source tool for creating identical machine images for multiple
platforms from a single source configuration. Packer is lightweight, runs on every
major operating system, and is highly performant, creating machine images for
multiple platforms in parallel. Packer does not replace configuration management
like Chef or Puppet. In fact, when building images, Packer is able to use tools like
Chef or Puppet to install software onto the image."
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I have been using Packer since its first release to build images for both Vagrant and
public clouds.

You can download Packer from https://www.packer.io/downloads.html or, if
you installed Homebrew, you can run the following command:

brew install packer

Now that you have Packer installed, let's take a look at a configuration file. Packer
configuration files are all defined in JSON.

JavaScript Object Notation (JSON) is a lightweight data-interchange
% format. It is easy for humans to read and write and for machines to
T parse and generate.

The following file does almost exactly what our Dockerfile did:

{

"builders": [{
"type": "docker",
"image": "russmckendrick/nodejs",
"export path": "mobycounter.tar"
I
"provisioners": [
{
"type": "file",
"source": "app",
"destination": "/srv"

lltypell . llfilell ,
"source": "npmrc",
"destination": "/etc/npmrc"

"type": "shell",
"inline": [
"ced /srv/app",
"npm install"
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Again, all of the files required to build the image, along with the Docker
Compose file to run it, are in the GitHub repository at https://github.com/
russmckendrick/extending-docker/tree/master/chapter06/images/packer.

Rather than using the Docker Compose file to build the image, we are going to have
to run packer and then import the image file. To start the build, run the following
command:

packer build docker.json

You should see the following in your terminal:

0@ packer — -bash — 111=88

russ in an
¥ packer build docker.json
docker output will be in this color

==> docker: Creating a temporary directery for sharing data..
==> docker: Pulling Docker image: russmckendrick/nodejs
docker: Using default tag: latest
docker: latest: Pulling from russmckendrick/nodejs
docker: 4d@6T2521ed4f: Already exists
docker: 49227cc4fd73: Already exists
docker: 66b286601caf: Already exists
docker: 5dcal6feBS56: Already exists
docker: Digest: sha256:797eabd75d57ec3@B46ee3e497d69dd1116T571537BbB5B2714755deddc12a5@
docker: Status: Image is up to date for russmckendrick/nodejs:latest
==> docker: Starting docker container..
docker: Run command: docker rum -v fUsers/russ/.packer.d/tmp/packer—docker®561B9653: fpacker—-files -d —-i -t
russmckendrick/nodejs /bin/bash
docker: Container ID: db93Bcefdl59a36@babafca5ad623977e@7ccb5cbb5T3711dae3ab30d3bf70433
==> docker: Upleading . => /srv/app
==> docker: Provisioning with shell script: /var/folders/3z/wdldszzx5xx_lBmbtcjgnhnB8@eegn/T/packer-shell988836
138
docker: moby-counter@l.@.8 /srv/app
docker: +-- concat-stream@l.5.1

docker: - http-methods@d.1.@

docker: | +— inherits@2.@.1
docker: | +—— readable-streamg@2.@.6
docker: | | +— core-util-is@l.@.2
docker: | | +— isarray@l.@.e
docker: | | +—— process—-nextick-args@l.@.6
docker: +-— error@3.e.e
docker: | +— string-template@@.l1.3
docker: | "—— xtend@2.1.2
docker: +— hammock@®.1.1@
docker: | +—— cookies@@.3.8B
docker: | "— lodash@2.4.2
-
docker: | +—— bodyg@@.1.@

docker: | "—— content-types@@.1.8

docker: | ‘—— iterators@e.l1.@8

docker: | ‘—— ap@@.l.@
docker: +— httperr@e.5.@
docker: +—— routes@.l1.@
docker: +— send-data@3.3.4

docker: | +—— json—-stringify-safe@5.@.1
docker: | "—— xtend@3.8.@

docker: "—— xtend@2.1.2

docker: *— object-keys@e.4.@

docker:

==> docker: Exporting the container
==> docker: Killing the container: db93Bcefdl9a36@ba6afca5ad623977e87ccb5cbb5f3711dae3ab30dobf70433
Build 'docker' finished.

==» Builds finished. The artifacts of successful builds are:

——> docker: Exported Docker file: mobycounter.tar

russ in on
r
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Once Packer has built the image, it will save a copy to the folder you initiated the
Packer build command from; in our case, the image file is called mobycounter. tar.

To import the image so that we can use it, run the following command:
docker import mobycounter.tar mobycounter

This will import the image and name it mobycounter; you can check whether the
image is available by running this:

docker images

You should see something like this:

[ NoN ] packer — -bash — 111=15
russ in on
5 1s =-lhat mobycounter.tar

-rw-r——r-— 1 russ staff 52M 26 Mar 1B:56 mobycounter.tar

russ in on

¢ docker import mobycounter.tar mobycounter
sha256:2a6Bff362dbbald@bb2B366Babf4B0B465c05d%9ac440BbbaB300Bcdc2a050922a

russ in an

¢ docker images

REPOSITORY TAG IMAGE ID CREATED SIZE
mobycounter latest 2abBff362dbb 4 seconds ago 47.87 MB
docker_web latest af7do5eB1f35 About an hour ago 47.9 MB
russmckendrick/nodejs latest f5f284d2c5d4 2 days ago 42.96 MB
redis latest 4f5f397d4b7c 3 weeks ago 177.6 MB
russ in an

5

Once you have confirmed the image has been imported and is called mobycounter,
you can launch a container by running this:

docker-compose up -d

Again, you will be able to open your browser and start clicking around to place logos
by running this:
open http://$(docker-machine ip chapter06)/

While there may not seem to be much difference, let's take a look at what's going on
under the hood.

Packer versus Docker Build

Before we go into detail about the difference between the two methods of building
images, let's try running Packer again.

This time though, let's to try and reduce the image size: rather than using the
russmckendrick/nodejs image, which has nodejs preinstalled, let's use the
base image that this was built on, russmckendrick/base.
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This image just has bash installed; install Node]S and the application using Packer:
{

"builders": [{
"type": "docker",
"image": "russmckendrick/base",
"export path": "mobycounter-small.tar"
I
"provisioners": [
{
"type": "file",
"source": "app",
"destination": "/srv"

lltypell . llfilell ,
"source": "npmrc",
"destination": "/etc/npmrc"

"type": "shell",
"inline": [
"apk update",
"apk add --update nodejs",
"npm -g install npm",
"ced /srv/app",
"npm install",
"rm -rf /var/cache/apk/**/",

"npm cache clean"

}

As you can see, we have added a few more commands to the shell provisioner; these
use Alpine Linux's package manager to perform an update, install nodejs, configure
the application, and finally, clean both the apk and npm caches.

If you like, you can build the image using the following command:

packer build docker-small.json
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This will leave us with two image files. I also exported a copy of the container
we built using the Dockerfile using the following command while the container
was running;:

docker export docker web 1 > docker web.tar

I now have three image files, and all three are running the same application, with the
same software stack installed, using as close to the same commands as possible. As
you can see from the following list of file sizes, there is a difference in the image size:

* Dockerfile (using russmckendrick/nodejs) =52 MB
* Packer (using russmckendrick/nodejs) =47 MB
* Packer (installing the full stack using packer) = 40 MB

12 MB may not seem like a lot, but when you are dealing with an image that is only
52 MB big, that's quite a decent saving.

So why is there a difference? Let's start by discussing the way in which Docker
images work.

They are essentially made up of layers of changes on top of a base. When we built
our first image using the Dockerfile, you may have noticed that each line of the
Dockerfile generated a different step in the build process.

Each step is actually Docker starting a new filesystem layer to store the changes
for that step of the build. So, for example, when our Dockerfile ran, we had six
filesystem layers:

FROM russmckendrick/nodejs

ADD . /srv/app

WORKDIR /srv/app

RUN npm install

EXPOSE 80

ENTRYPOINT ["node", "index.js"]

The first layer contains the base operating system along with the layers on which
Node]JS is installed, and the second layer contains the files for the application itself.

The third layer just contains the metadata for setting the workdir variable; next up,
we have the layer that contains the NodeJS dependencies for the application. The
fifth and sixth layers just contain the metadata needed to configure which ports are
exposed and what the "entry point" is.

As each of these layers is effectively a separate archive within the image file, we also
have the additional overhead of these archives within our image file.
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A better example of how the layers work is to look at some of the most popular
images from the Docker Hub in the ImageLayers website, which can be found at
https://imagelayers.io/.

This site is a tool provided by Century Link Labs (https://labs.ctl.io/) to
visualize Docker images that have been built from a Dockerfile.

As you can see from the following screenshot, some of the official images are quite
complex and also quite large:

ene <« (sl .4 Ho & imageiayers.io ] e h 5 | e

‘ IMAGE LAYERS  Aboul £'% CenturyLink: | Gamues bk Clovd

Gt an Embet Badge

Imageiayersio G5 MB [ 31 Layers

Share URL ") Copy UAL

Docker Images () Manage images

nuycintest python:atest noduiatast aoinng:iatest Iavaiatnsr phe:intest
726 mb 690 mb 644 mb 744 mb 643 mb 484 mb
Loy 18 Laryarrn: 13 Lenpwrn: 10 Laryerm: 14 Laywen: 14 Lipyern: 13

ADD MebS351cb 121 721b5 1 3dbloaDbB4T 1 eal2bifad 1 3Mdabalachad o802 12031 8ol in /
125 mb.

CMD */bin/bash”
0 bytes
LM apt-got updale &4 ap...
178 mb
FELIN appt-gnt update &5 ap.
17 mb
ENV PHE_IN_DIFsAst00. .,
0 bytes
RUN misdi -p $PHP_IN_DIL
0 bytes
ENV GPG_KEYSa1AJERET. .
0 bytes

RUN apt-get update &2 apt-get install -y --no-install-moommonds ca-cortiicatnns curl woot &4 m -rf Avee/ib/opt et
44 mb

FIUN apt-got pcatt 5 apt-Get install -y —no-instali-moommancs by Gf mercurial openssh-cliont subversion procps S5 - Aeabiplists”
123 mb

HLIN mpl-ot it A& apt-get instil -y —no-instl-rooommends mutocon! automake bep? fie ge s AL apt-get update A5 ap...
134 mb
ENV GOLANG_VERSION=1 6
0 bytes
ENV NPM_( Gl ENV GC TWHLOA .
Obytes Obytes
FWNLOA. .

ENV LANG=O.UTF-8
0 bytes
HUM | &

ENV PHP_VERSION=T.0.4

BTbytes 0

UL bytes
_DOWNLDAD, . 2 i ot AN cun 510 "hitpasiing.... RLIN cunl 4551 “$GOLANG. ENV JAVA_HOME=/AISHADY)... ENV PHI_FILENAME=phg-...
0 bytas 0 bytas 8 mb 318 mb 0 bytes. 0 bytes.
ENV RUBYGEMS,_VERSIO.. ENV PYTHON_PIF_VERSL... CMI “node” NV GOPATH=/g0 ENV JAVA_VERSION=B8UTZ ENV PHP_SHAZSB=584000 .
0 bytes 0 bytes 0 bytes 0 bytes 0 bytes. 0 bytes.
RUN st -ax &8 buldDeps., RUM ot -ax 84 cut 5L ", ENV PATH=/go/binc/usrioc. ENV JAVA_DEBIAN_ VERSL.. FLIN st -0 AR BUSIDApS.
118 mb 82 mb 0 bytes 0 bytes 164 mb
AU mikdir -0 *SGOPATH/. .. ENY CA_CERTIFICATES L. COPFY multi EFLa9T243580. .
0 bytes 0 bytes. 4kb
WORKDIF fgo FUN set -x &8 apt-get upd... CMD “phe” “-a"
Obytes 348 mb 0byles
COPY fiacTofTo0BZ2C0. .. RUN Avarib/dprgfinfo/car...
2kb 410 kb

LN cd usiocalhin 84 in..
40 bytes
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You can view the previous page at the following URL:

https://imagelayers.io/?images=java:latest,golang:latest,node:latest,
python:latest,php:latest, ruby:latest.

Even while the official images should be getting smaller thanks to Docker hiring
the creator of Alpine Linux and moving the official images over to the smaller base
operating system (check out the following hacker news post for more information
https://news.ycombinator.com/item?id=11000827), it does not change the
amount of layers required for each image. It's also worth pointing out that each
image can have a maximum of 127 layers.

So what does Packer do differently? Rather than creating a separate filesystem layer
for each step, it produces only two: the first layer is the base image you define, and
the second one is everything else — this is where our space savings come in.

The other advantage of using Packer over Dockfiles is that you can reuse your
scripts. Imagine you were doing your local development work using Docker but
when you launched into production, you for one reason or another had to launch
on one of the containerized virtual machines. Using Packer, you can do exactly that
knowing that you could actually use the same set of build scripts to bootstrap your
virtual machines as you did for your development containers.

As I have already mentioned, I have been using Packer for a while and it helps to no
end to have a single tool that you can use to target different platforms with the same
set of build scripts. The consistency this approach brings is well worth the initial
effort of learning a tool such as Packer as you will end up saving a lot of time in the
long run; it also helps with eliminating the whole "worked in development" meme
we discussed at the start of Chapter 1, Introduction to Extending Docker.

There are some downsides to using this approach, which may put some people off.

The biggest one in my opinion is that while you are able to push the final image
automatically to the Docker Hub, you will not be able to add it as an automated build.

This means that while it may be available for people to download, it might not be
considered trusted as people cannot see exactly what has been added to the image.

Next up is the lack of support for metadata — functions that configure runtime
options such as exposing ports and the command executed by default when the
container launches are not currently supported.

While this can be seen as a drawback, it is easily overcome by defining what you
would have defined in your Dockerfile in a Docker Compose file or passing the
information directly using the docker run command.
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Image summary

So, to summarize, if you need to build not only container images but also target
different platforms, then Packer is exactly the tool you are after. If it's just container
images you need to build, then you may be better off sticking with the Dockerfile
build.

Some of the other tools we have looked at in this chapter, such as Ansible and
Puppet, also support building images by issuing a docker build command against
a Dockerfile, so there are plenty of ways to build that into your workflow, which
leads us to the next tool we are going be looking at: Jenkins.

Before we move on, let's quickly just double-check that you are not running any
Docker hosts. To do this, run the following commands to check for any Docker hosts
and then remove them:

docker-machine 1s

docker-machine rm <name-of-host>

Don't forget to only remove hosts that you are using for following along with this
book; don't remove any you are using for you own projects!

Serving up Docker with Jenkins

Jenkins is quite a big topic to cover in a small section of a single chapter, so the
walkthrough is going to be really basic and will only deal with building and
launching containers.

The other thing to note is that I am going to be covering Jenkins 2.0; at the time of
writing this, the first beta has just been released, which means that while things
may change slightly as themes and such are refined, all of the features and basic
functionality are locked in.

The reason for covering Jenkins 2.0 rather than the Jenkins 1.x branch is that as far
as Jenkins is concerned, Docker is now a first-class citizen, meaning that it fully
supports and embraces the Docker way of working. A full overview of the current
status of Jenkins 2.0 can be found at https://jenkins.io/2.0/.

So what is Jenkins? Jenkins is an open source continuous integration tool written in
Java, and it has a lot of uses.

Personally, I am really late to the Jenkins party; being from an operations
background, I have always just shrugged it off a tool used for running unit tests
on code; however, as I have moved more into orchestration and automation, I am
finding the need for a tool that can run tasks based on the results of unit tests.
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As I have already mentioned, I am not going to go into much detail about the testing
side of Jenkins; there are plenty of resources that cover this functionality, such as the
following:

* Mastering Jenkins by Jonathan McAllister
* Jenkins Continuous Integration Cookbook by Alan Mark Berg

These are both available from https://www.packtpub.com/.

Preparing the environment

Rather than running it locally, let's launch a DigitalOcean droplet and install Jenkins
there. First off, we need to use Docker Machine to launch the droplet:

docker-machine create \
--driver digitalocean \
--digitalocean-access-token
sdnjkjdfgkjb345kjdgljkngwetkjwhgoih314rjkwergoiyu34rjkherglkhrg0 \
--digitalocean-region lonl \
--digitalocean-size 1gb \

jenkins

Once the droplet has been launched, we don't need to bother configuring our local
Docker client to talk on the droplet by running the Docker engine as Jenkins will be
handling everything to do with Docker.

Because we need Jenkins to run Docker, we will need to install it directly on our
droplet rather than run it as a container; first of all, we will need to SSH onto the
droplet. To do this, run the following command:

docker-machine ssh jenkins

Now, on the droplet, we need to install Docker Compose, Jenkins, and all of its
prerequisites. Let's start by installing Docker Compose. I have written a quick script
to do this, which can be executed by running the following command:

curl -£fsS https://raw.githubusercontent.com/russmckendrick/docker-
install/master/install-compose | bash

Now that we have Docker Compose installed, it's time to install Jenkins. As version
2 is currently in beta, it is not in any of the main repositories yet; however, there is a
DEB package for it.
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To install it, we need to download a local copy and run the following commands:

apt-get install gdebi-core

This will install the gdebi tool, which we will then use to install Jenkins and its
dependencies:

wget http://pkg.jenkins-ci.org/debian-rc/binary/jenkins 2.0 all.deb
gdebi jenkins 2.0 all.deb

Now that Jenkins is installed, we need to add the Jenkins user to the Docker group so
that the user has permissions to interact with Docker:

usermod -aG docker jenkins

Finally, to ensure that Jenkins picks up that it has been added to the group, we need
to restart it using this command:

/etc/init.d/jenkins restart
You can now open your browser to complete the installation:
open http://$ (docker-machine ip jenkins) :8080/

When your browser opens, you should be greeted with a screen that looks like
the following;:

e0e @ 186.966.158.93 : o ! 7 |

Getting Started

Unlock Jenkins

o ensure Jenkins is securely set up by the administrator, a password has been

Please copy the password and paste it below
Administrator password
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For security reasons, when the Jenkins container was launched, a random string
was generated; before you can proceed with the installation, Jenkins requires you to
confirm what this string is. You can find it out by running this command:

less /var/lib/jenkins/secrets/initialAdminPassword
You can quit 1less by pressing the Q key.

This feature is a most welcome one as not securing your Jenkins installation correctly
from the start can have quite bad implications, as I found out when a third party
hijacked a test Jenkins 1.x installation I had up running and forgotten about —whoops!

Once you have entered the initial admin password, click on the Continue button.

The next page you come to will ask you which plugins you would like to install:

s0e ¢ @ 1686.966.158.93 : o ! 7 |

Getting Started

Customize Jenkins

Plugins extend Jenkins with additional features to support many different needs

Install suggested Select plugins to
plugins install

Install plugins the Jenkins Select and install plugins
community finds most most suitable for your needs
useful
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For our purposes, just click on Install suggested Plugins, which is highlighted. The
next page will show you the progress of the suggested plugins:

** Junit Plugin
TaM Authentication plugin
| v Script ascurity Flegin
*r macrix Froject rlugln

=+ windews Slaves rlugin
| Jenkins Mailer Fluglnm
LEAY Flugin

** Icon Shim Fluginm
| Matrix Authorization Strategy
| Blugin '
OWASF Markup Formatter Flugln
** Extarnal Monitor Job Type
Plugin
| Ane rlogin
OWASE Markup Yormatter Flugin
=+ Tokan macra rlugin
| Jenkins bulld timecut plugin

- required depondency

It will take a minute or two to complete. Once it has completed, you will be asked to
create a Jenkins user:
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As I have already mentioned, it's important to secure your Jenkins installation
from the start, so I recommend you don't skip this step. Once you have filled in the
requested information, click on the Save and Finish button. If all has gone well, you

will be presented with the following screen:

ane * | @ HRIBEIERES

Getting Started

Jenkins is ready!

Your Jenkins setup is complete

Stari using Jenkins

All you have to do now is click on Start using Jenkins and you will be logged in and

taken to the start screen, which looks like this:

188.166.158.93

Welcome to Jenkins!

Piease create new jobs t gt stared

4. Credentials

Build Guoue

Mo builds in the queus

Bulid Executor Status -
1 e

2 e

Page generated: Mar 77, 2016 50422 PMUTC  REST AR Jonking vie, 2 D-beta-1

@  Russ McKendrick | log out
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This installation process is one of the many improvements that Jenkins 2 brings to the
table; earlier, you would have had to install Jenkins and then manually work through
several wizards and procedures to both secure and configure the software, which as I
have already mentioned can have bad consequences if you don't get it right.

The final step of the setup is to install the CloudBees Docker Pipeline plugin; to do
this, click on the Manage Jenkins button from the left-hand side menu, and then
click on Manage Plugins button.

As this is a new installation, you will probably see a message about plugins being
updated at some point. Ignore the request to restart Jenkins; we will be doing this as
part of the installation.

There are four tabs on the main screen; click on Available button and you will be
presented with a list of all of the Jenkins plugins.

In the top right-hand portion of the main screen, there is a search box labelled Filter.
Type in Docker Pipeline here, and you should receive one result. Tick the install
box and then click on the Download now and install after restart button.

188.966.168.207

Docker Pipeline

It will take a minute or two to restart Jenkins; after it has started back up, you will be
prompted to log back in using the credentials you provided during the installation.

Now that you have Jenkins installed and configured, it's time to add our pipeline.
To do this, we need an application to add.
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Creating an application

There is a sample application based on Moby Counter available at the following
GitHub repository: https://github.com/russmckendrick/jenkins-docker-
example/tree/master. The main page looks like this:

sene < + | O a ’ o 7 |
O his ropasinny Pull requests  lssues  Gist #‘ +- u b
russmekendrick / jenkins-docker-example @Unwatch~ 1 SBtr ¢  YFork o
€ Coda Innues & Pull roquasts & Wik Pulsn Graphs Battings

Example Docker / Jenkins app — Edit

& commita 1 1 beanch 0 ralenass 1 contribuior
S =

master + B P | New file  Upload files  Find file HTTPS »  htups://github. com/russacke [¢3] Download ZIP
umumlundrlck Croate README md Latost commit f7e2ea? just now

¥l README.md

Jenkins Docker Example

A quick sampla application to demonstrate a Jenkins / Docker pipeline, please fork.

Before we add the application, it is best that you fork the code, as we will be making
changes to the codebase later on. To do this, click on the Fork button in the top right
of the screen. You will be asked where you want to fork the repository. Once you
have forked it, make a note of the URL.

As I own the repository, I was not able to fork it. Because of this, I have created a copy
called jenkins-pipeline, so you will see references to this in the following section.

Creating a pipeline

Now that Jenkins is configured and we have a GitHub repository that contains the
application, we would like to deploy. It's time to roll our sleeves up and configure
the pipeline within Jenkins.
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To start, click on the create new jobs button on the main page, you will be taken to a
screen that has several options on it, enter the name of the pipeline in the top box.

I am calling mine Docker Pipeline, and then click on Pipeline button. You should
see a small box that says OK button at the bottom of the screen, click on the OK
button to create the pipeline, which will take you to the configuration screen:

ene® < | @ 178.62.40.10 : o 1 |
# Jenkins :

Docker Pipeline

. Freestyle project

" This is the ce

of Jeniking. Jenking will build your project, combining any SCM with any bulld system. and this can be even usad for something other
than software bu

& Typer of jobr Allows you b recos
a5 o dashboard of your oxisting aul

vien on & remote maching. This ks designed so that you can use Jenking
dirla

7 Folder
el Croales a container tha g in il Usetul for grouping thing: Wniike vigrw, which ig just a filler, a lodder creates a separate namespace,

80 you can have multipls thing m@ name s long aa thay are in di

g GitHub Organization

sl Scans a GitHub organization (or user account) for all reposiones matching scme defined markers.

479 Multkconfiguration project
ULY Suiable for projects that nesd & large rumber of difierant eonfigurations, such as lesting on multiple srvirsamants, platiorm. spacific builds, st

Multibranch Pipaline
WU L Creates a set of Pipeiine projects according to detected branches in one SCM repository.

oK

You will now be on the pipeline configuration screen, as you can see, there are a lot
of options. We are going to be keeping things really simple and will be just adding a
pipeline script. The script looks similar to the following code:

node {
stage 'Checkout'
git url: 'https://github.com/russmckendrick/jenkins-pipeline.git'

stage 'build’
docker.build ('mobycounter')

stage 'deploy'
sh './deploy.sh'
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Before you add the script to the Pipeline section of the configuration page, replace
the Git URL with the one of your own repository. Leave all the other options as they
are and click on the Save button:

soe <« . Bo) 178.62.40.10 ’ ] ! 7 |

Advanced Project Options
Advanced Project Options

Advance d...
Pipeline
Defindtion Pipebne script ¥
5
6 k
8
19
Use Groavy Sancbox 1]
Fipeine DSL Actorencs ]
Snippet Generalor L2

= i

Page genoraled: Mar 28, 2016 82247 AMEDT  REST AP Jenkng vor, 2 0-0eta-1

That's it, our pipeline is now configured. We have told Jenkins to perform the
following three tasks each time a build is triggered:

* Checkout: This downloads the latest code for our application from your
GitHub repository.

* Build: This uses Dockerfile that is in the GitHub repository to build the
Mobycounter image.

* Deploy: This runs a script that clears down any currently running containers
and then uses the included Docker Compose file to relaunch the application.
When launching Redis, the Docker Compose file uses the built-in volume
driver for /data, meaning that the position of the Docker logos will persist
between the containers being relaunched.
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To trigger a build, click on the Build Now button option on the left-hand side menu. If
everything goes well, you should see something similar to the following screenshot:

ene® < + O 178,62.40.10 v ol d T

# Dack

Pipeline Docker Pipeline

|, Status

—# Bixoont Chanag
Stage View
Chechout bulld deploy
Gs 265 18
Bulid History oend = -
.. 2Bs
en
Permalinks

Page genoralid: Mar 28, 2016 52453 AM EDT  BEST AP Jenking vor, 2.0-Dota:

As you can see, all three tasks are executed without error. You should be able to see
the application by opening your browser using the following command:

open http://$ (docker-machine ip jenkins)/
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Place some logos to test that everything is working as expected, and that's it, you
have deployed your application using Jenkins:

eoe ol #||®

176.62.40.10 : o
Dockar Pigallon [enikins]

This Page Tit'e ks Wrong M

docker docker

docker docker cgi docker

Hold on a minute — there is a problem! As you may have already noticed, the page
title is wrong.
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Let's go ahead and fix that. To do so, navigate to the following page in your GitHub
repository: your-github-repo | src | client | index.html. From here, click on
the Edit button. Once in the editing screen, update the title between the <title> and
</titles> tags, and then click on the Commit changes button.

e0e <« I + @ & Gitt : L]
th-l‘hnlhcl’)mhhli | ﬂhh!‘?l.hllmll.l iting jerkis s it master i - o

o This repository . Pull requosts  lssuss  Gist & +- Ly-

russmeckendrick / jenkins-pipeline @Unwatch~ 1 JSir 0  YFork ©
€3 Code Issues 0 Pull requosts & Wiki Pulse Graphs Settings

jenkins-pipeline / src / client /  indax.htmi of cancel
<> Edit file © Proview changes Spaces = 4 T Nowap 3

<tdoctype htal>
+ <htal class="no-js">
<headx
«meta charset="utf-8%»
<titlesMoby Counterf/rities
<mets names~description” cantents*s
<pets name="viewport” content="width=device-width, initisl-scale=1"s
=Link rel="styleshest™ h Tyles.css">
<link rel="stylesheet™ href="animate.css™»>
</heads
<body=

<giv ld="clicknessage™s
="100%" height="188%"><t r>
<td align=center valign-=middie>
=div class="clickmessagetext"»>Click to add 1ogos...</dive
</t
< tre/tables
<fdive
<div id="holder” class="seabg”s</div>

<div id="preloader” class="preloeder">

stable width="180%" height="188%"s<tr

‘ i Commit changes
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Now that you have updated your application code, go back to Jenkins and click on
Build Now again. This will trigger a second build, which will deploy the changes we
made in GitHub.

e0e < . ED) 178624010 : (4]

Docker Pipeling [Jenkins] Matbry Counter +

[@ienkins @ Iy

Pipeline Docker Pipeline

|, Status

2 Fucent Chunges

Stage View

Checkout Bulld deploy

Huild History trend =

en

en

Permalinks

As you can see from the second browser tag in the previous screenshot, the title of
our application has changed and the second build was successful. If you refresh your
application window, you should see that your title has been updated and the Docker
logos are where you left them.

A few other things to note are that that the second build confirms that there is one
commit difference between our initial build and the current one. Also, the build
itself took less time than our original build; this is because Docker didn't have to
download the base image for a second time.
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You can view logs for each task by hovering your mouse over the stage you want to

see the logs for and clicking on the Logs link. This will make a dialog pop up with
the logs for the task:

ene < * ©

176.62.40.10 : o
Docker Pipeling [enkins] Maty Casintor
- o Pipeline Docker Pipeline
L, Status p p
== Stage Logs (Checkout) x
= Changes
© @ Gi
. » git rev-parse ——is-inside-work-tree ¥ Uimeout=10
@ Fetching changes from the resote Git repository
a3 = git config remote,origin.url b github,con/russmekendrick/jenking-pipeling, 0it # timeout=
18
a= Fetching upstream changes from hitps://github, con/ryssmckendrick/jenking-pipeling, git
Full Stage View > git —version # timeout=19
= git -c core.askpass=true fetch —tags ——progress htpsss/ wub, pomd russmekendrick/ enking-
2,941 +refs/heads/s:refs/remotes/ori fe
Buitd Histary = git rev-parse refs/remotesforigin/master-{commit} # timecut=10
= git rev-parse refs/resotes/origin/origin/master~{commit} # timeouts1@
Checking o Revision 2318C0eQCTHHCAS11B1TI1Te39TebT acef 30640 (refs/ remotes/origin/master)
> git config core,sparsecheckout # timeout=18
e > git checkout -f 2318c0edc768c8511811917e30 ebTface {34608 £ tincout=10
an = git branch -a -v --no-abbrev £ timeout=18
s git branch -0 master # timeout=19
> git checkout -b master 2310c0cdcT6BeB511811917e391eb7 ace! 30600
> git rev-list 73addaf3f0ed1d06953c061d723b5007efe77fc7 # tiseout=18
018 84127 AMEDT  HEST A
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You can also look at the full console output for each build by clicking on the build
number, say #2, in the left-hand side menu and then clicking on the Console Output
button:

*E® < | O 178.62.40.10 i 0
Docker Pineling ¥2 Conscle Larkins] Matry Couinter +

5 Jenkins - { Russ McKendrick | lag out
# Back to Project .

. Stats () Console Output

= Changes

Started by user Fuss MCKendrick
Consale Output
] m b. o ace/Docke pelin

Viaw &5 plain text

# Docker Fingerprints

Rapiay
Fipeling Steps

4 Provious Build

1 soript

ker dasmon 328.2 kb

This is useful if your build has errors. Try clicking on some of the options, such as
Docker Fingerprints and Changes, to look at the other information that is recorded
during each build.
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Going back to the main Jenkins page, you should see a quick summary of your
builds. You should also see a sun icon next to your pipeline, meaning that everything
is OK.

178.62.40.10

5 w Name | Last Succiss Last Failure Last Duration

] Dackar Pipaling 12 min - #£2 NiA 25 sec (53]

Build Gueus

Mo bulds in B quetis.

Build Execuior Status =

Page generaled: Mar 28, 2016 549.03 AM EDT

What if everything wasn't okay with the second build? Consider that we had made
a syntax error within the Dockerfile when we edited the page title, what would have
happened?

Jenkins would have checked the update files from GitHub, started the build of
the updated image, detected the error, and then failed. As this stage would have
given an error, the deploy stage would not have been executed, meaning that our
application would still be running in its current state, wrong title and all.

This is where Jenkins' strength lies, if you configure enough tests with both your
code and deployment pipelines, you can stop any potential service affecting changes
being deployed, it also records enough information to be an extremely valuable
resource when it comes to tracking down errors.
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Summing up Jenkins

As you may have noticed, we have only touched the tip of the iceberg when it comes
to Jenkins, there is a lot of functionality we haven't covered as it is out of scope of
this book.

However, from the little we have discussed, I hope you can see the value of using a
continuous integration and deployment platform such as Jenkins to help build and
deploy your containers and code. Don't be late to the party like I was, if you deploy
any type of code, then consider using Jenkins to assist you, don't wait until you have
deployed a serious application-breaking bug.

Summary

A common thread among all the tools we have looked at in this chapter is that they
all quickly evolved to offer support for Docker, filling in gaps in functionality, which
was missing from the core Docker toolset.

Over the past 12 months, the rapid development of Docker has meant that some of
these tools may not necessarily be required any more.

However, as they all provide a wide range of functionality outside of Docker, it
means that they can still be a valuable part of your day-to-day workflow should
Docker only be one of the technologies you are working with.

There is one thing using that the tools in this chapter does not provide and that's
some intelligence around where your containers are launched, you still have to
instruct the tools to place container A on Docker host Z.

In our next chapter, we will be looking at schedulers that make the decision as to
where a container should be launched for you, based on host availability, utilization,
and other rules such as don't place Container A on the same host as Container B, meaning
that you are no longer confined to a fixed infrastructure.
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In this chapter, we will look at a few different schedulers that are capable of
launching containers on both your own infrastructures as well as public cloud-based
infrastructures. To start with, we will look at two different schedulers, both of which
we will use to launch clusters on Amazon Web Services. The two schedulers are

as follows:

e Kubernetes: http://kubernetes.io/

¢ Amazon ECS: https://aws.amazon.com/ecs/

We will then take a look at a tool that offers its own scheduler as well as supports
others:

e Rancher: http://rancher.com/

Let's dive straight in by looking at Kubernetes.

Getting started with Kubernetes

Kubernetes is an open source tool, originally developed by Google. It is described as:

"A tool for automating deployment, operations, and scaling of containerized
applications. It groups containers that make up an application into logical units
for easy management and discovery. Kubernetes builds upon a decade and a half of
experience of running production workloads at Google, combined with best-of-breed
ideas and practices from the community." http://www.kubernetes.io
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While it is not the exact tool that Google uses to deploy their containers internally,
it has been built from the ground up to offer the same functionality. Google is also
slowly transitioning to internally use Kubernetes themselves. It is designed around
the following three principles:

Planet scale: Designed on the same principles that allow Google to run
billions of containers a week, Kubernetes can scale without increasing your
ops team

Never outgrow: Whether testing locally or running a global enterprise,
Kubernetes' flexibility grows with you in order to deliver your applications
consistently and easily no matter how complex your need is

Run anywhere: Kubernetes is open source, giving you the freedom to take
advantage of on-premise, hybrid, or public cloud infrastructure, letting you
effortlessly move workloads to where it matters to you

Out of the box, it comes with quite a mature feature set:

Automatic bin packing: This is the core of the tool, a powerful scheduler that
makes decisions on where to launch your containers based on the resources
currently being consumed on your cluster nodes

Horizontal scaling: This allows you to scale up your application, either
manually or based on CPU utilization

Self-healing: You can configure status checks; if your container fails a check,
then it will be relaunched where the resource is available

Load balancing & service discovery: Kubernetes allows you to attach
your containers to services, these can expose your container either locally
or externally

Storage orchestration: Kubernetes supports a number of backend storage
modules out of the box, including Google Cloud Platform, AWS, and services
such as NFS, iSCSI, Gluster, or Flocker to name a few

Secret and configuration management: This allows you to deploy and
update secrets such as API keys to your containers, without exposing them
or rebuilding your container images

There are a lot more features that we could talk about; rather than covering these
features, let's dive right in and install a Kubernetes cluster.
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Installing Kubernetes

As hinted by the Kubernetes website, there are a lot of ways you can install
Kubernetes. A lot of the documentation refers to Google's own public cloud;
however, rather than introducing a third public cloud into the mix, we are going
to be looking at deploying our Kubernetes cluster onto Amazon Web Services.

Before we start the Kubernetes installation, we need to ensure that you have the
AWS Command Line Interface installed and configured.

The AWS Command Line Interface (CLI) is a unified tool to
»  manage your AWS services. With just one tool to download
& and configure, you can control multiple AWS services from the
~ command line and automate them through scripts:

https://aws.amazon.com/cli/

As we have already used Homebrew several times during the previous chapters, we
will use that to install the tools. To do this, simply run the following command:

brew install awscli

Once the tools have been installed, you will be able to configure the tools by running
the following command:

aws configure
This will ask for the following four pieces of information:

* AWS Access Key ID
* AWS Secret Access Key
* Default region name

* Default output format
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You should have your AWS Access and Secret keys from the when we launched a
Docker Machine in Amazon Web Services in Chapter 2, Introducing First-party Tools.
For the Default region name, I used eu-west-1 (which is the closest region to me)
and I left the befault output format as None:

[ NN | russ — -bash — 111x34

russ in

5 brew install awscli

==> Downloading https://homebrew.bintray.com/bottles/awscli-1.18.16.el_capitan.bottle.tar.gz
108.0%

=== Pouring awscli-1.18.16.el_capitan.bottle.tar.gz

=== Caveats

The "examples" directory has been installed to:
fusr/local/share/awscli/examples

Add the following to ~/.bashrc to enable bash completion:
complete -C aws_completer aws

Add the following to ~/.zshrc to enable zsh completion:
source Jfusr/local/share/zsh/site-functions/_aws

Before using awscli, you need to tell it about your AWS credentials.
The easiest way to do this is to run:
aws configure

More information:
https://docs.aws.amazon.com/cli/latest/userguides/cli-chap-getting-started.html

zsh completion has been installed to:
fusr/local/share/zsh/site-functions

=== Summary

W Jusrflocal/Cellar/awscli/1.18.16: 2,658 files, 15M

russ in

¥ aws configure

AWS Access Key ID [Nonel: JHFDIGIKBDSBG63OFIHDS

AWS Secret Access Key [Nonel: sfwvjbkdswBKHDIBDFjbfsdvlkb+JLNB73JKFL5IH

Default region name [MNone]l: eu-west-1

Default output format [None]:

russ in

I

Now that we have the AWS Command Line Tools installed and configured, we can
install the Kubernetes Command Line Tools. This is a binary that will allow you to
interact with your Kubernetes' cluster in the same way that the local Docker client
connects to a remote Docker Engine. This can be installed using Homebrew, just run
the following command:

brew install kubernetes-cli

[ NoN russ — -bash — 111x12

T

5 brew install kubernetes-cli

=== Downloading https://homebrew.bintray.com/bottles/kubernetes-cli-1.2.8.el_capitan.bottle.tar.gz
188. 8%

= Pouring kubernetes-cli-1.2.0.el_capitan.bottle.tar.gz

=== Caveats

Bash completion has been installed to:
fusrflocal/etc/bash_completion.d

==> Summary

W fusrflocal/Cellar/kubernetes-clif1.2.8: 6 files, 48.5M

russ in

r
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We don't need to configure the tool once installed as this will be taken care of by the
main Kubernetes deployment script that we will be running next.

Now that we have the tools needed to launch and interact with our AWS Kubernetes
cluster, we can make a start deploying the cluster itself.

Before we kick off the installation, we need to let the installation script know a
little bit of information about where we want our cluster to launch and also how
big we would like it, this information is passed on to the installation script as
environment variables.

First of all, I would like it launched in Europe:

export KUBE AWS ZONE=eu-west-lc
export AWS S3 REGION=eu-west-1

Also, I would like two nodes:

export NUM_ NODES=2

Finally, we need to instruct the installation script that we would like to launch the
Kubernetes in Amazon Web Services:

export KUBERNETES PROVIDER=aws

Now that we have told the installer where we would like our Kubernetes cluster to
be launched, it's time to actually launch it. To do this, run the following command:

curl -sS https://get.k8s.io | bash

This will download the installer and the latest Kubernetes codebase, and then launch
our cluster. The process itself can take anywhere between eight and fifteen minutes,
depending on your network connection.
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If you prefer not to run this installation yourself, you can view a recording of a
Kubernetes cluster being deployed in Amazon Web Services at the following URL:

https://asciinema.org/a/41161

ao® ¢ o (0] asciinama.ong - o ! B

Browse  Docs log W russmckendrick -

attaching

This will
Thi

‘g 'nstalling Kubernetes on AWS
by rusmico itk 36 minutes ago

Once the installation script has completed, you will be given information on where
to access your Kubernetes cluster, you should also be able to run the following
command to get a list of the nodes within your Kubernetes cluster:

kubectl get nodes

This should return something similar to the following screenshot:

[ ] & .aws — -bash — 111x7
russ in

¥ kubectl get nodes

MAME STATUS AGE
ip=-172-20-0-134, eu—-west-1.compute. internal Ready 42m
ip=-172-20-2-135. eu—-west-1.compute. internal Ready 42m

russ in

7

[220]


https://asciinema.org/a/41161

Chapter 7

Also, if you have the AWS Console open, you should see that a new VPC dedicated
to Kubernetes has been created:

Y ——— . olalocims

| vPC Dashboard Service Health

Fifter by VPC:

e i EREE N Launch EG2 instances Gurmet Steus .

S Amazon VRC - EU (reland) Servica ls operating nomaly

Your ¥PCs You are using the following Amazon VPG rescurces In the EU (Ireland) © Amazon EC2 - EU (weland)  Service is oparating nommaty
Suibneats magonc View complete service health details
Route Tables 1 VPG internat Gateway
1 Subnet 2 Route Tabies i "
Intemet Gateways } Network ACL 1 Blastic P Additional Information
DHCP Options Sets 0 VPC Powring Connections dpoints
0 Nat Gateways 4 Securiy Groups VPG Documentetion
Padsic (P 1 Running . 0 VPN Connections All VP Rascurces
Endpoins. 0 Virtual Private Gataways 0 Custarmer Galoways Foriars
MNAT G.'l'.mys Repon an lssus

VPN Connections

Pearing Connections

Amazon VPG enaties you 10 USe your own iscialed rescurces within tha
AWS cloud, and then connect those resources directly 1o your own
catacenter using Industry-standard encrypled IPsec VPN connections,

MNetwork ACLs

Security Grougs

Customaer Gatowsays
Virual Private Gateways

VP Connections.

Greate VPN Connection

ane @ i S-Waat-1.00nS0l8 SWE BMATSN.COM (1] 5
traland =
— S —_—r
Events 1 !
Tags 7] 1todofd
Reports
Limits Hame Instance 10 = Instance Type Availability Zone - Instance State -  Stalus Checks - Alarm Status Public D
= g B ubomabes-mastar kaTeb21b i madium auswaRtAc & running & MNichecks ... None Y ec2E24
| Instances kubernetas. mirion 0Tl 308h @ runring & rchocks .. Nomw % ec2se
Spot Requests L e H0Ge43088 @ running & 7 chacks. Non S ecR5e-1
Reserved Instances
Schaduisd inatances
Commands
Dedicated Hests
AMis
Bundie Tasks
- Instance: | -97e6321b (kubemetes-master)  Elastic IP: 52.49,188.233 _N_ =]
Volumes
Snapshets Description Status Chascks Monitaring Tags
= NETWORK & 2 Instance [D H67ef3310 Public DNS  #c-53-43-188-233 au-wost-1 COMpUID. AMATONIWS.COM:
Security Groups. Instance state  running PubliclP & %y
Eastic IPs Instance typs  mAmadiam Elastiolp  52.49.188.233
T Privata DNS  ip-172-20-0-0,0u Avilablity zone  ou-west-To
¥ wost
Kay Pairs 1.campute iernal
Hetwork interlaces Private IPs.  17220.09 Seourity groups  huberrutes-master-hubsretes . view nes
- Secondary private IPs Scheduled events Mo schoduled events
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The last thing to make a note of before we start to launch applications into our
Kubernetes cluster is the username and password credentials for the cluster.

As you may have seen during the installation, these are stored in the Kubernetes CLI
configuration, as they are right at the bottom of the file, you can get these by running
the following command:

tail -3 ~/.kube/config

[ ] ® russ — -bash — 111x7
russ in
f tail -3 ~/.kubefconfig
user:
password: fmnOwdSAzVEIPRIT
username: admin
russ in
§

Now that our Kubernetes cluster has been launched, and we have access to it using
the command-line tools, we can start launching an application.

Launching our first Kubernetes application

To start off with, we are going to be launching a really basic cluster of NGINX
containers, each container within the cluster will be serving a simple graphic and
also print its host name on the page. You can find the image for container on the
Docker Hub at https://hub.docker.com/r/russmckendrick/cluster/.

Like a lot of the tools we have looked at in the previous chapters, Kubernetes uses
the YAML format for its definition file. The file we are going to launch into our
cluster is the following file:

apivVersion: vl
kind: ReplicationController
metadata:
name: nginxcluster
spec:
replicas: 5
selector:
app: nginxcluster
template:
metadata:
name: nginxcluster
labels:
app: nginxcluster
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spec:
containers:
- name: nginxcluster
image: russmckendrick/cluster
ports:
- containerPort: 80

Let's call the file nginxcluster.yaml. To launch it, run the following command:
kubectl create -f nginxcluster.yaml

Once launched, you will be able to see the active pods by running the following
command:

kubectl get pods

You may find that you need to run the kubectl get pods command a few times to
ensure that everything is running as expected:

[ ] @ nginx — -bash — 111x21

russ in on
¥ kubectl create -f nginxcluster.yaml
replicationcontroller "mginxcluster" created

russ in on
¥ kubectl get pods

NAME READY STATUS RESTARTS  AGE
nginxcluster-121yl as1 ContainerCreating 1] Bs
nginxcluster-b6dz@ /1 ContainerCreating 1] Bs
nginkcluster-lrbux B/l ContainerCreating 1] Bs
nginxcluster-tygwk as1 ContainerCreating 1] Bs
nginxcluster-zZpbl /1 ContainerCreating 1] Bs

russ in on
¥ kubectl get pods

NAME READY STATUS RESTARTS  AGE
nginxcluster-121yl 1/1 Running B 41s
nginxcluster-b6dz@ 1/1 Running 2] 41s
nginxcluster-1rbux 1/1 Running B 41s
nginxcluster-tygwk 1/1 Running B 41s
nginxcluster-zZpbl 1/1 Running 5] 41s

russ in on

¥

Now that you have your pods up and running, we need to expose them so that we
can access the cluster using a browser. To do this, we need to create a service. To
view the current services, type the following:

kubectl get services

You should see just the main Kubernetes service. When we launched our pods, we
defined a replication controller, this is the process that manages the number of pods.
To view the replication controllers, run the following command:

kubectl get rc
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You should see the nginxcluster controller with five pods in the desired and current
column. Now that we have confirmed that our replication controller is active with
the expected number of pods registered with it, let's create the service and expose the
pods to the outside world by running the following command:

kubectl expose rc nginxcluster --port=80 --type=LoadBalancer
Now, if you run the get services command again, you should see our new service:
kubectl get services

Your terminal session should look something similar to the following screenshot:

[ NoN ] nginx — -bash — 111x18

russ in on
5 kubectl get services

NAME CLUSTER-IP  EXTERNAL-IP PORT(S) AGE

kubernetes 10.9.0.1 <none= 443/TCP 1h

russ in on
¥ kubectl get rc

NAME DESIRED  CURRENT  AGE

nginxcluster 5 5 m

russ in on

¥ kubectl expose rc nginxcluster --port=B@ —--type=LoadBalancer
service "nginxcluster" exposed

russ in on
5 kubectl get services

NAME CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes 18.98.08.1 =nones 443 /TCP 1h

nginxcluster 19.8.159.58 BR/TCP 55

russ in on

¥

Great, you now have your pods exposed to the Internet. However, you may have
noticed that the cluster IP address is an internal one, so how do you access your
cluster?

As we are running our Kubernetes cluster in Amazon Web Services, when

you exposed the service, Kubernetes made an API call to AWS and launched an
Elastic Load Balancer. You can get the URL of the load balancer by running the
following command:

kubectl describe service nginxcluster
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[ NN ] nginx — -bash — 158x22
russ in on
s kubectl describe service nginxcluster
Name: nginxcluster
Namespace: default
Labels: app=nginxcluster
Selector: app=nginxcluster
Type: LoadBalancer
IP: 10.8.159.50
LoadBalancer Ingress: af92913bcf98alleSB41c0a7f321c3b2-1182773033. eu-west-1.elb.anazonaws. con
Port: <unset> BB/TCP
NodePort: <unset= 38847/TCP
Endpoints: 10.244.0.6:80,10.244.0.7:80,10.244.1.7:80 + 2 more...
Session Affinity: Naone
Events:
FirstSeen LastSeen Count  From SubobjectPath  Type Reason Message
4m am 1 {service-controller } Normal CreatingloadBalancer Creating load balancer
4m am 1 {service-controller } Normal CreatedLoadBalancer Created load balancer
russ in on

As you can see, in my case, my load balancer can be accessed at http://
af92913bcf98alle5841c0a7£321¢c3b2-1182773033 . eu-west-1.elb.amazonaws.

com/.

Opening the load balancer URL in a browser shows our container page:

aLe < i8] o+ 0] 8f92013befO8ata5841c0a73210 3021182773033 au-wen- | sib amazonaws.com 4] th =

nginxcluster-bbdz0
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Finally, if you open the AWS console, you should be able to see the elastic load
balancer created by Kubernetes:

eane ¢ @ 4 eU-west-1.consale sws.BMazon.com w o

=
Russ Mckendrick ~  Ireland ~  Support v
o e
Events ‘ e o % @
vents
Tags Filter: X ftoiofl
Reports.
Limits a Load Balancer Name = DNS Name = Port - Zones = Instance Count - Health Check
B afZ913bcfBBatte5E41c0a7... af92913bcfBBatieSB41c0aT... B0 (TCP)forwarding to 3084...  eu-wesl-1c 2 Instances TCP:30847
instances
Spot Requests
Reserved Instances
Scheduled Instances
b Load | atazs 188841c0aT 1 _J=!
Commands
Dedicated Hoate Description  Instances  HeahCheck  Moniodng  Securty  Listeners  Tags
= DNS Nama: af929130cf30a1 105841 c0aTii2 1c302 1182773030 eu-west-1.8lb. amazonaws.com (A Record)
AMIs
Note: Because the set af 1P with & LoadE can change over time, you
Bundle Tasks should never create an “A” record with any specific IP addmess. If you want fo use a friendly DNS
nama for your kud batancer instaad of the name ganarated by the Elastic Load Balancing service, you
should create a CNAME recond for the LoadBalancer DNS name, of use Amazon Route 53 to create a
Volumas hosted rone. For mone information, see Using Domain Names With Elastic Load Balancing.
Snapshots Schame:  Internat-fasing
=) NETW Status: 2 of 2 instances in sevvice
Security Groups Port C BO (TGP f rding to 30947 (TCP)
Elastic IPs
Placement Groups Zones: - SU-wast-1c

Privacy Policy  Terrs of Uiso

An advanced example

Let's try something more advanced than launching a few of the same instances and
load balancing them.

For the following example, we are going to launch our WordPress stack. This time
we are going to mount Elastic Block Storage volumes to store both our MySQL
database and WordPress files on:

"Amazon Elastic Block Store (Amazon EBS) provides persistent block level storage
volumes for use with Amazon EC2 instances in the AWS Cloud. Each Amazon
EBS volume is automatically replicated within its Availability Zone to protect

you from component failure, offering high availability and durability. Amazon
EBS volumes offer the consistent and low-latency performance needed to run

your workloads. With Amazon EBS, you can scale your usage up or down within
minutes — all while paying a low price for only what you provision." - https://
aws.amazon.com/ebs/
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Creating the volumes

Before we launch our pods and services, we need to create the two EBS volumes
that we will be attaching to our pods. As we already have the AWS Command Line
Interface installed and configured, we will be using that to create the volume rather
than logging into the console and creating it using the GUI.

To create the two volumes, simply run the following command twice, making sure
that you update the availability zone to match where your Kubernetes cluster was
configured to launch:

aws ec2 create-volume --availability-zone eu-west-1lc --size 10
--volume-type gp2

Each time you run the command, you will get a blob of JSON returned, this will
contain all of the metadata generated when the volume was created:

[ NoN | wordpress — -bash — 111x28
russ in on
# aws ec? create-volume -—availability-zone eu-west-lc --size 18 —-volume-type gp2

“"AvailabilityZone": "eu-west-1c",

“"Encrypted": false,

"VolumeType": "gp2",

"VolumeId": "vol-18f792ae",

"State": "creating",

"Iops": 38,

"SpapshotId": "",

“CreateTime": "2016-04-03T14:27:30.6402",

"Size": 18
}
russ in on
¥ aws ec? create-volume ——availability-zone eu-west-lc —-size 18 ——volume-type gp2

“"AvailabilityZone": "eu-west-1c",
"Encrypted": false,
"VolumeType": "gp2",
"VolumeId": "vol-3cf79282",
"State": "creating",
"Iops": 38,
"SpapshotId": "",
“"CreateTime": "2016-84-83T14:27:32.3972",
"Size": 18
}
russ in on
¥

Make a note of Volumeld for each of the two volumes, you will need to know these
when we create our MySQL and WordPress pods.
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Launching MySQL

Now that we have the volumes created, we are now able to launch our MySQL Pod
and Service. First of all, let's start with the Pod definition, make sure that you add
one of the volumelDs at the where promoted towards the bottom of the file:

apivVersion: vl
kind: Pod
metadata:
name: mysqgl
labels:
name: mysqgl
spec:
containers:
- resources:
image: russmckendrick/mariadb
name: mysqgl
env:
- name: MYSQL ROOT_PASSWORD
value: yourpassword
ports:
- containerPort: 3306
name: mysqgl
volumeMounts:
- name: mysgl-persistent-storage
mountPath: /var/lib/mysql
volumes:
- name: mysgl-persistent-storage
awsElasticBlockStore:
volumeID:<insert your volume id here>
fsType: ext4

As you can see, this follows pretty closely to our first Kubernetes application, except
this time, we are only creating a single Pod rather than one with a Replication
Controller.
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Also, as you can see, | have added my volumelD to the bottom of the file; you will
need to add your own volumelD when you come to launch the Pod.

I call the file mysqgl .yaml, so to launch it, we need to run the following command:

kubectl create -f mysqgl.yaml

Kubernetes will validate the mysql.yaml file before it tries to launch the Pod; if you
get any errors, please check whether the indentation is correct:

[ ] [ ] wordpress — -bash — 111x14

russ in on
¥ kubectl create -f mysql.yaml

pod "mysgl" created

russ in on
¥ kubectl get pods

NAME READY STATUS RESTARTS  AGE

mysgl B/l Pending B 11s

nginxcluster-3j5q7 1/1 Running 2] 3m

nginxcluster-c2Bzw 1/1 Running B 3m

nginxcluster-dylkm 1/1 Running B 3m

nginxcluster-hikeb 1/1 Running 5] 3m

nginxcluster-z4mkl 1/1 Running B 3m

russ in on
s [

You should now have the Pod launched; however, you should probably check if it's
there. Run the following command to view the status of your Pods:

kubectl get pods

If you see that the Pod has a status of Pending, like I did, you will probably be
wondering what's going on? Luckily, you can easily find that out by getting more
information on the Pod we are trying to launch by using the describe command:

kubectl describe pod mysql
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This will print out everything you will ever want know about the Pod, as you can
see from the following terminal output, we did not have enough capacity within our
cluster to launch the Pod:

[ ] [ ] wordpress — -bash — 161x45
russ in on
s kubectl describe pod mysql
Nanme: mysql
Nanmespace: default
Node:
Label: name=mysql
Status: Pending
IP:
Controllers:  <none»
Containers:
mysql:
Image: russmckendrick/mariadb
Port: 3306/TCP
QoS Tier:
cpu: Burstable
memory: BestEffort
Requests:
cpu: 100m
Environment Variables:
MYSQL_ROOT_PASSWORD: yourpassword
Volumes:
mysql-persistent-storage:
Type: AWSElasticBlockStore (a Persistent Disk resource in AWS)
VolumeID: vol-181792ae
FSType: extd
Partitio @

ReadOnly: false
default-token-clbBg:

Type: Secret (a volume populated by a Secret)
SecretMame: default-token-clbg
Events:
FirstSeen LastSeen Count  From SubobjectPath  Type Reason Message
1im 54s 5 {default-scheduler } Warning FailedScheduling pod {mysql) failed to fit in any node

fit failure on node (ip-172-20-0-135.eu-west-1.compute.internall: Node didn't have enough resource: CPU, requested: 108, used: 930, capacity: 1000
fit failure on node (ip-172-20-0-134.eu-west-1.compute.internall: Node didn't have enough resource: CPU, requested: 108, used: 920, capacity: 1080

1im 22s 2 {default-scheduler } Warning FailedScheduling pod (mysgl) failed to fit in any node
fit failure on node (ip-172-20-0-134.cu-west-1.compute.internal): MNode didn't have enough rescurce: CPU, requested: 100, used: 920, capacity: 1000
fit failure on node (ip-172-208-8-135.eu-west-1.compute.internal): Node didn't have enough resource: CPU, requested: 108, used: 938, capacity: 1089

We can free up some resources by removing our previous Pods and Services by
running the following command:

kubectl delete rc nginxcluster

kubectl delete service nginxcluster
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Once you run the commands to remove nginxcluster, your mysql Pod should
automatically launch after a few seconds:

wordpress — -bash — 111=18

russ in

russ in

¥ kubectl get pods
NAME

mysqgl
nginxcluster-3j5q7
nginxcluster-cZBzw
nginxcluster—-dylkm
nginxcluster-hikeb
nginxcluster-z4mkl
russ in

¥ Kubectl get pods

NAME READY
mysqgl 1/1
russ in

¥

READY
8/1
1/1
1/1
1/1
1/1
1/1

STATUS
Running

RESTARTS
2}

5 kubectl delete rc nginxcluster
replicationcontroller "mginxcluster" deleted

STATUS
Pending
Terminating
Terminating
Terminating
Terminating
Terminating

RESTARTS  AGE

2}
i}
2}
2}
1}
2}

AGE

4m

3m
&m
Em
6m
&m
Em

on

on

on

on

Now that the Pod has been launched, we need to attach a service so that port 3306 is
exposed, rather than doing this using the kubect1 command like we did before, we

will use a second file called mysql-service.yaml:

apiVersion: vl

kind: Service

metadata:
labels:

name: mysql

name: mysql

spec:
ports:

- port:
selector:
name: mysql

To launch the service, simply run the following command:

3306

kubectl create -f mysqgl-service.yaml

So now that we have the MySQL Pod and Service launched, it's time to launch the
actual WordPress container.
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Launching WordPress

Like the MySQL Pod and Service, we will be launching our WordPress container
using two files. The first file is for the Pod:

apiVersion: vl
kind: Pod
metadata:
name: wordpress
labels:
name: wordpress
spec:
containers:
- image: wordpress
name: wordpress
env:
- name: WORDPRESS DB _PASSWORD
value: yourpassword
ports:
- containerPort: 80
name: wordpress
volumeMounts:
- name: wordpress-persistent-storage
mountPath: /var/www/html
volumes:
- name: wordpress-persistent-storage
awsElasticBlockStore:
volumeID: <insert your volume id here>
fsType: ext4

As an EBS volume cannot be attached to more than one device at a time, remember
to use the second EBS volume you created here. Call the wordpress.yaml file and
launch it using the following command:

kubectl create -f wordpress.yaml
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Then wait for the Pod to launch:

[ ] [ ] wordpress — -bash — 111x15

russ in on
¥ kubectl create -f wordpress.yaml

pod "wordpress" created

russ in on
¥ kubectl get pods

NAME READY STATUS RESTARTS  AGE

mysgl 1/1 Running 1] 14m

wordpress Bs1 ContainerCreating 2] 3s

russ in on
¥ kubectl get pods

NAME READY STATUS RESTARTS  AGE

mysqgl 1/1 Running B 14m

wordpress 1/1 Running B 3i7s

russ in on
I

As we have already removed nginxcluster, there should be enough resources to
launch the Pod straightaway, meaning that you should not get any errors.

Although the Pod should be running, it's best to check whether the container
launched without any problems. To do this, run the following command:

kubectl logs wordpress

This should print out the container logs, you will see something similar to the
following screenshot:

[ ] [ ] wordpress — -bash — 111x17

russ in on
¥ kubectl logs wordpress

WordPress not found in Svar/www/html - copying now...

WARNING: /wvar/www/html is not empty - press Ctrl+C now if this is an error

+ 1s -A

lost+found

+ sleep 18

Complete! WordPress has been successfully copied to /var/www/html

AHBB55B8: apache2: Could not reliably determine the server's fully gualified domain name, using 19.244.1.8. Set
the 'ServerName' directive globally to suppress this message

AHBB558: apache2: Could not reliably determine the server's fully qualified domain name, using 1©.244.1.8. Set
the 'ServerName' directive globally to suppress this message

[Sun Apr 83 14:44:31.599524 2816] [mpm_prefork:notice] [pid 1] AHBB163: Apache/2.4.18 (Debian) PHP/5.6.19 confi

gured -— resuming normal operations

[Sun Apr 83 14:44:31.603270 2016] [core:notice] [pid 1] AH@@@94: Command line: 'apache? -D FOREGROUND'
russ in on

5

Now that the Pod has launched and WordPress appears to have bootstrapped itself
as expected, we should launch the service. Like nginxcluster, this will create an
Elastic Load Balancer. The service definition file looks similar to the following code:

apivVersion: vl

kind: Service

metadata:
labels:
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name: wpfrontend

name: wpfrontend
spec:

ports:

- port: 80
selector:

name: wordpress
type: LoadBalancer

To launch it, run the following command:

kubectl create -f wordpress-service.yaml

Once launched, check whether the service has been created and get the details of the

Elastic Load Balancer by running the following command:

kubectl get services

kubectl describe service wpfrontend

When I ran the commands, I got the following output:

[ ] [ ] wordpress — -bash — 146x28
russ in on
¢ kubectl get services

NAME CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes  18.0.8.1 <nones 443/TCP Sh

mysqgl 18.0.228. 86 <none> 3306/TCP 14m

wpfrontend 10.0.32.125 BB/TCP 35s

russ in on
¥ kubectl describe service wpfrontend

Name: wpfrontend

Namespace: default

Labels: name=wpfrontend

Selector: name=wordpress

Type: LoadBalancer

IP: 10.0.32.125

LoadBalancer Ingress: abbaaBac5f8ab11e5841cBa7f321c3b2-1989472125. eu-west-1.elb.amazonaws.com
Port: <unset> BB/TCP

NodePort: <unset> 31206/TCP
Endpoints: 10.244.1.8:80
Session Affinity: None
Events:
FirstSeen LastSeen Count  From SubobjectPath  Type Reason
45s 45s 1 {service-controller } Normal CreatingloadBalancer
43s 43s 1 {service-controller } Narmal CreatedLoadBalancer
russ in on

Message
Creating load balancer
Created load balancer
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After a few minutes, you should be able to access the URL for Elastic Load Balancer,

and as expected, you will be presented with a WordPress installation screen:

s0e < o @ sbbasfiacStoabilesa41c0aMIc3b2- 1060472125 au-west-1.elb amazonaws com o

W)

glish (United States)
Gl
gl Byl
Azerbaycan dill
el
Bunrapoim
e
Bosanski
Catald
Cabuana

Cedtina

Deutsch (Schweiz)

As we did in Chapter 3, Volume Plugins when we were looking at storage plugins,
complete the installation, log in, and attach an image to the Hello World post.

Now that we have the WordPress site up and running, let's try removing the
wordpress Pod and relaunching it, first of let's make a note of the Container ID:

kubectl describe pod wordpress | grep "Container ID"
Then delete the Pod and relaunch it:

kubectl delete pod wordpress

kubectl create -f wordpress.yaml
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Check the Container ID again to make sure that we have a different one:

kubectl describe pod wordpress | grep "Container ID"

[ ] [ ] wordpress — -bash — 111x14
russ in on
¥ kubectl describe pod wordpress | grep "Container ID"
Container ID: docker://Be73600fce3@B9396Tcb@7 f64607a90c962a1115d367c1189c2bcc3bbarb995¢c
russ in on

¥ kubectl delete pod wordpress

pod "wordpress" deleted

russ in on
¥ kubectl create -f wordpress.yaml

pod "wordpress" created

russ in on
# kubectl describe pod wordpress | grep "Container ID"
Container ID: docker://BBc3f7e6ba®b5a53d66B272d9d0Thb5338c5a1e9a791b0bl176fefcfdbTcebb3Ta
russ in on
5

Going to your WordPress site, you should see everything exactly as you left it:

z oldllo m

ede < T + @ stbasiacsiGablle5841c0a71321c302- 1060472125 au-west-1.8lb_amazongws.com

b Kubernetes # Customize O Howdy, russ (B Q

Kubernetes

Jus ther WordPress site

Hello world!

RECENT POSTS

» Hello world!

RECENT COMMENTS

» Mr WaordPress on Hello world!

ARCHIVES

= April 2006

April 3, 2006 Welcome to WordPress. This is your first post. Edit or delete it, then

1 Commant start writing!
i CATECORIES

[236]



Chapter 7

If we wanted to, we could perform the same action for the MySQL pod and our data
would be exactly as we left it, as it is stored in the EBS volume.

Let's remove the Pod and Service for the WordPress application by running the
following command:

kubectl delete pod wordpress

kubectl delete pod mysql

kubectl delete service wpfrontend

kubectl delete service mysql

This should leave us with a nice clean Kubernetes cluster for the next section of
the chapter.

Supporting tools

You may be wondering to yourself why we bothered grabbing the username and
password when we first deployed our Kubernetes cluster as we have not had to use
it yet. Let's take a look at some of the supporting tools that are deployed as part of
our Kubernetes cluster.

When you first deployed your Kubernetes cluster, there was a list of URLs printed
on the screen, we will be using these for this section. Don't worry if you didn't make
a note of them as you can get all the URLs for the supporting tools by running the
following command:

kubectl cluster-info

This will print out a list of URLs for the various parts of your Kubernetes cluster:

000 russ — -bash — 123x12
russ in
# kubectl cluster-info

bernetes master is running at

arc s running at
is running at

running at
5 running at
s—dashboard is rumning at
s running at
uxDB is running at
russ in

You will need the username and password to view some of these tools, again if you
don't have these to hand, you can get them by running the following command:

tail -3 ~/.kube/config
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Kubernetes Dashboard

First of all, let's take a look at the Kubernetes Dashboard. You can get this by
putting the URL for the Kubernetes-dashboard in your browser. When you enter it,
depending on your browser, you will get warnings about the certificates, accept the
warnings and you will be given a login prompt. Enter the username and password
here. Once logged in, you will see the following screen:

ene ¢ ol B o] 5240188233 w ol o |

(@) kubernetes

(% The Kubernetes Dashboard lets you deploy, monitor and
troubleshoot containerized applications and services

DEPLOY AN APP To learn maore, take the Dashboard Tour 3

There are replication controllers in kube-system namespace,
click to show them

Let's deploy the NGINX Cluster application using the UL To do this, click on Deploy
An App and enter the following;:

* App name = nginx-cluster

* Container image = russmckendrick/cluster

*  Number of pods =5

* Port = Leave blank

* Port=s80

* Target port = 80

* Tick the box for Expose service externally
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5240188233

Deploy a Containerized App

@ Specify app details below

(O upload a YAML or JSON file

take the Dashbaard Tour i3

Aginx-cluster
russmekendrick/cluster
5

a0 =

oo

Expose service externally

* SHOW ADVANCED OPTIONS

1324
: tep o » B
name for 1 rvice wil
B

| be nginx-chuster. Learn mofe

1. Laarn more

created 1o

Once you click on Deploy, you will be taken back to the overview screen:

nginx-cluster

op nginxchister
5 pods running Logs *
Image Age
russmekendnek cluster 11 seconds

it
ninx-cluster &0 TCP

elasticsearch-logging-v1

kis-app elasticesearch-logying
lubarnetes o/ clister-service: rus

version: vi

2 pods running Logs~
Image Age
et io/google.conta../elasticsearch1.8 & hours

Exter
elasticsearchilog e-syatem 9200 TEP  none

heapster-v1.0.2

5240188233

kibana-logging-v1
kBs-app: kibana-logging  kuberneles.io/clusber-service. roe
wersion: vi

1 pod running Legs =

mane Age
geriofgoogle containers/kibanacl 3 6 hours

gl ar Extern
kihana-dogging kube-system 8601 TEP nane

kube-dns-v11
“Npﬁ: lbe-dns kubarmetes o/ cluster-service: rue
wersion: vi1

1 pod running Logs =

mape Age
qerinfgongle_cont feted-amdéd 2 21 6 hours
qet in/gongle_cont._ers/kube2sky 114
qerin/gongle_con 015-10-13-8c7218c
ger in/goagie_cont rsfexcchenithz 1.0

g
hube-dng kube-
hube-dns kube-system 53 TCP

kubernetes-dashboard-v1.0.0 :

kEs-app. kubermnetes-dashbomd
hubetretes. o/ chuster-service: true
1 pod running Logs

Image Age
gerio/google_con card-amdidy1.00 & hours

nal emal
kubernetes-dashh | be-systemc80 TCP  none

monitoring-influxdb-grafana-v3 :
his-app { : e
version: v3

1 pod running Logs =

i Age
gerin/goagle_cont . ster_influxdbv & & haurs
geriofgoagle_cont1_grafanav? 602

Estaina
i be-systom RO TCP  none
menitoring-infh.. e-syslem §083 TCP
menitoring-influx.. e-system 8086 TCP

hig-app: hasoster

1 ped running

[
heapsles kide-system B0 TCP

lubernetes.io/chister-senvice: true
Logs =

Age

erio/poogle_cont._rs/heapstery 0.2 & hours
et in/goaple_cont. rs/heapstervi 0 2
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From here, you can click on nginx-cluster and be taken to an overview screen:

+ @ 5240188233 w L]

{ @) kubernetes

¢ nginx-cluster PODS EVENTS
Replication controller @  Restarts @ o Mer 0 Cluster IP @  Node @
Mame =
ngine-cluster Wl ngin- 2 ip-172:20.0
Namespace oo minutes 0,004 11260 Mi o
default ngin- 2 ip 172200
Poda cluster-  Funning 0 ocos [ zvcov I 1024407 135.euwes
N minutes
& running Fa kwsul 1.compute.
Labiel eslootor ngin- 2 ip 1722001
e cluster-  Running o 0004 _ 12 188 Mi _ 10.244.1.7 134 purwies
app: nginy-chuster e minutes 1.compute
o Custer  Runing 0 2, oo oooe DN vioeswi BN 102419 Takevwes
*0nib iz 1 compule
Images nginx- ip172:20-0
russmeckendrick/eluster cluster-  Running 1 :knmg o004 I 22 N 102448 134.0u-wes
. ylige 1.compute |

Internal endpoint
nginx-cluster:80 TGP

1cfa 1 elb.amazonaws.com BOE

As you can see, this gives you all the details on both the Pod and Service, with
details such as the CPU and memory utilization, as well as a link to the Elastic Load
Balancer. Clicking the link should take you to the default cluster page of the image
and the container's hostname.

Let's leave nginx-cluster up and running to look at the next tool.

Grafana

The next URL that we are going to open is Grafana; going to the URL, you should see
a quite dark and mostly empty page.

Grafana is the tool that is recording all the metrics that we saw being displayed in
the Kubernetes dashboard. Let's take a look at the cluster stats. To do this, click on
the Cluster dashboard:
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e0e ' EO) £2.40.188.233 v L I T

ute.intarnal -

Overal Cluster CPU Usage

Main Org.

Signin

— Usage — Limit — Riaquast

-west-1,compute. intermal == Limit |

il

As you can see, this gives us a breakdown of all of the metrics that you would expect
to see from a system-monitoring tool. Scrolling down, you can see:

* CPU Usage

* Memory Usage

* Network Usage

* Filesystem Usage
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Both collectively and per individual node. You can also view details on Pods by
clicking on the Pods dashboard. As Grafana gets its data from the InfluxDB pod, which
has been running since we first launched our Kubernetes cluster, you can view metrics
for every Pod that you have launched, even if it is not currently running. The following
is the Pod metrics for the mysqgl pod we launched when installing WordPress:

e0e < 3 Eo] 52.40.188.233 : o +

Dashboards

Individual CPU U

== Lisage default mysql mysgl == Limit detault mysol mysql = Mequest detault mysal mysgl

Individual Memory Usage: detault mysqgl

= Uisage default mysql mysgl == Limit default mysol mysgl = Request detoult mysal mysgl = Working Set default mysql mysql

Individual Network Usage: default mysqgl

= Tx defnuit sl == Fix default rmysal

I would recommend you to look around to view some of the other Pod metrics.

ELK

The final tool we are going to look at is the ELK stack that has been running in the
background since we first launch our Kubernetes cluster. An ELK stack is a collection
of the following three different tools:

e Elasticsearch: https://www.elastic.co/products/elasticsearch

* Logstash: https://www.elastic.co/products/logstash

e Kibana: https://www.elastic.co/products/kibana
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Together they form a powerful central logging platform.

When we ran the following command earlier in this section of the chapter (please
note you will not be able to run it again as we removed the WordPress pod):

kubectl logs wordpress

The logs displayed for our wordpress pod the log file entries were actually read
from the Elasticsearch pod. Elasticsearch comes with its own dashboard called
Kibana. Let's open the Kibana URL.

When you first open Kibana, you will be asked to configure an index pattern. To do
this, just select Time-field name from the drop-down box and click on Create button:

ene < I + @ 52.40.188.233 v o 0 f =

inciex Pattoens

Eeaemer  Configure an index pattern

I e 1o e Kitiana you must configurs of least one index pattenn. Indox patterns ane used 1o kentify the Elasticssarch indbi 1o run search and analytics againat. They ane alsc
used 1o configure fields.

Index containg time-based events
Use event times to create index names

Index nama or patiern

logstash-*

Time-field name € refrosh feids
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Once the index pattern has been created, click on the Discover link in the top menu.
You will then be taken to an overview of all of the log data that has been sent to
Elasticsearch by the Logstash installations that are running on each of the nodes:

ene <« ol B o] 5240188233 w OUld ) o

4,810 hits

April 3rd 2018, 173317083 - April 3rd 2018, 17:48:17.083

Seincted Fiokds
source
Fieids L
a ;:
; 0
e
patamp per 30 seconds

tye %

Time » source

v April 3rg ZR16, 17:48:16.908  yog: 2016-84-03 16:48:16,003 INFO exited: nginx Cexit status 1j not expected) streams stdout

ok _ian a9 flelbToeaf20fF13fds3b3d4atdl fl4d
Ruburnotes pod_name kubarnstes namcspace_nams: defoult Wubernotes.pod_mama: nginx-cluster-TS7oS kubsrmetes.costainer nams: n
el gimec-cluster tagn kubernetes.vor.log.containers.ngini-cluster-757a5_defoult_nginx-cluster-cd6fodidalSaiidc?
e v kpril 3rd 2006, 17:4B:15.000  jag 2016-04-03 16:48:15,22¢ INFD exited: nginx (exit stotus 1; not expected) sersam: stdout
node_eny & _ids o DeBBACT
requesthaadars.accent kubsrnetes .mamespace_nams: defoult kubscmotes.pod_mame: ngir-cluster-ytige kubsrmetes.containes nase: n

Tt TR ACCHOE-SNCE glna-cluster tagn kubernetes.var.log.containers.ngink-cluster-ytige defoult ngir-cluster-395203169e906010a

ORI i B O AT Ta T e AT T PRI Vs L AR TS BeB
rexguest hessrirs aooegt -langu. .
reqLest hasders aumnerzaten v April 3rg 2016, 17:48:14.000  jog. 2016-84-83 16:48:14,626 INFO spowned: 'ngimx’ with pld 524 stream: stdout docker.contaimer id: 4384

Tequs Headers. contint-ength CHAGIA ST e LI 7T IACE0E P 35002 e05aRT 11 CeBIISIMERSA2A 7134054 kubarnates  namespace_name:  default
e Kubdrnetes pod_pames nginx-cluster-kmsul kebornetes.contaloer_sase: nginx-cluster tag: kubernetes.vor.lo

rexquest haadars. content -ty

9. containers nging-cluster-knsul_defaul t_nginx-cluster-4984c0a08d45 71002 77 J0CERITC 3500 2ebbad 7 f 1C e BII50250

request headers host BTV Trn Betacbraans dardl Ted 2018 17-d8-14 0BG Polnnd WOAeE DA B 48. a8 4 mas mama o

As you can see, there is a lot of data being logged; in fact, when I looked, there

were 4,918 messages logged within 15 minutes alone. There is a lot of data in here,

I would recommend clicking around and trying some searches to get an idea of what
is being logged.
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To give you an idea of what each log entry looks like, here is one for one of my
nginx-cluser pods:

+ @ 52.40.188.233 v o

Disoover  Visusizn  Doshbood  Seftings

ede <
| kKiban
Doc: logstash-2016.04.03/fluentd/AVPdDPXF-zqVojyqvclr

Tabie JSON

Etimestamp April 3rd 2016, 17:55:27.000

_id AVPAOPXF -2gVo jyqucle

<index logstash-2016. 94,83

source {"log":"2016-24-03 16:55:27,10Z INFO spowned: “nginx’ with pid 648\n~, “streom™:"stdout”,“docker”:{"contoiner_id™: of759288160c6366

5735fc411943884900c 301916842370 367000DC 35059 "] , "kubernetes™  {"nanespace_name": "default”, "pod_name®:"nginx-cluster-rydnc” , "cont
ainer_name": “nginx-cluster~}, “tog™: “kubernetes.vor, log. containers. nginx-cluster-ry3xc_defoul t_nginx-cluster-of FS9988 16463668735 fC
41194350490ac30191684eb 373670090 C3C5D59. 1og™, "Brimestanp” 1 " 2016-4-03T16:55:27+00: 007}

_type fluentd
docker . container_id af759988164c636657 35 c41194 38049bac 30191684 eb 379 I6TDOXFDCICEHES
kubernetes . contoiner_nome nginx-cluster

kubernetes.nomespoce_nome default

kubernetes . pod_name nginx-cluster-rydxc

log 2016-04-83 16:55:27,182 INFO spowned: “nginx’ with pid 648

stream stdout

tag kubernates . var, log. contoliners. nginx-cluster-rydxe_defoult_nginx-cluster-af759988164c63665735Fc4119438040bac3b1916840b 370 I670OM0 e
3c5b39, log

Remaining cluster tools

The remaining cluster tools that we are yet to open in the browser are as follows:

* Kubernetes
* Heapster
* KubeDNS
* InfluxDB
These all are API endpoints, so you will not see anything other than an API

response, they are using by Kubernetes internally to both manage and schedule
within the cluster.
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Destroying the cluster

As the cluster is sat in your Amazon Web Services account on instances that are
pay-as-you-go, we should look at removing the cluster; to do this, let's re-enter the
original configuration that we entered when we first deployed the Kubernetes
cluster by running the following command:

export KUBE AWS ZONE=eu-west-lc
export AWS S3 REGION=eu-west-1
export NUM NODES=2

export KUBERNETES PROVIDER=aws

Then, from the same location you first deployed your Kubernetes cluster, run the
following command:

./kubernetes/cluster/kube-down.sh

This will connect to the AWS API and start to tear down all of the instances,
configuration, and any other resources that have been launched with Kubernetes.

The process will take several minutes, do not interrupt it or you maybe left with
resources that incur costs running within your Amazon Web Services account:

[ NoN ] russ — sleep + kube-down.sh — 111x53
russ in

¥ export KUBE_AWS_ZONE=eu-west-lc

russ in

5 export AWS_S3_REGION=eu-west-1

russ in

5 export NUM_NODES=2

russ in

5 export KUBERNETES_PROVIDER=aws

russ in

# .fRubernetes/cluster/kube-down.sh

Bringing down cluster using provider: aws

Deleting ELBs in: wpc-b%475cdc

Waiting for ELBs to be deleted

All ELBs deleted

Deleting instances in VPC: wpc—-b9475cdc

Deleting auto-scaling group: kubernetes-minion-group-eu-west-lc

Deleting auto-scaling launch configuration: kubernetes-minion-group-eu-west-1c
Deleting auto-scaling group: kubernetes-minion-group-eu-west-lc

Waiting for instances to be deleted

Waiting for instance i-B6e43@Ba to be terminated (currently shutting-down)
Sleeping for 3 seconds...

Waiting for instance i-B6e43@Ba to be terminated (currently shutting-down)
Sleeping for 3 seconds...

Waiting for instance i-B6e43@Ba to be terminated (currently shutting-down)
Sleeping for 3 seconds...

All instances deleted

Releasing Elastic IP: 52.49.1BB.233

Deleting wolume vol-d3abcebd

Cleaning up resources in VPC: vpc-b2475cdc

Cleaning up security group: sg-2d72%8fa

Cleaning up security group: -eb3bdIBc

Cleaning up security group: sg-ec3bdiBb

Deleting security group: sg-2d472008fa

Deleting security group: sg-eb3bd2Bc

Deleting security group: sg-ec3bd28b

Deleting VPC: vpc-b247Scdc

Done

russ in

5
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I would also recommend logging into your Amazon Web Services console and
remove the unattached EBS volumes that we created for the WordPress installation
and also any Kubernetes labelled S3 buckets as these will be incurring costs as well.

Recap

Kubernetes, like Docker, has matured a lot since its first public release. It has become
easier to deploy and manage with each release without having a negative impact on
the feature set.

As a solution that offers scheduling for your containers, it is second to none, and as it
is not tied to any particular provider, you can easily deploy it to providers other than
Amazon Web Services, such as Google's own Cloud Platform, where it is considered
a first class citizen. It is also possible to deploy it on premise on your own bare metal
of virtual servers, making sure that it keeps itself inline with the build once and
deploy anywhere philosophy that Docker has.

Also, it adapts to work with the technologies available in every platform you deploy
it onto; for example, if you need persistent storage, then as already mentioned, there
are multiple options available to you.

Finally, just like Docker has been over the past 18 months, Kubernetes has quite a
unifying platform, with multiple vendors such as Google, Microsoft, and Red Hat.
They all support and use it as part of their products.

Amazon EC2 Container Service (ECS)

The next tool that we are going to be looking at is the Elastic Container Service from
Amazon. The description that Amazon gives is as follows:

"Amazon EC2 Container Service (ECS) is a highly scalable, high performance
container management service that supports Docker containers and allows you to
easily run applications on a managed cluster of Amazon EC2 instances. Amazon
ECS eliminates the need for you to install, operate, and scale your own cluster
management infrastructure. With simple API calls, you can launch and stop
Docker-enabled applications, query the complete state of your cluster, and access
many familiar features like security groups, Elastic Load Balancing, EBS volumes,
and IAM roles. You can use Amazon ECS to schedule the placement of containers
across your cluster based on your resource needs and availability requirements. You
can also integrate your own scheduler or third-party schedulers to meet business or
application specific requirements." - https://aws.amazon.com/ecs/

It wasn't a surprise that Amazon would offer their own container-based service.

[247]



https://aws.amazon.com/ecs/

Looking at Schedulers

After all, if you are following Amazon's best practices, then you will already be
treating each of your EC2 instances in the same way you are treating your containers.

When I deploy applications into Amazon Web Services, I always try to ensure
that I build and deploy production-ready images, along with ensuring that all the
data written by the application is sent to a shared source as the instances could be
terminated any time due to scaling events.

To help support this approach, Amazon offers a wide range of services such as:

* Elastic Load Balancing (ELB): This is a highly available and scalable load
balancer

* Amazon Elastic Block Store (EBS): This provides persistent block-level
storage volumes for your compute resources

* Auto Scaling: This scales EC2 resources up and down, allowing you to
manage both, peaks in traffic and failures within the application

* Amazon Relational Database Service (RDS): This is a highly available
database as a service supporting MySQL, Postgres, and Microsoft SQL

All of these are designed to help you remove all single points of failure within your
Amazon-hosted application.

Also, as all of Amazon's services are API-driven, it wasn't too much of a jump for
them to extend support to Docker containers.

Launching ECS in the console

I am going to be using the the AWS Console to launch my ECS cluster. As my AWS
account is quite old, a few of the steps may differ. To try and account for this, I will
be launching my cluster in one of the newer AWS regions.

Once you have logged into the AWS Console at http://console.aws.amazon.
com/, make sure that you are in the region you would like to launch your ECS
cluster in, and then click on the EC2 Container Service link from the Services
drop-down menu.

As this is your first time launching an ECS cluster, you will be greeted with an
overview video of the service.

Click on Get started to be taken to the Wizard that will help us launch our
first cluster.
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First of all, you will be prompted to create a task definition. This is the equivalent of
creating a Docker Compose file. Here you will define the container image that you
would like to run and the resources it is allowed to consume, such as RAM and CPU.
You will also map the ports from the host to container here.

For now, we will use the defaults and look at launching our own containers once the
cluster is up and running. Fill in the details as per the following screenshot and click
on Next step:

ene < I + @ i eu-central-l.eonscle aws.amazon.com v o u T

Getting Started with Amazon EC2 Container Service (ECS)

| 9%0p 1: Crowte # taak doinition Create a task definition

1l a biuepring or recipe for containers. You
mple, to provide more CPU resources or cha

the task definition to sulf your

sarn morn

Task name* s ple-app-stat a
Container name®  simpée-app o
Image”  httpd-2.4 Li]
Maximum memory 300 L)
e
Port mappings Li]
80 B0 1ep * <]

© Add port mapping

Advanced options

©  Want to add more containers?
Although not avadabia in the fisst run wizard, multi-container task definitions are supported. Leam mare [

* Required Cancel Next stap

Privacy Policy  Terrs of Uiso
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Now that the task has been defined, we need to attach it to a service. This allows
us to create a group of tasks, which initially will be three copies of the console-
sample-app-static task, and register them with an Elastic Load Balancer.

Fill in the details as per the following screenshot and click on Next step button:

ene ¢ I + @ & eu-central-1.console.aws.amaron.com w L] h o |

Getting Started with Amazon EC2 Container Service (ECS)

Step 1: Create a task definition Configure service

| Step 2: Gonfigure service
th. A Service AUIO-NECOVErS any Stopped tasks o

he desired number that you specify here. Later, you can update your service 1o depioy @ new image or change the running
number of tasks, Laam mors

Crante & nama for your sarvice and sat tha dasind numbaer of tasks 1o Start wi

SBervice name®  sample-webapp L]
Desired numbarof 1 o
tasks®

Elastic load balancing

Create an Elastic Load Balancing load balancer and configure your service to run behind it. Learn more

Container name: host ~ simple-app 80 - 0
part

Configure the Estenar protocod and port for your ioad balancer. The ELB heatth check field is automatically populated to match the
protocol and port of your load balancer.

ELB Estener protocol”  HTTP - 8 ELB Estener port® B0 Li]

ELB health check o

Sarvice IAM role

The Amazon ECS service scheduler makes calia to the Amazon ECZ and Elastic Load Balancing Ais on your behalf 1o ragister and
deregister container instances with your load balancers. If you do not have the ecsServiceAole already, we can create one for you.

Select IAM role for  You ame giving permission to EGZ Gontainer Service to create and use [1]
service ecsServiceRole.

* Required Cancel Previous Next step

@ Feedback (3 English v riva sy Terms of Use
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Now that we have the service defined, we need a location to launch it. This is where
EC2 instances come into play, and also where you still to be charged. While the
Amazon EC2 Container Service is free of charge to set up, you will be charged for the
resources used to deliver the compute side of the cluster. These will be your standard
EC2 instance charges. Fill in the details as per the following screenshot and click on
Review & launch:

eane ¢ I @ & eu-central-1.console.aws.smazon.com w o

Getting Started with Amazon EC2 Container Service (ECS)

Step 1: Create a task definition Configure cluster

Step 2: Configure service

Your Amazon ECS tazks run on containar instances (Amazon EC2 tainar agent). Configurs the
| Step 3: Gonfigure cluster Instance type, instance quantity, and oiher detaits of the containes
Cluster name*  cefault o
EC2 instance type®  12.micro v 0
Number of instances” 3 o
Koy pair  russ < O

You will not be abile 1o S5H into your EGZ instances without a Key pair. You can create a
W ey pair in the ECZ console .

Security group

By default, your instances are accessible from any IP address. Wa recommend that you update the below security group ingress rule to
allow access from known IP addresses only. ECS automatically opens up port 80 to facilitate access to the application or service you're
Funning,

Allowed ingress source(s)®  Anywhena - O

Container instance [AM role

The Amazon ECS container agent makes calls to the Amazon ECS AP actions on your behalf, 5o containgr instances that run the agant
require the ecalnstanceRole LAM policy and mile for the service 1o know that the agent belongs 1o you. If you do nat have the
ecsinstanceRole aiready, we can create one for you.

Container instance IAM role  ecsService - 0

p— Concel | previus

@ Feedback (3 English ! v rhvs sy Terms of Use
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Before anything is launched, you will get the opportunity to double-check

everything that is configured within your AWS account, this is your last chance to

back out of launching the ECS cluster. If you are happy with everything, click on

Launch instance & run service button:

Step 1: Create a task definition Review
Step 2: Configure service
Step 3: Configure cluster

Task definition

| step 4: Review

Task

Feview your task dafinition, sanvice, and clush

& eu-central-1.console.aws.amazon.com v o

Getting Started with Amazon EC2 Container Service (ECS)

ar datails, and than chooss *Launch Instancas and run service*

Edit

name
Caontainer name
Image name
Mamory

Port mappings
+ Task definition JSON
Service configuration

Service name

Number of tasks

LAM role for ECS service
Container name: host port
ELB listener port

ELB protocol

Cluster configuration

Number of EC2 instances
Instance type

Security ingress CIDR
Open EC2 port

LAM role for EC2 instances

simpie-app

hitpd:2.4

300

host: 80; container: 80; protocol; top

Edit

sampie-webapp

3

<Create_new>-

simple-app : 80

BO

hitp

Edit

a

t2.micro

0.0.0.0/0

BO

ecsSarvice

Cancel

Previous Launch instance & run service
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What you will see now is an overview of what is happening. Typically, it will
take about 10 minutes to run through these tasks. In the background, it is doing
the following:

Creating an IAM role that accesses the ECS service
Creating a VPC for your cluster to be launched in

Creating a Launch Configuration to run an Amazon ECS-optimized Amazon
Linux AMI with the ECS IAM role

Attaching the newly created Launch Configuration to an Auto Scaling Group
and configuring it with the number of instances you defined

Creating the ECS Cluster, Task, and Service within the Console

Waiting for the EC2 instances that have been launched by the Auto Scaling
Group to launch and register themselves with the ECS service

Running the Service on your newly created ECS cluster

Creating an Elastic Load Balancer and registering your Service with it

You can find more information on the Amazon ECS-Optimized Amazon Linux AMI
on its AWS Marketplace page at https://aws.amazon.com/marketplace/pp/
BOOU6QTYI2/ref=srh res product title?ie=UTF8&sr=0-2&gid=1460291696921.
This image is a cut-down version of Amazon Linux that only runs on Docker.
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Once everything is completed, you will be given the option to go to your newly
created Service. You should see something similar to the following screenshot:

ene nl» @ 8 UL I SO v o y |
Russ Mckendrick ~  Frankfurt +  Suppart ~
7t C Clusters > defsult » Service: sampla-wabapp
| Clusters .
Task Dafinitions Service : sample-webapp [T | Delete
Details Load Balancers
Cluster  cofault .
Load ncer Name Container Container

Status A HName Port
Task Definition  conscle-sample-app-static:! EC: simin-pp i
Desired count 3
Pencding count 0 Deployment Options
Running count 3

Minimum heatthy 100 €
Service ol ecsServiceHol percent
Maximum parcant 200 €
Tasks Events Deployments. Metrics
s @
Tosk status: ( Running ) Stopped Viewing 1-3 Tasks  Results perpage 50+
Task Task Definition Last status Desired status
AUNMING

Privacy Policy  Teems of Liss

As you can see, we have three running tasks and a load balancer.

Now let's create our own task and service. From the preceding Service view, click
on Update button and change the desired count from three to zero, this will stop the
tasks and allow us to remove the Service. To do this, click on default button to go to
the cluster view and then remove the Service.

Now that the sample-webapp Service has been removed, click on the Task
Definitions button and then the Create new task definition button. On the page
that opens, click on the Add container button and fill in the following details:

* Container name: cluster

* Image: russmckendrick/cluster

*  Maximum memory (MB): 32

* Port mappings: 8o (Host port) 80 (Container port) tcp (Protocol)
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Everything else can be left at the default values:

eLe < [in] L 4 0] o EU-CRMrAl-1.E0nEClE BWS.BMAZON COM & [+ ] th [ ] i.+
Add container ®
- Standard
Container name®  chuster L]
Image"  russmckendrick/chuster o
Maximum mamary 17 L]
mMB
Fort mappings Li]
80 [ aal 1ep = o

© Add port mapping

= Advanced container configuration

ENVIRONMENT
CPU units L]
Essential o
Entry point YT delmitad: sh Li]
Command o
* Raquinsd Cancel Add
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Once filled in, click on the Add button. This will take you back to the Create a Task
Definition screen, fill in the Task Definition Name, let's call it our-awesome-cluster
and then click on the Create button:

e0e < I + @ i eu-central-l.eonscle aws.amazon.com v L] h e

Clusters * Create a Task Definition
| Task Definitions ition specifies which containers am inciuded in your task and how they interact with each other. You can aiso specify data volumes for your
10 uss. Learn mone

Task Nama* i L]

Container Definitions @

Container Name Image Memory [MB) Essential

chuster TusSMCKEndncK/chsster 32 trus o
Volumes L7}

MName Source Path
No Results

© Add volume

Configure via JSON

-

@ Feedback @ English Peivacy Policy  Terrme of Uso
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Now that we have our new Task defined, we need to create a Service to attach it to.
Click on the Clusters tab, then click on the default cluster, you should see something
similar to the following image:

ene < + @ i eu-central-l.eonscle aws.amazon.com v o i e

Amazon ECS Clusters » dafault
| Clusters i
Task Definitions Cluster : default

Gat a detalled view of the resources on your chuster,

Status ACTIVE

=

Registered container instances

o w

Pending tasks count

Aunning tasks count 0

Services  Tasks  ECSinstances  Metrics

Update Delete 1 g - o

Service Name Stats Task Definition Desired tasks Running tasks

No Results,

Privacy Policy  Terms of Uso

Click on the Create button in the Services tab. From this screen, fill in the following
information:

* Task Definition: our-awesome-cluster:1

* Cluster: default

* Service name: Our-Awesome-Cluster

* Number of tasks: 3

*  Minimum healthy percent: 50

* Maximum percent: 200
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Also, in the Optional configurations section, click on Configure ELB button and
use the Elastic Load Balancer that was originally configured for the sample-webapp

service:

i eu-central-1.conscle aws.amazon.com

| Clusters « Create Service

Task Definitions A service lets you specily h
balancar to Gisirbuts Incon
ioad balancar.

ic 1o containers

k definition to run and m
our sarvice, Amazon EC:

ac You can optionally use an Elastic Load Balancing load
ntaing that number of taske and coordinates task schaduling with tha

Task Definition  our-awesome-clustén] [i]

Cluster  oetault L]

Service name  Our-Awssome-Chuster [1]

Mumber of tasks 3 o
Minimum healthy percent 50 o
Maximum percent 200 L]

Optional configurations
Elastic load balancing

Connect an Elastic Load Balancing load balancer to distribute traffic to
aach task in your service from a single DNS endpoint.

Configure ELB
ELB Narme: EC2Contal-EcsElast- 11YSKUP4GUQ2
Container Name: cluster

Container Port: 50
Service Role: ecsServiceRole

Privacy Policy  Terrs of Uiso

@ Foodback @ English
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Once you have filled in the information, click on the Create Service button. If all goes
well, you should see something similar to the following page:

ene < I + @ i eu-central-l.eonscle aws.amazon.com v o h T

Create Service » Launch Status

| Clusters ¢

Task Definitions Launch Status

ECS Service status - 2 of 2 complete

IAM Policy: AmazonEC2ContainerServiceRole

& |AM Folicy attached
LAM Policy attachad to tha rol: arm o112 . View policy: AmazenEC2ContainarSasvicaRola

Create service: Our-Awesome-Cluster

© Service created
Service created. Tasks will start momentarily. View: Our-Awesome-Cluster

@ Feodback @ English Privacy Policy  Terms of Liso
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Clicking on View Service will give you an overview similar to the one we first saw
for the sample-Webapp Service:

& eu-central-1.console.aws.amazon.com v ONd N =

| Clusters ¢
Task Definitions

Details
Cluster
Status
Task Definition

Desired count
Pending count
Running count

Service Role

Task

@ Feodback

@ English

Tasks Evants Daploymants

~4ali2-bohib-ToRAd

Clusters » default » Service: Our-Awesome-Cluster

Service : Our-Awesome-Cluster

default

ACTIVE
OUr-awesome-cluster
3

]

3

ecsSenviceRole

Matrics

Task status: ( Running ) Stopped

Task Definition

OUr-awesome-clusten

Update Delets
Load Balancers
Container Container
Load Balancer Nama
Nama Port
I:Gzc‘onrav[csl:fastv ik 80
TIYSKURLGLO2
Deployment Options
Minimum healthy 50 €
parcent
Maximum percent 200 €
s e
Viewing 1-3 Tasks . Results perpage 50~
Last status Desired status
RUNNING
AUNMNING
RUNNING

Privacy Pollcy  Terr
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All that's left to do now is to click on Load Balancer Name to be taken to the ELB
overview page; from here, you will be able to get the URL for the ELB, putting this
into a browser should show you our clustered application:

ene ¢ I + @ sc2contai-acaelast-1lySkupdguazi-S0S802464 eu-central-Leln amazonsws.com (& o dh o |

3diclaboeaZ

Click refresh a few times and you should see the container's hostname change,
indicating that we are being load balanced between different containers.

Rather than launching any more instances, let's terminate our cluster. To do this, go
to the EC2 service in the Services menu at the top of the AWS Console.

From here, scroll down to Auto Scaling Groups that can be found at the bottom of
the left-hand side menu. From here, remove the auto scaling group and then the
launch configuration. This will terminate the three EC2 instances that formed our
ECS cluster.

Once the instances have been terminated, click on Load Balancer and terminate the
Elastic Load Balancer.

Finally, go back to the EC2 Container Service and delete the default cluster by
clicking on the x. This will remove the remainder of the resources that were created
by us launching the ECS cluster.

[261]




Looking at Schedulers

Recap

As you can see, Amazon's EC2 Container Service can be run from the web-based
AWS Console. There are command tools available, but I won't be covering them
here. Why, you might ask?

Well, although the service offering Amazon has built is complete, it feels very much
like a product that is in an early alpha stage. The versions of Docker that ship on the
Amazon ECS-Optimized Amazon Linux AMI are quite old. The process of having to
launch instances outside of the default stack feels very clunky. Its integration with

some of the supporting services provided by Amazon is also a very manual process,
making it feel incomplete. There is also the feeling that you don't have much control.

Personally, I think the service has a lot of potential; however, in the last 12 months,
a lot of alternatives have launched and are being developed at a more rapid pace,
meaning that Amazon's ECS service is left feeling old and quite outdated compared
to the other services we are looking at.

Rancher

Rancher is a relatively new player, at the time of writing this book, it has only just hit
its 1.0 release. Rancher Labs (the developers) describe Rancher (the platform) as:

"An open source software platform that implements a purpose-built infrastructure
for running containers in production. Docker containers, as an increasingly
popular application workload, create new requirements in infrastructure services
such as networking, storage, load balancer, security, service discovery, and resource
management.

Rancher takes in raw computing resources from any public or private cloud in
the form of Linux hosts. Each Linux host can be a virtual machine or a physical
machine. Rancher does not expect more from each host than CPU, memory,

local disk storage, and network connectivity. From Rancher's perspective, a VM
instance from a cloud provider and a bare metal server hosted at a colo facility are
indistinguishable." - http://docs.rancher.com/rancher/

Rancher Labs also provide RancherOS —a tiny Linux distribution that runs the entire
operating system as Docker containers. We will look at that in the next chapter.
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Installing Rancher
Rancher needs a host to run on, so let's launch a server in DigitalOcean using
Docker Machine:
docker-machine create \
--driver digitalocean \

--digitalocean-access-token
sdnjkjdfgkjb345kjdgljkngwetkjwhgoih3l4rjkwergoiyu34rjkherglkhrg0 \

--digitalocean-region lonl \
--digitalocean-size 1gb \

rancher

Rancher runs as a container, so rather than using SSH to connect to the newly
launched Docker host, let's configure our local client to connect to the host and then
we can launch Rancher:

eval $(docker-machine env rancher)

docker run -d --restart=always -p 8080:8080 rancher/server

That's it, Rancher will be up and running shortly. You can watch the logs to keep an
eye on when Rancher is ready.

First of all, check what the Rancher container is called by running the following
command:

docker ps
In my case, it was jolly hodgkin, so now run the following command:

docker logs -f <name of your container>

e0ce russ — -bash — 157x23

russ in

s docker ps

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES
85e42e11d044 rancher/server "fusr/bin/sé-svscan /" 53 minutes ago Up 53 minutes 3306/tcp, 0.0.0.0:8080->8080/tcp  jolly_hodakin

russ in
s docker logs jolly_hodgkin

168410 15:25:36 [Notel /usr/sbin/mysqld (mysqld 5.5.47-Bubuntu@.14.04.1-log) starting as process 28 ...

Uptime: 2 Threads: 1 Questions: 2 Slow queries: ® Opens: 33 Flush tables: 1 Open tables: 26 Queries per second avg: 1.00@
Setting up database

Importing schema

CATTLE_AGENT_PACKAGE_AGENT_BINARTES_URL=/usr/share/cattle/artifacts/agent-binaries.tar.gz
CATTLE_AGENT_PACKAGE_CADVISOR_URL=/usr/share/cattle/artifacts/cadvisor.tar.gz
CATTLE_AGENT_PACKAGE_HOST_API_URL=/usr/share/cattlefartifacts/host-api.tar.gz
CATTLE_AGENT_PACKAGE_NODE_AGENT_URL=/usr/share/cattle/artifacts/node-agent. tar.gz

CATTLE_AGENT_PACKAGE_PYTHON_AGENT_URL=/usr/share/cattle/artifacts/python-agent.tar.gz
CATTLE_AGENT_PACKAGE_RAMCHER_DNS_URL=/usr/share/cattle/artifacts/rancher-dns.tar.gz
CATTLE_AGENT_PACKAGE_RANCHER_METADATA_URL=/usr/share/cattle/artifacts/rancher-metadata.tar.gz
CATTLE_AGENT_PACKAGE_RANCHER_NET_URL=/usr/share/cattle/artifacts/rancher-net.tar.gz
CATTLE_CATTLE_VERSION=v@.159.2

CATTLE_DB_CATTLE_DATABASE=mysql

CATTLE_DB_CATTLE_MYSOL_HOST=localhost

CATTLE_DB_CATTLE_MYSQL_MAME=cattle

CATTLE_DB_CATTLE_MYSQL_PORT=3386
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You should see a lot of log file entries scroll pass, after a while, logs will stop being
written. This is a sign that Rancher is ready and you can log in to the web interface.
To do this, run the following command to open your browser:

open http://$(docker-machine ip rancher) :8080/

Once open, you should see something similar to the following screenshot:

e0e < ng .4 Ko 130.59.175.120 v LN ol E-8

PEF  ARPLICATIONS

2 (1 Default v

Before adding your first service or launching a container, you must add at least a single Linux host that supports Docker 1.9.1+ and be
abie to reach the Rancher server via HTTP Rancher supports adding Linux hosts in the form of a virtual or physical machine from any
public cloud providers, privately hosted clouds, or even bare metal servers, Learn Mare

Aservice is simply a group of containers created from the same Docker image but extends Docker's Tlink” concept to leverage
Rancher's lightweight distributed DNS service for service discovery, Services can be added individually or by deploying an item fram
the Catalog.

Aservice is also capable of leveraging other Rancher built-in services such 2 load balancers, health monitoring, upgrade support. and
high-availability. Learn More

w100 Dowmentation FAQs  Fileanlssue  Forums & Download CLI v

As you can see, we have logged in straight. As this is available on a public IP
address, we have better lock the installation down. This is why the red warning
icon is next to Admin in the top menu is there.
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Securing your Rancher installation

AsIdon't have an Active Directory server configured, I am going to use GitHub to
authenticate against my Rancher installation. Just like the installation itself, Rancher
Labs have made this a really easy process. First of all, click on Admin in the top
menu and then Access Control in the secondary menu, you will be taken to a screen
that allows you to know everything you need in order to configure Rancher to use
GitHub as its authentication backend.

For me, this screen looked similar to the following image:

ene ¢ I + @ 46.101.90.230 w L] h o |

& ¥ D (1 Default ¥
AUDIT LOG PROCESSES ACCESS CONTROL ETTING
Access Control
ﬁll‘rl\‘JH
GitHub is

Rancher can be configured to restrict access to a set of GitHub users and organization members. This is not currently set up. so anybody that reach this page (or the API) has full control
over the system.

1. Setup a GitHub Application

* For standard GitHub, click here to go applications settings in a new window,

& For Github Enterprise, login to your account. Click on Settings, then Applications,
* Click "Register new application” and fill out the form:

= Application name: / ¥ My

= Homepage URL: http:/'456, 101 90.230:8080/

o Application deseription: / k

& Authorization callback URL http./46,101.90.230:8080/
= Click "Register application™

2. Configure Rancher to use your application for authentication

Copy and paste the Client ID and Secret from the upper-right cormer of your newly-created application

Client ID* Cllent Secret”

Use a private GitHub Enterprise installation

3. Test and enable authentication

Check that your application Is configured correctly by testing authentication with it 2 2
Q Authenticate with GitHub

& Download CLI v

w100 Dotumentation FAQ:  Fileanlssue  Forums
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As T have a standard GitHub account rather than the Enterprise installation, all I
had to do was click on the link, this took me to a page where I could register my
Rancher installation.

This asked for several pieces of information, all of which are provided on the
following screen:

ade < I | O 8 GitHub - o
O h Gt Pull requests  Issues  Glst &+ s~
Personal settings Authorized applications Developer applications
rofda
Register a new OAuth application
Accols

Emads Application name

Ranchar

Besrmaltineg umisis will ssignioe i brusst

Homepage URL
hitpali4B. 10150 230:B080/
FIL 10 yOUr BEpACABCn ROMapage
Application description

My Rancher installation
& poverssl users of your application

Authorization callback URAL

hitpaT48.101.60 230:8080/

Organization settings Your ok UL Raad gur DAL documentation for moes infarmation
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Once I filled in the information, I clicked on Register application button. Once the
application had been registered, I was taken a page that gave me a Client ID and

Client Secret:

Application crealed successfully

Personal settings
Profia

Account

Emads

Nenificatiors

Bising

55H and GPG keya
Seourity

QAuth applications
Porsonal aconss lokens
Repasitorias
Organirations

Saved repies

Organization settings

Pull requests  Issues  Gist

P Developer app

Rancher

u rusamokendrick cwna this application. Translr cwnarship.

0 users

Client ID

3197341Cd9BAITICTCeY

Client Seoret

928091905¢; 2c12 3

Revoke all user tokens. Reset client searet

Application name

Rancher
Somening usars will icognize and trust
Homepage URL

g/ 101 50 230- 8080/
The hull UL i your appication homepage
Application description

My FRancher instaliation
This is geapiayed 10 8 potentisl Users of your BppEcEton

Authorization callback URL
hitpa/48.101.60.230:8080/

Your apgication's calDack UTIL. Flead our DAULT documantation for moes

 Frm—
S —

nformmation.

PR | b

()
Drag & drop

of choose an image
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I entered these parameters into appropriate boxes on my Rancher page and then
clicked on Authenticate with GitHub. This prompted a pop-up window from
GitHub asking me to authorize the application. Clicking the Authorize application
button refreshed the Rancher screen and logged me in, as you can see from the
following screenshot, my application is now secure:

ene < I | @ 46.101.90.230 w L] h 7

1G] ¥ () Default>
PROCESSES ACCOUNTS ACCESS CONTROL SETTINGS

Access Control

GitHub is enabled

Rancher is confipured to restrict access to project members and 1 GitHub user

Authentication

Client ID:

Site Access

Customize

Danger Zone™

Caution: Disabling access control will give complete control over Rancher to anyone that can reach this page or the AP

% Disable access control

w100 Dowmentation FAQs  Fileanlssue  Forums & Download CLI v

Now that we have the authentication configured, you should probably log out and
log back in just to double-check whether everything is working as expected before
we move onto the next step. To do this, click on your avatar at the right-hand top of
the page and click on Log Out.
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You will be instantly taken to the following page:

oLe < E3 £ 46.101.90.230 [ ull B8

Howdy!
Welcome to Rancher

Click on Authenticate with GitHub to log back in.

So, why did we log out and then logged back in? Well, next up, we are going to be
giving our Rancher installation our DigitalOcean API key so that it can launch hosts,
if we hadn't secured our installation before adding this API key, it would mean that
anyone could stumble upon our Rancher installation and start launching hosts as
they see fit. This, as I am sure you could imagine, could get very expensive.

Cattle cluster

Rancher supports three different schedulers, we have already looked at two of them
in both this and the previous chapters. From our Rancher installation, we will be able
to launch a Docker Swarm Cluster, Kubernetes cluster, and also Rancher cluster.

For this part of the chapter, we are going to be looking at a Rancher cluster. The
scheduler that will be used here is called Cattle. It is also the default scheduler,
so we do not need to configure it, all we need to do is add some hosts.

As mentioned in the previous section, we are going to launch our hosts in
DigitalOcean; to do this, click on Add Host in the Adding your first Host
section of the front page.

You will be taken to a page with several hosting providers listed at the top, click on
DigitalOcean and then enter the following details:

* Quantity: I wanted to launch three hosts, so I dragged the slider to 3.

* Name: This is how the hosts will appear in my DigitalOcean control panel.

* Description: A quick description to be attached to each host.
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* Access Token: This is my API token, you should have yours from Chapter 2,
The First-party Tools.

* Image: At the moment, only Ubuntu 14.04x64 is supported.

* Size: This is the size of the host you would like to launch. Don't forget, the
bigger the host, the more money you will pay while the host is online.

* Region: Which DigitalOcean data center would you like to launch the
hosts in?

I left the remainder of the options at their defaults:

ene ¢ I + @ 46.901.90.230 & h o |

=] T H & 8 (1 Detault~
HOSTS CONTAINERS STORAGE POOLS CERTIFICATES REGISTRIES
Hosts: Add Host
s P & :
| SR ~ 7 e vl
DigitalOcean wscale | PACKEL | | rockspace Ot
Cuantivy a
Mame” Rancher
Description My Rancher Chester
ACCOUNTACCESS
Access Token®
hops &
INSTANCE
Image ubuntu-14-04-x54 L] Size 1gb

Once [ was happy with what I had entered, I clicked on Create button. Rancher then,
using the DigitalOcean API, went ahead and launched my hosts.

To check the status of the hosts, you should click on Infrastructure in the top menu
and then Hosts in the secondary menu.
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Here, you should see the hosts you are deploying, along with their status, which is
updating in real time. You should see messages saying the following:

* The host has been launched
* Docker is being installed and configured

* The Rancher agent is being installed and configured

Finally, all three of your hosts are shown as active:

ene ¢ + @ 46.101.90.230 ‘ ! 7 |

Rancherl Rancher2 Rancher3
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There you have it, your first Cattle cluster. As you can see, so far it has been
incredibly easy to install, secure, and configure our first cluster in Rancher.
Next up, we need to deploy our containers.

Deploying the Cluster application

As per the previous two schedulers, let's look at deploying our basic cluster
application. To do this, click on the Applications tab in the top menu, and then click
on Add Service. There is an option to Add From Catalog, we will be looking at this
option when we have launched our own application.

On the Add Service page, enter the following information:

* Scale: Always run one instance of this container on every host
e Name: MyClusterApp
* Description: My really awesome clustered application

e Select Image: russmckendrick/cluster
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* Port map: Add a port map for port 80 just in the Private port box

ene ¢ ol BN Ko 46.901.90.230

ﬂ' APPLICATIONS

) Default v
STACKS

Add Service

Scale

Run 1 container

© Always run one instance of this container on every host

Mame Description

My Cluster App My really swesoms chustered application

Select Image
russmckendrick/cluster

@ Always pull image before creating

(@ Port Map

For now, leave the rest of the forms at their default values and click on the
Create button.
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After a few minutes, you should see that your service is active, clicking on the service
name will take you a screen that gives you the details on all of the containers running

within the service:

ane ¢ 0| o | @ AB.30150.230 o =N

@ (3 Dtautt
STACKS
Service; SMyClusterAsp v inDefault & Active O
Type: Service FQDN: ¢ Scale: Global
Image: russmckendrickicluster Entrypaint: ! Command:
Description: My really awesome clustered appScation
Forts Labsts. | Links
Stat P Address T Host Image = Stats
104220589 Racherl nasssckendrickithister =
WAL Bacher nmamchmndrickluster ]
Detauit, MyChisterhnp, 3 104258229 Rancher? nussmckendrickicluster |l
V100  Documentation FAGs  Fieankse  Fonms & Dovelaad CLIN

So, now that we have our containers running, we really need to be able to access
them. To configure a load balancer, click on Stacks and then on the downward arrow

on our default service:

ane ¢ O | s | @ 450150230 o =3
PEF  APPLICATIONS
=2 (s Default v
STACKS
Stacks [ERR
+ Default % 3_ o

Add Load Balancer
A Service Alias
Add External Service

ik Dowrload CLIY

¥100 Documentation  Fads  Fleanksue  Fanen

Selecting Add Load Balancer from the drop-down menu will take you to a screen
that looks similar to the one where we added our cluster application.
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Fill in the following details:

* Scale:Run 1 container

¢ Name: ClusterLoadBalancer

* Description: The Load Balancer for my clustered application
* Listening Ports: Source IP/Port 80 Default Target Post 80

* Target Service: MyClusterApp

ane ¢ i LD AB.30150.290 -
APPLICATIONS
L % Datault
STACKS
Add Load Balancer

Scale

© Run 1 container

Abwarys run one instance of this container on every host

Name Deseription
ClusterloadBalinesr The Laad Batancer bor my chistered apslication
Listening Ports ®
Add Port
Saurce IP/Part” Pratocal 551 Dt Targat Part Arces
= v 0 v =
Targets
() Add Service
Target Service"
Micustoon - |
Directrenuests to different serites Hast header, or request path

Stickiness Custom haprowy.cfg Labwls Seheduling

“ i

w100 Documentation  FMds  Fieanbsue  Fonams i Dowrload CLI
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Click on the Save button and wait for the service to launch. You will be taken back
to the list of services that you have launched, clicking on the information sign next to
name of the load balancer will open an information pane at the bottom of the screen.
From here, click on the IP address listed in the Ports section:

ane ¢ i + | @ AB.30150.290

" APPLICATIONS

STACKS

Stack: & Default

............

Your browser should open the now-familiar cluster application page.

Clicking on refresh a few times should change the host name of the container you are
being connected to.

What's going on in the background?

One of Rancher's strengths is that there are a lot of tasks, configuration, and process
running in the background, which are all hidden by an intuitive and easy-to-use
web interface.

To get an idea of what's going on, let's have a look around the interface. To start off
with, click on Infrastructure in the top menu, and then click on Hosts.
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As you can see, the running containers are now listed; alongside the containers for
our Default stack, there is a network agent container running on each host:

ene ¢ I + @ 4E.101.90.230

| | T H 8 8 (1 Detault>
HOSTS CONTAINERS STORAGE POOLS CERTIFICATES REGISTRIES
Hosts
i i I
Rancherl Rancher2 Rancher3

Stack: Default Stack: Default Stack: Default

MyClusterApp_1 MyClusterAgp 3 4 MyClusterApp 2

ClusterLoadBalancer_1

Standalone Containers Standalone: Containers
Standalone Containers Notwork Agent : Network Agent
t

These containers form a network between all three of our hosts using iptables,
allowing cross-host connectivity for our containers.

iptables is a user-space application program that allows a system
» administrator to configure the tables provided by the Linux kernel
firewall (implemented as different Netfilter modules) and the chains
~ and rules it stores:

https://en.wikipedia.org/wiki/Iptables

To confirm this, click on Containers button in the secondary menu. You will see a list
of the currently running containers, this list should include three containers running
our cluster application.

Make a note of the IP address for Default_MyClusterApp_2 (in my case, it's
10.42.220.91) and then click on Default MyClusterApp_1.
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You will be taken to a page that gives you real-time information about the CPU,
memory, network, and storage utilization of the container:

ene ¢ + @ 46.901.90.230 & o |
INFRASTRUCTURE
. =] ) Default
HOSTS CONTAINERS STORAGE POOLS CERTIFICATES REGISTRIES
Container: Default MyClusterApp 1+ on Rancherd in MyClusterApp
Host: Rancherl Container IP: 10.42.225.89 Docker 10: cac 30d8ff8bd,,
Image: russmckendrick/cluster Command: ™ Entrypoint: |
CPU OSystem © User Memory Qused
O Transmit O Receive Storage Owrite O Read

As you can see, the container is currently active on my first Rancher host. Let's get a
little more information about the container by connecting to it. At the top right-hand
side of the page, where it says Running, there is an icon with three dots, click on
that, and then select Execute Shell from the drop-down menu.

This will open a terminal within your browser to the running container. Try entering
some commands such as the following;:

ps aux

hostname

cat /etc/*release

Also, while we have the shell open, let's ping our second container that is hosted on
another one of our hosts (make sure that you replace the IP address with the one
made a note of):

ping -c 2 10.42.220.91
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As you can see, although it is on a different host within our cluster, we are able to
ping it without any problems:

e0e ¢ + 46.401.90.230 ; ! :
» Shell: Default_MyClusterApp_1

Container:

Host: Rancherl

Image: russmcker

Ousea

Another feature that is useful is Health Check. Let's configure Health Check for our
service and then simulate an error.

Click on Applications in the top menu, then on the + next to our Default stack, this
will bring up a list of services that make up the stack. Click on the MyClusterApp
service to be taken to the overview page.

From here, as we did to access the container shell, click on the icon with the three

dots in the top right-hand side, next to where it says Active. From the drop-down
menu, select Upgrade, this will take us to a stripped-down version of the page we
filled in to create the initial service.

At the bottom of this page there are several tabs, click on Health Check and fill out
the following information:

* Health Check: HTTP Responds 2xx/3xx

e HTTP Request: /index.html

¢ Port: 80

*  When Unhealthy: Re-create
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ao® < + @ 46.101.90.230 o 1 7
Command Volumes MNetworking Security/Host Labels Scheduling
Health Check MNone TCP Connection Opens & HTTP Responds 2o/ 3ux
HTTP Request’ nex htmi|
Port* a0 Initializing Timeout 0000
Check Interval 2000 :oms Check Timeout 2000 :oms

Healthy Threshold 2 SUCLESSS Unhealthy Threshold 3 failures

‘When Unhealthy

Leave the rest of the settings as they are and then click on the Upgrade button. You
will be taken back to the list of services that are in the Default stack, and next to the
MyClusterApp service, it will say Upgrading.

During the upgrade process, Rancher has relaunched our containers with the new
configuration. It did this one at a time, meaning that there would have been no
downtime as far as people browsing our application would have been concerned.

You may also notice that it says there are six containers, and also that the stack is
degraded; to resolve this, click on the MyClusterApp service in order to be taken to
the list of containers.

As you can see, three of them have a state of Stopped. To remove them, click on the
Finish Upgrade button, next to where it says Degraded, this will remove the stopped
containers and return us to a stopped state.

So now that we have a health checking, make sure that each of our containers is
serving a web page, let's stop NGINX from running and see what happens.

To do this, click on any of our three containers and then open a console by selecting
Execute Shell from the drop-down menu.

As our container is running supervised to manage the processes within the container,
all we need to do is run the following command to stop NGINX:

supervisorctl stop nginx

[279]




Looking at Schedulers

Then we need to kill the NGINX processes; to do this, find out the process IDs by
running the following code:

ps aux
In my case, the PIDs were 12 and 13, so to kill them, I will run the following command:
kill 12 13

This will stop NGINX, but keep the container up and running. After a few seconds,
you will notice that the stats in the background disappear:

A WRO) 46.101.90.230 - ' -
> Shell: Default_MyClusterApp_2 j

1 Default v
Container:
Host: Rancher3
Image: russmcker
OUsed

Then your console will close, leaving you with something that looks similar to the
following screenshot:

ene® < + O 46.101.90.230 v ! 7

@
COMNTAINERS
Container: Default_MyClusterApp_2 on Rancherd in MyClusterApp
Hoast: Rancherd Contalner IP: 10.42.40,184 Docker ID: 4427 5fcad 195
Image: russmckendrick/cluster Command: Entrypaoint:
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Going back to the list of containers for the MyCluster App service, you will notice
that there is a new Default_MyClusterApp_2 container running under a different
IP address:

LN ] | @ 489190280

Rancher has done exactly as we instructed it to, if port 80 on any of our containers
stops responding for more than six seconds, it has to fail three checks that are made
every 2,000 ms, then remove the container, and replace it with a new one.

The catalog

I am pretty sure that you would have clicked on the Catalog item in the top menu,
this lists all the pre-built stacks that you can launch within Rancher. Let's look at
launching WordPress using the catalog item. To do this, click on Catalog and scroll
down to the bottom where you will see an entry for WordPress.

WordPress

Click on View Details to be taken to a screen where you are able to add a WordPress
stack. All it asks is for you to provide a Name and Description for the stack, fill these
in, and click on Launch.

This will launch two containers, one running MariaDB and the other running the
WordPress container. These containers use the same images from the Docker Hub
that we have been launching throughout the book.
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If you click on Stacks in the secondary menu and then expand the two stacks. Once
the WordPress stack is active, you will be able to click on the information icon next
to where it says wordpress. Like before, this will give the IP address where you can
access your WordPress installation:

a0e ¢ > + @ 46.901.90.230 Y 1 i

APPLICATIONS

=) ) Default»
STACKS

Stacks

= Default 2 4

Chusty MyClusterAgn B0 Load Balancer

russmckendrick/cluster 44820 Service

MyClusterAng

— wordpress v 2 2 —~

View Detalls

dockerwordpress

Clicking on it will open a new browser window and you will see a very familiar
WordPress installation screen.

Again, Rancher did something interesting here. Remember that we have three hosts
in total. One of these hosts is running a container that is acting as a load balancer for
our ClusterApp, this is bound to port 80 on one of these hosts.

By default, the WordPress catalog stack launches the WordPress container and

maps port 80 from the host to port 80 on the container. With no prompting from us,
Rancher realized that one of our hosts already has a service bound to port 80, so it
didn't even attempt to launch the WordPress container here, instead it chose the next
available host without a service mapped to port 80 and launched our WordPress
container there.

This is another example of Rancher doing tasks in the background to make the best
use of the resources you have launched.
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Storage

So far so good with Rancher, let's take a look at how we can add some shared storage
to our installation. One of the things that DigitalOcean doesn't provide is block
storage, because of which we will need to use a clustered filesystem, as we do not
want to introduce a single point of failure within our application.

Gluster FS is a scalable network filesystem. Using common off-the-shelf
% hardware, you can create large distributed storage solutions for media
streaming, data analysis, and other data and bandwidth-intensive tasks:

https://www.gluster.org

As you may have noticed when browsing the catalog, there are several storage
items in there that we are going to be looking at GlusterFS to provide our
distributed storage:

sa0e ¢ @ 188.166.173.160 : o

)
&

._ o (1 Default
ALL LIBRARY

Catalog: All Rt

Gluster FS
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Once we have our Gluster cluster up and running, we will then use Convoy to expose
it to our containers. Before we do this, we need to start GlusterFS. To do this, click on
View Details on the Gluster FS catalog item.

You will be taken to a form that details exactly what is going to be configured
and how. For our purpose, we can leave all the settings as they are and click on
the Launch button at the bottom of the page.
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It will take a few minutes to launch. When it has completed, you will see that a total
of 12 containers have been created. Of these, six of them will be running and the
other six will be marked as started. This is not anything to worry about, as they are
acting as the volumes for the running containers:

ene ¢ I + @ 186.166.173.160 w L] h o |

"' APPLICATIONS

=] €y Default»
STACKS

Stacks [EEEEE
= glusterfs 1 i .
it e rancher/glusterfs:v02.4 Service 1Containers O
ghisterfa-daa gustarfedats  ghisterfcvolu
i e,
° - |
docker:rancher/ghusterfs0.2.1

Now that we have our Gluster FS cluster up and running, we need to launch Convoy
and let it know about the Gluster FS cluster. Go back to the catalog page and click on
View Details next to the Convoy Gluster FS entry.

As we kept of the default options and names selected when we launched the Gluster
FS cluster, we can leave everything at the defaults here, all we have to do is select our
Gluster FS cluster from the Gluster FS service drop-down menu.
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Once you have made the selection and clicked on Launch, it won't take long to
download and launch the convoy-gluster containers. Once completed, you should
have four containers running. As you may have noticed, a new icon for System has
appeared next to Stacks on the secondary menu, this is where you will find your
Convoy Gluster stack:

s0e < + @ 188.166.173.160 v o T
PEE  APPLICATIONS g hed
2 ) Default™
TACKS SYSTEM
System Stacks
= convoy-gluster 2 4 o
crvoy-gluster (5 rancher/camvoy-agentv03.0 Service 3 Containers 0 :
comvoy-ghuster-storagepeal (T rancher/convoy-agentv0.3.0 Service 1 Container 0 :
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So, we now have our distributed storage ready. Before we put it to use, let's look at
one more catalog item.

Clustered database

We don't really want to store our database on a shared or distrusted filesystem, one
of the other items in the catalog launches a MariaDB Galera Cluster.

Galera Cluster for MySQL is a true Multimaster Cluster based
- onsynchronous replication. Galera Cluster is an easy-to-use,
% high-availability solution that provides high-system uptime,
= no data loss, and scalability for future growth:
http://galeracluster.com/products/
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The cluster will sit behind a load balancer, meaning that your database requests will
always be directed to an active master database server. As earlier, click on View
Details on the Galera Cluster item and then fill in the database credentials you wish
the cluster to be configured with. These credentials are as follows:

*  MySQL Root Password

*  MySQL Database Name

*  MySQL DB User

*  MySQL DB Password
Once filled in, click on the Launch button. The cluster will take a few minutes to

launch. Once launched, it will contain 13 containers, these make up the cluster and
load balancer.

Looking at WordPress again
Now that we have our clustered filesystem configured, and also our clustered

database, let's look at launching WordPress again.

To do this, click on Applications from the top menu, and then make sure that you
are on the Stacks page, click on New Stack.

From here, give it the name Wwordpress and then click on Create, and now click on
Add Service. You will need to fill in the following information:

* Scale:Run 1 container (we will scale up later)

* Name: WordPress

* Description: M\y WordPress cluster

* Select Image: wordpress

* Port Map: Leave the public port blank and add 80 in the
private port

* Service Links: Destination Service should your galera-1b and the
As Name galera-1b
We then need to enter the following details on the tabbed options along the bottom:

Command:

* Enviroment Vars: Add the following variables:
° Variable = WORDPRESS DB _HOST

Value = galera-1b

° Variable = WORDPRESS DB NAME
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Value = The name of the DB you created when setting up Galera
°  Variable = WORDPRESS DB_USER

Value = The user you created when setting up Galera

° Variable = WORDPRESS DB PASSWORD

Value = The password of the user you created when setting up
Galera

Volumes:

e Add a volume as wpcontent : /var/www/html/wp-content/

* Volume Driver: convoy-gluster

Then click on the Launch button. It will take a minute to download and start the
container, once it has started, you should see the status change to Active. Once you
have a healthy service, click on the drop-down menu next to Add Service and add a
Load Balancer:

* Name: WordPressLB

* Description: M\y WordPress Load Balancer
* Source IP/Port: 80

* Default Target Port: 80

* Target Service: WordpPress

Once you have added the Load Balancer, click on the information icon next to the
Load Balancer service to get the IP address, open this in your browser and then
perform the WordPress installation, and add the featured image as we have done in
other chapters.

Now we have a WordPress container up and running with a highly available
database backend, which we can move between hosts maintaining the same IP
address and content thanks to the load balancer and Gluster FS storage.

DNS

The last catalog item I thought I would cover is one of the DNS managers. What
these items do is automatically connect with your DNS provider's API and create
DNS records for each of the stacks and services you launch. As I use Route53 to
manage my DNS records, I clicked on View Details on the Route53 DNS Stack
on the catalog screen.
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In the Configuration Options section, I entered the following information:

* AWS access key: My access key, the user must have permission to

access Route53
* AWS secret key: The secret key that accompanies the preceding access key
* AWSregion: The region [ want to use

e Hosted zone: The zone I wanted to use was mckendrick. io, so I entered
that here

* TTL:1left this as the default 299 seconds, if you want a quicker update to
your DNS, you should set this to 60 seconds

Then I clicked on the Launch button. After a few minutes, I checked the hosted
zone in the Route53 control panel and the service had connected automatically
and created the following records for stacks and services I already had running.

The DNS entries are formatted in the following way:
<services>.<stack>.<environments>.<hosted zone>
So in my case, I had entries for the following:

® clusterloadbalancer.default.default.mckendrick.io

®* myclusterapp.default.default.mckendrick.io

As myclusterapp contained three containers, three IP addresses were added to the
entry so that round robin DNS would direct traffic to each container:

ace £ @ “ Conicie e emaTon com v L]

Back to Hosted Zoes Dalata Racord Set o8 e
=
Q detauh X AryTypa § Allasas Cnly Waighted Oniy Dinplaying 1 s 2 ot of 2 Hmterd Sets

Nama Tyve  Valwe Evalualo Target Moalth  Health Check 1D TTL  Regioa  Weight  Geolocabion  Sel 1D

B  custroacbalacow detaut et mokendrickio, A 139.50.164. 34 8

T TIL {Saconte}: [ Am ] b | 10 | 14

Routing Polcy:

Save Record St

Another good thing about the DNS catalog items is that they are automatically
updated, meaning that if we were to move a container to a different host, the DNS
for the container would automatically be updated to reflect the new IP address.
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Docker & Rancher Compose

Another thing that you may have noticed is that when you go to add a stack,
Rancher gives you two boxes where you can enter the content of a Docker and
Rancher Compose file.

So far, we have been creating services manually using the web interface, for each
of the stacks we have built up with way you have the option of viewing it as a
configuration files.

In the following screenshot, we are looking at the Docker and Rancher compose files
for our Clustered Application stack. To get this view, click on the icon to the left of
where it says Active:

e0e < I L RO) 461016344 v L G T

PEF  ARPLICATIONS

= ('t Default >
STACKS

Stack: Default

docker-composeyml rancher-composeyml

vill  Dowmmentaticn  FAQs  Fileanlswe  Forums & Download CLI v

This feature allows you to ship your stacks to other Rancher users. The contents
of the preceding files are given in the following so that you can try it on your own
Rachner installation.
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Docker Compose

This is a standard version one Docker Compose file, there are Rancher settings
passed as labels:

ClusterLoadBalancer:
ports:
- 80:80
tty: true
image: rancher/load-balancer-service
links:
- MyClusterApp:MyClusterApp
stdin open: true
MyClusterApp:
ports:
- 60036:80/tcp
log driver: "'

labels:
io.rancher.scheduler.global: 'true'
io.rancher.container.pull image: always
tty: true
log opt: {}

image: russmckendrick/cluster
stdin open: true

Rancher Compose

The Rancher Compose file wraps the containers defined in the Docker Compose file
in Rancher services, as you can see where we are defining the health checks for both
the Load Balancer and Cluster containers:

ClusterLoadBalancer:
scale: 1
load balancer config:
haproxy config: {}
health check:
port: 42
interval: 2000
unhealthy threshold: 3
healthy threshold: 2
response timeout: 2000
MyClusterApp:
health check:
port: 80
interval: 2000
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initializing timeout: 60000

unhealthy threshold: 3

strategy: recreate

request line: GET "/index.html" "HTTP/1.0"
healthy threshold: 2

response timeout: 2000

Rancher Compose is also the name of the command-line tool that can locally install
to interact with your Rancher installation. As the command line duplicates the
functionality, we have already covered, I won't be going into any detail about it here;
however, if you would like give it a go, complete details about it can be found in the
official Rancher documentation at http://docs.rancher.com/rancher/rancher-
compose/.

Back to where we started

The last task we are going to do using Rancher is to launch a Kubernetes cluster in
DigitalOcean. As mentioned at the start of the chapter, Rancher not only manages its
own Cattle clusters, but also Kubernetes and Swarm ones.

To create a Kubernetes cluster, click on the drop-down menu where it says
Environment, underneath your avatar and click on Add Environment:

LIE B in < @ 81071.93.44 = [+

) Default

Add Environment

Container Orchestration

]

kubernetes

Mame Description

Kubermetes My Kubernetes chuster

Access Controd
)

Mame 3 Tvie 2 Role

Create Cancel
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On the page, you will be asked which container-orchestration tool would you like to
use for the environment, what it should be called, and finally who should be able to
access it.

Select Kubernetes, fill in the remaining information, and click on the Create button.
Once you have your second environment, you will be able to check between them on
the Environment drop-down menu.

Similar to when we first launched Rancher, we will need to add some hosts that will
make up our Kubernetes cluster. To do this, click on Add Host and then enter the
details as done earlier, apart from this, time call them Kubernetes rather than Rancher.

You will then be taken to a screen that looks like the following screenshot:

e0e < + @ 461010344 v o u T
PEE' . KUBERNETES
3 Kubernetes v
Setting Up..
~" Add at least one host
< IWaiting for a host to be active
vi01 Dotumentation FAQS  Filean lssue  Forums & Download CLI v

It will take about 10 minutes to complete the installation. Once it has completed,
you will be taken to a familiar-looking Rancher screen; however, you will now
have Services, RCS, Pods, and kubectl listed in the secondary menu.
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Clicking on kubectl will take you to a page that allows you to run kubectl commands
in your browser and also you will get an option to download a kubectl config file so
that you can interact with Kubernetes from your local machine as well:

e0® ¢ o (0] 46.101.03.44 s o

CATALOG INFRASTRUCTURE ADMIN

m B default v 7 Kub
KUBECTL

kubectl

To use kubect] (w1 2+ anly) an your workstation, click the buttan to generate an AP key and config file

FAQs  Flleanlssue  Forums & Download CLI v
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Another thing you will notice is that a different catalog has been loaded, this is
because Docker and Rancher Compose files won't work with Kubernetes:

ene ¢ I + @ 46.00103.44 w L] h o |

&

@ na} 3 Kubermetes v
ALL LIBRARY

Catalog: All

- ;
- - cassandra AT

Ghost

Open sourte publishing platform

KBs Example Cassandra

Distribuited Database

KBs Example Guestbook

1t's 2 puestbook

KBs Example WordPress

Blogging platform

Minecraft MaongaDB RabhitMQ Redis
A Minecralt server MurigalB Replica Set A reiiable. distributed messaging A
broker

Feel free to launch services like we did in the first part of this chapter or use the
catalog items to create a service.

Removing the hosts

At this point, you will have around seven instances launched in DigitalOcean. As we
are coming to the end of this chapter, you should terminate all these machines so that
you do not get charged for resources you are not using.

I would recommend doing this using the DigitalOcean control panel rather than
through Rancher, that way you can be 100% sure that the Droplets have been
successfully powered down and removed, meaning that you do not get billed
for them.
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Summing up Rancher

As you have seen, Rancher is not only an incredibly powerful piece of open source
software, it is also extremely user-friendly and well-polished.

We have only touched on some of the features of Rancher here, for example, you can
split your hosts between providers to create your own regions, there is a full API that
allows you to interact with Rancher from your own applications and also there is a
full command-line interface.

For a 1.0 release, it is incredibly feature-rich and stable. I don't think I saw it having
any problems during my time using it.

If you want a tool that allows you launch your own clusters and then give end users,
such as developers, access to an intuitive interface, then Rancher is going to be a
match made in heaven.

Summary

The three tools that we have looked are not the only schedulers available, there are
also tools such as the following to name a few:

e Nomad: https://www.nomadproject.io/

* Fleet: https://coreos.com/using-coreos/clustering/

e Marathon: https://mesosphere.github.io/marathon/
All these schedulers have their own requirements, complexities, and use cases.

If you had asked me a year ago which of the three schedulers that we have looked
in this chapter would I recommend, I would have said Amazons EC2 Container
Service. Kubernetes would have been second and I probably wouldn't have
mentioned Rancher.

In the past 12 months, Kubernetes has vastly reduced its complexity when it comes
to installing the service has removed its biggest barrier to people adopting it, and as
we have demonstrated, Rancher reduces this complexity even further.
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Unfortunately, this has left EC2 Container Service feeling like it is a lot more complex
to both configure and operate when compared to the other tools, especially as both
Kubernetes and Rancher support launching hosts in Amazon Web Services and can
take advantage of the myriad of supporting services offer by Amazon's public cloud.

In our next and final chapter, we are going to be reviewing all the tools that we
have looked at throughout the previous chapters, we will come up with some use
cases as well, and talk about the security considerations that we will need to take
when using them.
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In this, our final chapter, we are going to be looking at all of the tools we have
covered in this book and answering the following questions:

* How the tools can affect the security of your Docker installation?

* How they can work together and when should they be used?

*  What problems and challenges can the tools be used to resolve?

Securing your containers

So far, we have quite happily been pulling images from the Docker Hub without
much thought as to who created them or what is actually installed. This hasn't been
too much of a worry as we have been creating ad-hoc environments to launch the
containers in.

As we move towards production and resolving the worked in dev problem, it starts
to become important to know what it is that you are installing.

Throughout the previous chapters, we have been using the following container images:

*  WordPress: https://hub.docker.com/ /wordpress/
* MySQL: https://hub.docker.com/_/mysql/
* MariaDB: https://hub.docker.com/ /mariadb/

All three of these images are classified as official images and have not only been built
to a documented standard, they are also peer reviewed at each pull request.
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There are then the three images from my own Docker Hub account:

e Consul: https://hub.docker.com/r/russmckendrick/consul/
* NGINX: https://hub.docker.com/r/russmckendrick/nginx/

. CluﬁerExanqﬂe:https://hub.docker.com/r/russmckendrick/cluster/

Before we look at the official images, let's take a look at the Consul image from my
own Docker Hub account and why it is safe to trust it.

Docker Hub

Here, we are going to look at the three types of images that can be downloaded from
the Docker Hub.

I have chosen to concentrate on the Docker Hub rather than private registries as the
tools we have been looking at the previous chapters all pull from the Docker Hub,
and it is also more likely that you or your end users will use the Docker Hub as their
primary resource for their image files.

Dockerfile

The Consul container image is built using a Dockerfile, which is publically accessibly
on my GitHub account. Unlike images that are pushed, more on this later in the
chapter, it means that you can exactly see action has been taken to build the image.

Firstly, we are using the russmckendrick/base image as our starting point. Again,
the Dockerfile for this image is publicly available, so let's look at this now:

### Dockerfile
#
# See https://github.com/russmckendrick/docker
#
FROM alpine:latest
MAINTAINER Russ McKendrick <russ@mckendrick.io>
RUN apk update && apk upgrade && \
apk add ca-certificates bash && \
rm -rf /var/cache/apk/*
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As you can see, all this does is:

* Uses the latest version of the official Alpine Linux image

* Runsan apk update and then apk upgrade to ensure that all the packages
are updated

* Installs the ca-certificates and bash packages

* Cleans up any artifacts left over from the upgrade and installation of the
packages

So, now that we know what the base image looks like, let's move onto the Dockerfile
for the Consul container:

### Dockerfile

#

# See https://github.com/russmckendrick/docker
#

FROM russmckendrick/base:latest

MAINTAINER Russ McKendrick <russ@mckendrick.io>
ENV CONSUL_VERSION 0.6.4

ENV CONSUL_ SHA256
abdf0el1856292468e2c9971420d73b805e93888e006c76324ae39416edcf0627

ENV CONSUL _UI SHA256
5f8841b51lele3e2eblfldc66a47310ae42b0448e77df14c83bb49e0e0d5fa4b7

RUN apk add --update wget \

&& wget -0 consul.zip https://releases.hashicorp.com/
consul/${CONSUL_VERSION}/consul ${CONSUL VERSION} linux amdé4.zip \

&& echo "$CONSUL_SHA256 *consul.zip" | sha256sum -c - \
&& unzip consul.zip \

&& mv consul /bin/ \

&& rm -rf consul.zip \

&& cd /tmp \

&& wget -O ui.zip https://releases.hashicorp.com/consul/${CONSUL
VERSION}/consul ${CONSUL VERSION} web ui.zip \

&& echo "$CONSUL UI SHA256 *ui.zip" | sha256sum -c - \
&& unzip ui.zip \
&& mkdir -p /ui \
&& mv * /ui \
&& rm -rf /tmp/* /var/cache/apk/*
EXPOSE 8300 8301 8301/udp 8302 8302/udp 8400 8500 8600 8600/udp

VOLUME [ "/data" ]

ENTRYPOINT [ "/bin/consul" ]

CMD [ "agent", "-data-dir", "/data", "-server", "-bootstrap-expect",
"iv, "-ui-dir", "/ui", "-client=0.0.0.0"]
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As you can see, there is a little more going on in this Dockerfile:

1.

We will define that we are using the latest version of russmckendrick/base
as our base image.

Then, we will set three environment variables. Firstly, the version of Consul
we want to download, and then the checksum for the files, which we will
grab from a third-party website.

We will then install the wget binary using the APK package manager.

Next up, we will download the Consul binaries from the HashiCorp website,
notice that we are downloading over HTTPS and that we are running
sha256sum against the downloaded file to check whether it is has been
tampered with. If the file doesn't pass this test, then the build will fail.

Once the zip file is confirmed to be the correct one, we uncompress it and
copy the binary in place.

We will then do the same actions again for the Consul web interface.

Finally, we will configure some default actions of when the container is
launched by exposing the correct port, entry point, and default command.

All of this means that you can see exactly what is installed and how the image is
configured before you make the decision to download a container using the image.

Official images

There are are just over 100 images that are flagged as official. You view these in
the Docker Hub at https://hub.docker.com/explore/. Official images are easy
to spot as they are not preceded by a username, for example, the following are the
docker pull lines for the official NGINX image and also my own:

docker pull nginx

docker pull russmckendrick/nginx

As you can see, the top one is the official image.

A lot of the official images are maintained by the upstream providers, for example,
the CentOS, Debian, and Jenkins images are maintained by members of the
respective projects:

https://github.com/docker-library/official-images/blob/master/
library/centos

https://github.com/docker-library/official-images/blob/master/
library/debian

https://github.com/docker-library/official-images/blob/master/
library/jenkins
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Also, there is a review process for each pull request submitted. This helps in
ensuring that each official image is both consistent and built with security in mind.

The other important thing to note about official images is that no official image can
be derived from, or depend on, non-official images. This means that there should be
no way a non-official image's content can find its way into an official image.

A full detailed explanation on the build standards for official images, as well details
of what is expected of an official image maintainer can be found in the Docker
Library GitHub page at https://github.com/docker-library/official-
images/.

The downside of Docker Hub is that it can sometimes be slow, and I mean really
slow. The situation has improved over the past 12 months, but there have been
times when Docker's build system has had a big backlog, meaning that your
build is queued.

This is only a problem if you need to trigger a build and want it immediately
available, which could be a case if you need to quickly fix this application bug
before anyone notices.

Pushed images

Finally, there is an elephant in the room, the complete images, which have been
pushed from a user to their Docker Hub.

Personally, I try to avoid pushing complete images to my Docker Hub account, as
they are something I would typically not recommend using, so why would I expect
other users to use them?

As these images are not being built by a published Dockerfile, it is difficult to get an
idea of the standard they have built to and exactly what they contain.

Docker has tried to address this by introducing content trust to the Docker Hub,
what this does is sign the image before it is pushed to the Docker Hub with the
publisher's private key. When you download the image, the Docker Engine uses
the publisher's public key to verify that the content of the image is exactly how the
publisher intended it to be.

This helps to ensure that the image has not been tampered with at any point of the
image's journey from the publisher to you running the container.

More information on Content Trust can be found at https://docs.docker.com/
engine/security/trust/content trust/.
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This is useful if you are using the Docker Hub to publish private images that contain
propriety applications or code bases you do want to be publically available.

However, for publically available images, I would always question why the image
had to be pushed to the Docker Hub rather than being built with a Dockerfile.

Docker Cloud

Since the time I started writing this book, Docker has introduced a commercial
service called Docker Cloud. This service is described as a hosted service for
Docker container management and deployment by Docker.

You can find details of the service at the following URLs:

®* https://www.docker.com/products/docker-cloud
* https://cloud.docker.com/

So, why mention this service when we are talking about security? Well, in May 2016,
Docker announced that they are adding a Security Scanning feature, which, at the
time of writing this book, is free of charge.

This feature works with your Private Repositories hosted on the Docker Hub,
meaning that any images you have pushed can be scanned.

The service performs a static analysis on your images, looking for known
vulnerabilities in the binaries you have installed.

For example, in Chapter 6, Extending Your Infrastructure, we created an image using
Packer, I still had an old build of this image on my local machine, so I pushed it to a
private Docker Hub repository and took advantage of the free trial of both Docker
Cloud and Docker Security Scanning.
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As you can see from the following result, the service has found three critical
vulnerabilities in the image:

088 < eal _@ # cloud.docker.com ] [+] _I'I'!_ -

= w"|23§GSR Back to classic Ul o Get Help ~ ? russmckendrick ~

Repositories / Details / :tagname

latest
0] vie
There are 2 vulnerable components anned 4 minutes ago) Provide Feedback
wE Critical
BSD: Permissive License Critical
9 openss| 1.0.2g Critical
openssl: Permissive Licens
zlib 1.2.8 Mo known
vulnerabilities

zlib: Permissive License

bash 4.3.42

This means that it is time to update my base image and the version of NodeJS
being used.

GPLv3: Copyleft License

More details on the service and how it works can be found in the following
announcement blog post:

https://blog.docker.com/2016/05/docker-security-scanning/
There are a few alternatives to this service, such as:

e (lair: https://github.com/coreos/clair
* Banyan Collector: https://github.com/banyanops/collector

* The Docker Bench for Security: https://github.com/docker/docker-
bench-security
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However, the newly launched Docker service is the simplest one to get started with,
as it already has deep level of integration with other Docker services.

Private registries

Remember that it is possible to use a private registry to distribute your Docker
images. I would recommend taking this approach if you have to bundle your
application's code within an image.

A private registry is a resource that allows you push and pull images; typically, it is
only available to trusted hosts within your network and is not publically available.

Private registries do not allow you to host automated builds and they do not
currently support content trust, this is why they are deployed on private or locked
down networks.

More information on hosting your own private registry can be found at the official
documentation at https://docs.docker.com/registry/.

The challenges

So, why have we been looking at extending the core Docker Engine? Here are a few
scenarios that the tools we have covered in the previous chapters could be used to
add value or resolve a potential problem.

Development

Way back, at the start of Chapter 1, Introduction to Extending Docker, we saw the
Worked fine in dev, Ops problem now meme and how it is worryingly still relevant
today. Containers go a long way to resolve this issue; in fact, Docker is seen as a
great unifier by a lot of people.

However, if developers do not have a way of easily introducing these tools into their
day-to-day lives, then you are not resolving the issue raised by the meme.

The tools that could help developers start to use Docker locally as the first step of the
development process are as follows:

e Docker Toolbox
¢ Docker Machine
* Vagrant
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Along with the recently announced, but currently in private beta, native versions
of Docker for OS X and Windows, more details on this can be found in the
announcement blog post at https://blog.docker.com/2016/03/docker-for-
mac-windows-beta/.

Additionally, depending on your existing workflows, you could also use the
following tools to introduce containers to your existing workflows:

* Ansible
* Jenkins
* Packer

* Puppet

Staging
Depending on your requirements, you could use the following plugins in
conjunction with Docker Compose to create a basic staging environment with multi-
host networking and storage:

* Convoy

* Docker overlay network

e Docker Volumes

e Flocker
* REX-Ray
e Weave

You can also use these tools to give you a good level of control over where the
containers are deployed within your staging environment:

* Ansible
* Docker Swarm
* Jenkins
* Puppet

e Rancher

Additionally, your developers could have some level of access in order to be able to
deploy a test version using these tools either via continuous integration tools, web
interfaces, or via command line.
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Production

Again, you could use the following plugins to create a basic production-ready
environment using Docker Compose:

* Convoy

* Docker Overlay Network

¢  Docker Volumes

e Flocker
* REX-Ray
e Weave

However, you will probably want your production environment to look more after
itself in terms of reacting to failure, scaling events, and automatic registration of
containers with services such as DNS and Load Balancers:

* Ansible

* Amazon ECS

* Docker Swarm

* Kubernetes

* Puppet

* Rancher
All these listed tools should be considered production-ready. However, as Puppet
and Ansible offer little in the way of scheduling, you should only really consider

them if you are introducing Docker into an existing Puppet or Ansible-managed
environment.

If there is one thing I hope you have taken from this book, it is that there doesn't
have to be one size fits all when it comes to using Docker.

As we discussed, there are tools supplied by both Docker and third parties that allow
you scale your containers from a single host to potentially hundreds or thousands.
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Summary

In the previous chapters, we experienced using combinations of the tools together.

For example, we have been using both Docker Storage and Network plugins to
create a highly available WordPress installation using both the tools provided by
Docker themselves, that is, Docker Compose and Docker Swarm, as well Kubernetes
and Rancher.

We also deployed our underlying Docker infrastructure using Docker Machine,
Ansible, as well as tools such as Kubernetes and Rancher.

Then, we deployed various first-party and third-party plugins to help with storage,
networking, and features such as load balancing to take full advantage of the
environment that we have been deploying to, such as Amazon Web Service

and DigitalOcean.

All the tools that we have looked at compliment the core Docker Engine, and in most
cases, there is little or no change needed to be made to your Docker images to start
using the plugins or third-party tools.

All of this means that it is relatively easy to build a highly available, yet easy to use
platform to deploy your applications into whether you are using a public cloud,
your own virtual machines, bare metal servers, or just your local laptop, and tailor
it to your developers, application, and your own needs, all while ensuring that if it
worked in development, it will work in production.
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