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ABSTRACT
Autonomous vehicles use global navigation satellite systems (GNSS) to provide a position within
a few centimeters of truth. Centimeter positioning requires accurate measurement of each satel-
lite’s direct path propagation time. Multipath corrupts the propagation time estimate by creating
a time-varying bias. A GNSS receiver model is developed and the effects of multipath are in-
vestigated. MATLAB™ code is provided to enable readers to run simple GNSS receiver simula-
tions. More specifically, GNSS signal models are presented and multipath mitigation techniques
are described for various multipath conditions. Appendices are included in the booklet to derive
some of the basics on early minus late code synchronization methods. Details on the numerically
controlled oscillator and its properties are also given in the appendix.
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C H A P T E R 1

Introduction
A Staten Island ferry struck a pier as it was docking on January 9th, 2013, injuring 57 people.is
was not the first accident for the ferry. On October 15, 2003, a similar accident killed 11 peo-
ple [1]. is disaster may have been avoided if the ferry was autonomously controlled or a vehicle
trajectory warning system was installed. Global Navigation Satellite Systems (GNSS) provide
the enabling technology for real-time, autonomous vehicle navigation and control in such diverse
applications as construction, mining, farming, and fishing. Consequently, there is commercial
interest to increase measurement accuracy and integrity while simultaneously reducing the sys-
tem cost. Modern GNSS receivers provide real-time position accuracy of a few centimeters. All
GNSS receivers estimate a satellite’s signal time of arrival to solve for position and time. e
quality of these time-of-arrival (TOA) estimates are directly dependent upon accurate tracking
of the direct sequence spread spectrum (DSSS) code and carrier phase. Unfortunately, multipath
is a dominant error source within these systems since it corrupts the signal phase estimates with a
time-varying bias.

e first GNSS systemwas designed by the U.S. and consists of over 24 satellites at a height
of 20,000 Km and an orbital period of about 12 hours [2]. e satellites are positioned such that
at least four are in view from any position on the Earth with possibly greater than 10 visible
depending upon the receiver’s location.

1.1 GNSS FUNDAMENTALSANDMOTIVATING
MULTIPATHMITIGATION

GNSS is fundamentally a time estimation problem utilizing signal carrier and code phase esti-
mates. e receiver calculates the signal propagation time for each satellite in view by extracting
the signal origination time and satellite orbital position from the satellite message. An over-
constrained linear equation is solved to minimize the receiver position error with respect to all
visible satellites. e four variables of the linear equation are receiver position, .x; y; z/, and local
time, t . When greater than four satellites are visible, additional unknowns, such as atmospheric
effects, can be estimated.

e requirement to estimate the local time is illustrated with a 2D position estimation
example. Consider a ship navigating through a channel with three time-synchronized beacons
positioned on shore. Each beacon simultaneously transmits a message that contains a time-stamp
and its location. e ship can determine its position, as illustrated in Fig. 1.1, by calculating the
propagation time from each beacon to the ship. e ship is located at the intersection of the three
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measurement circles since it is the only solution that is consistent with the distance observations,
P1, P2, and P3. Now consider the timing uncertainty of the user local time.is creates a position
uncertainty around each beacon as illustrated by the signal propagation rings in Fig. 1.2. Now the
solution does not consist of a single point, but a volume of possible points.

Figure 1.1: 2D range estimation.

Unlike the beacon example, the GNSS system employs satellites that transmit direct se-
quence spread spectrum (DSSS) signals overmultiple L-band carriers. Transmission overmultiple
L-Band carriers enables receivers to measure the propagation delay through the dispersive Iono-
sphere for more precise positioning. Due to the carefully constructed DSSS signal and message
structures, the time estimation problem becomes a code and carrier phase estimation problem
where the performance of the code and carrier tracking loops determine the phase estimate res-
olution and ultimately the position and time resolution. Reasonable performance for modern
tracking loops sets the code and carrier phase estimates at the sub-meter and centimeter level
respectively. Phase measurements from all visible GNSS signals are simultaneously captured by
the receiver. is enables the removal of common mode clock errors and fixed delays due to the
antenna cable, down-converter analog group delay, and digital signal processing delays.

Each satellite transmits carefully constructed messages that include the satellite’s position,
GNSS system time, and other system parameters. Since each bit of the message perfectly aligns
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Figure 1.2: 2D range estimation with timing ambiguity.

with a DSSS code chip, and the receiver counts whole and fractional code chips, an absolute,
unambiguous time reference is established. erefore, the receiver can calculate the time of flight
from when the satellite transmitted a certain code chip phase and when it was received. Unlike
the code phase measurement which provides absolute time measurements to the transmitting
satellite, the carrier phase measurement is ambiguous. Although the receiver counts the number
of whole and fractional carrier cycles (modulo one phase measurement period), there is no datum
for carrier cycles. erefore, the receiver does not absolutely measure the number of whole carrier
cycles occurring during the message time-of-flight; rather it measures the number of carrier cycles
that accumulate between measurement observations. is measurement is referred to as the delta
carrier phase, and the uncertainty in whole carrier cycles to the transmitting satellite is referred
to as carrier phase ambiguity. Advanced GNSS receivers utilize the code phase estimates to limit
the search for the carrier phase ambiguity. Consequently, code and carrier tracking errors, such as
frommultipath, degrades the phase measurement data, and therefore, the time of arrival estimate
and the user location estimate.

e pseudo-range from the i-th satellite to the receiver is non-linear and given by,

bP i D

q
.xi � xrx/

2
C .yi � yrx/

2
C .zi � zrx/

2
C ctBIAS C "i ; (1.1)
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where, xi , yi , and zi are the positions of the i-th satellite given in Earth Centered Earth Fixed
(ECEF) co-ordinates; xrx; yrx, and zrx are the current predicted receiver position in ECEF co-
ordinates; c is the speed of light; tBIAS is the satellite and receiver clock bias with respect to the
GNSS system time; and " are systemic errors which will be described in more detail below [2].
Equation (1.1) is called the pseudo-range since it includes the true geometric range between the
receiver and the satellite as well as error terms.

Many methods to solve Eq. (1.1) exist [2], and all suffer from multipath. An incremen-
tal approach will be presented to further introduce the fundamental concepts. Equation (1.1) is
linearized by taking the first term of a Taylor series expansion to yield,

H D

266666666664

@p1

@x

@p1

@y

@p1

@z
1

@p2

@x

@p2

@y

@p2

@z
1

:::
:::

:::
:::

@pN

@x

@pN

@y

@pN

@z
1

377777777775
; (1.2)

where the partials are the unit vectors in the direction of the N space vehicles in view. is ma-
trix is also referred to the directional cosine matrix and shows how the solution depends on the
geometry of the visible satellites with respect to the receiver. e receiver solves for position and
time utilizing the following steps.

Step 1: Initially predict the receiver state, X, given by,

X D
�
Oxrx Oyrx Ozrx c OtBIAS

�
: (1.3)

Step 2: Compute predicted pseudo ranges for all satellites in view, Opi :::N . is is based upon the
valid assumption that the satellites are far away and the directional cosines,H, are the same
for both the true receiver position and the current estimated position.

Step 3: Obtain the pseudo range from the code and carrier tracking loops, pi :::N . Update the
receiver state by minimizing the error between the predicted and measured pseudo range,

2666664
P1

P2

:::

PN

3777775 �

2666664
bP 1bP 2

:::bP N

3777775
„ ƒ‚ …

Z

D

266666666664
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„ ƒ‚ …

�X

: (1.4)
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If solved by least squares, then,

Z D H�x;

�x D

�
HT WH

��1

HT WZ; and; (1.5)bxkC1 Dbxk C �x;

where W is a weight matrix with each element corresponding to the confidence of each satellite
observation. Typically, W is adaptive and is, at a minimum, a function of the satellite elevation
angle: e lower elevation angle satellites are de-weighted since they have a lower signal-to-
noise (SNR) and typically suffer a greater multipath bias, and consequently, a larger observation
variance.

Recall that Eq. (1.2) implies the position solution depends on the geometry of the satellites
with respect to the receiver. When the number of satellites is 4, the solution to Eq. (1.4) becomes
�x D H�1Z and the error covariance is

cov .�x/ D E
�
�x�xT

�
D H�1 E

h
ZZT

i
„ ƒ‚ …

�2
RX

H�T ;

cov .�x/ D �2
RX H

�1H�T„ ƒ‚ …
DOP

;

(1.6)

where �2
RX is the measurement variance.eH�1H�T term directly scales the measurement vari-

ance and is a function of the directional cosines. is term is called the Dilution of Precision
(DOP) with diagonal elements consisting of the East, North, Vertical, and Time dilution of pre-
cision terms respectively. It is desirable for receivers to simultaneously utilize multiple GNSS
constellations to provide a richer set of satellite geometry to decrease the DOP.

Recall that the GNSS time estimation problem was transformed to a phase estimation
problem. e performance of the code and carrier tracking loops determine the phase estimate
resolution and ultimately the position resolution.emeasured phase range from the i-th satellite
to a receiver, rx, is given by

Pi;rx D Ri;rx C "Orbit;i C "Iono;i;rx C "Tropo;i;rx C c ."t;i � "t;rx/

C "MP;i;rx C "�;i;rx;
(1.7)

where

Pi;rx D the measured phase range from the i-th satellite to the receiver, rx;

Ri;rx D the true range from the i-th satellite to the receiver, rx;

"Orbit;i D the i-th satellite orbital error;

"Iono;i;rx D the i-th satellite signal propagation delay through the ionosphere;
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"Tropo;i;rx D the i-th satellite signal propagation delay through the troposphere;

"t;i D the i-th satellite clock error (seconds) with respect to the GNSS time datum;

"t;rx D the receiver clock error (seconds) with respect to the GNSS time datum;

c D the speed of light in meters/second;

"MP;i;rx D the code phase error due to multipath from the i-th satellite to the receiver; and

"�;i;rx D Additive White Gaussian Noise (AWGN) and other un-modeled errors.

Note that if not otherwise stated, all units are in meters.
e methods to mitigate these errors drive receiver technology, cost, and complexity. A

Pareto chart of the error contributions is shown in Fig. 1.3.e error terms include: (1) multipath;
(2) ionosphere and troposphere atmospheric errors; (3) satellite orbital errors; and (4) the receiver
and satellite clock bias with respect to the GNSS system time. Each contribution is discussed
below.

Figure 1.3: Relative positional error contributions.

Multipath is the vector sum of additional non-line-of-sight signal paths that cause a time-
varying bias. Although multipath inherently has a longer time-of-flight, the resulting satellite
range error can be positive or negative. GNSS transmitted signals utilize nearly time-shift or-
thogonal code sequences, so the code multipath error upper bound is set by the chip period: Tens
of meters to hundreds of meters. Multipath is primarily mitigated by digital signal tracking algo-
rithms and receiver antenna designs as discussed further.

Ionosphere and troposphere errors are a consequence of the satellite signals propagating
through the atmosphere and are independent of the signal structure. ese time-varying biases
are dependent upon both the satellite and receiver positions and can be tens of meters [3]. e
ionosphere contains charged particles that cause a frequency-dependent signal propagation bias
dependent upon the sunspot activity and the Earth’s crust. GNSS systems exploit the dispersive
nature of the Ionosphere by transmitting on multiple L-Band frequencies to enable receivers
to measure and mitigate the Ionosphere delays. e troposphere extends from the ground to an
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altitude of about 10 Km and contains the Earth’s weather layer. Troposphere errors are dependent
upon water vapor and altitude and are frequency independent. Differential receiver techniques are
typically used to mitigate atmospheric errors.

GNSS satellites are typically not geostationary, so their transmitted messages contain their
orbital position. Earth’s gravitational tides and atmospheric drag can cause errors between the
stated trajectory and the true satellite trajectory by about 0.5 m. ese ephemeris errors will con-
tinuously decrease with advanced ground tracking techniques.

Satellite time is based upon atomic clocks; therefore, they are stable and accurate and any
time error can bemodeled as receiver errors.e stability of the local receiver time is determined by
its reference clock which drifts with time, temperature, and vibration. Temperature compensated
oscillators (TCXO) create a sub-meter time-varying range bias. ese and other errors that are
common to all GNSS measurements are estimated within tBIAS as shown in Eq. (1.1).

Commercial GNSS receivers are primarily of two types: (1) Stand alone; or (2) Differential
Real-Time Kinematic (RTK). e stand-alone receiver provides real-time positioning of about
0.5 m and is the dominant type due to simplicity and cost. As the name implies, it does not
require additional support equipment. In contrast, differential receivers must not only process
signals from the GNSS satellites but must also receive additional signals from a base-station.
Differential receivers provide centimeter level real-time positioning by removing correlated errors
between the base-station and receiver but are more complex and higher cost. We shall show that
multipath is the dominant error source for both types of receivers.

1.2 STAND-ALONECARRIER SMOOTHEDCODERANGE
MEASUREMENTMODEL

e variance of the position estimate is reduced by smoothing the code phase estimate with the
carrier phase estimate. e technique, referred to as carrier-smoothing, combines two measure-
ments: e unambiguous, but higher variance, code phase measurement and the ambiguous, but
lower variance, carrier phase measurement. is method, also referred to as the Hatch Filter [3],
achieves decimeter-level position resolution. It formulates the problem as a weighted one-pole
IIR filter given by

QPk D ˛kPk�1 C .1 � ˛k/
�

QPk�1 C ck � ck�1

�
; (1.8)

where k is the iteration index; ˛k is the time varying IIRweight; ck andpk are the carrier and code
phase measurements at time k, respectively. QPk is the smoothed pseudo-range that is applied to
Eq. (1.1).e weight, ˛k , is also given by an IIR structure that initializes the value near 0.99.is
initially heavily weighs the code measurements to drive the solution to the unambiguous range
mean contained within the noisy code measurement. e weight is gradually decreased until it
saturates near 0.01 which heavily weighs the lower variance delta carrier phase measurements,
thus yielding smoothed range measurements. Note that a code phase bias caused by multipath
will still exist within the smoothed range, QPk .
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1.3 DIFFERENTIALRECEIVERS
A differential system consists of a base station and a rover as shown in Fig. 1.4. e base station
consists of aGNSS receiver and a radio transmitter.e base station broadcasts its code and carrier
phase measurements along with its location, which is typically surveyed and known to within a
few millimeters. e user’s receiver, called a rover, uses differencing techniques to remove base-
station and rover correlated errors such as clock, ephemeris, and atmospheric errors, without
explicitly estimating each error contribution. is is analogous to how a differential amplifier
removes commonmode errors. Consequently, errors that are time or space correlated are removed.
Since base and rover multipath biases are independent, differential techniques tend to worsen
the multipath bias. e inability of a differential system to mitigate multipath is the primary
motivation to develop advanced multipath mitigating processing techniques.

Figure 1.4: Base and rover differential scheme to mitigate position error.

Within Eq. (1.7), replace the subscript RX with either a B or an R to denote a base or rover
receiver respectively. Consider only satellites that are visible by both the base and the rover and
assume the base and rover are close enough that they experience the same atmospheric conditions
(spatially correlated atmospheric errors), then,

"atmos;i D "Iono;i;B C "Tropo;i;B D "Iono;i;R C "Tropo;i;R: (1.9)

e single difference is calculated to subtract out common mode errors. e single differ-
ence is

Pi;�RB D Pi;R � Pi;B : (1.10)
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Substituting Eq. (1.7) into Eq. (1.10) yields

Pi;�RB D .Ri;R � Ri;B/

C ."Orbit;i C "atmos;i C c ."t;i � "t;R/ C "MP;i;R C "�;i;R/ (1.11)
� ."Orbit;i C "atmos;i C c ."t;i � "t;B/ C "MP;i;B C "�;i;B/ ;

which simplifies to

Pi;�RB D .Ri;R � Ri;B/ C .c"t;R C "MP;i;R C "�;i;R/

� .c"t;B C "MP;i;B C "�;i;B/ :
(1.12)

Note that the atmospheric and satellite errors are removed.e remaining errors are multi-
path, base, and rover clock errors, as well as AWGN. An additional difference is performed again
to remove the receiver clock errors. is double difference is taken between different satellites,
designated as 1 and 2, which yields,

Pr�RB D .P1;R � P1;B/ � .P2;R � P2;B/ : (1.13)

Substituting Eq. (1.12) into Eq. (1.13) yields

Pr�RB D f.R1;R � R1;B/ � .R2;R � R2;B/g„ ƒ‚ …
Delta Range

C f."MP;1;R � "MP;1;B/ � ."MP;2;R � "MP;2B/g„ ƒ‚ …
Unmitigated Multipath

(1.14)

C f."�;1;R � "�;1;B/ � ."�;2;R � "�;2;B/g„ ƒ‚ …
noise

:

Note that the remaining errors are multipath and noise.
Base and rover correlated errors, such as atmospheric errors, satellite clock errors, and

ephemeris errors, are removed by the differencing operation. However, since the base and rover
are spatially separated, their respective multipath profiles are independent, and therefore the dom-
inating error remains multipath. is is exactly what motivates advanced multipath mitigation.
Multipath mitigation techniques require both digital processing techniques and an advanced an-
tenna design.

Recent work onmultipathmitigation was performed in [27–31].We also note that research
in this area has been extended to cover asymmetric correlation kernels for GPS multipath [32].
Additional work from this group is also given by [33–35].

e rest of the book is organized as follows. Chapter 2 discusses GNSS signal models.
Signal structures, channel models, and receiver structures are provided. Chapter 3 reviews the
existing mitigation techniques, which includes Fixed Radiation Pattern Antennas (FRPA) and
signal processing methods. In Chapter 4, concluding remarks for the book are provided.
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C H A P T E R 2

GNSS SignalModels
GNSS has now evolved to include multiple systems: (1) GPS operated by the U.S. [4];
(2) GLONASS developed by Russia [5]; (3) Beidou in development by China; and (4) Galileo
in development by the European Union [6]. Additional regional satellite-based augmentation
systems (SBAS) also exist and are operated by the United States, European Union, Japan, India,
and China. e SBAS signals are similar to the GPS signal structure.

Consumer receivers utilize a limited set of the available signals; however, precision systems,
such as for survey and vehicle control, adopt a “greedy” approach and utilize all of the signals
available. is “greedy” approach provides: (1) More observables to reduce estimation variance in
a least squares sense; (2) better geometric observability to reduce position variance due to DOP;
(3) more observable frequencies for Ionsospheric and Tropospheric observability and subsequent
removal; and (4) more observable frequencies to increase the RTK carrier “ambiguity wavelength”
thereby reducing the number of required searchable discrete points for RTK ambiguity resolu-
tion. Moreover, to compete in some national markets, a receiver must support the corresponding
national GNSS system. Table 2.1 summarizes the planned and available commercial GNSS sig-
nals [4–6].

Many satellites, frequencies, and modulation schemes exist. Commercial grade receivers
will focus on carriers near 1572.450 MHz and 1176.450 MHz since a dual frequency receiver
can process GPS, Galileo, and Beidou signals: L1CA, L1C, L5IQ, E1bOS, E1cOS, E5aIQ, B1,
and B2IQ. Precision GNSS receivers will process all of the available signals; and consequently, a
multi-pathmitigation schememust be suitable for all of the signaling types such as BPSK,QPSK,
and BinaryOffset Carry (BOC).e characteristics of these signaling types are described in detail
below.

e Russian system utilizes frequency division multiplexing (FDMA). is has the disad-
vantage that all satellite signals experience a different group delay (due to the different frequency
as a consequence of channelization) and therefore this complicates the positioning calculation
due to this non-common mode code phase bias. It is anticipated that future Russian systems will
utilize carrier division multiple access (CDMA). It should be noted that the Russian system is the
only other globally deployed and fully functioning GNSS system beyond GPS, and differentially
processing GLONASS signals improve receiver performance.

is chapter develops mathematical models for the transmitted satellite signals, the prop-
agation channel, and receiver.
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Table 2.1: Commercial GNSS signal characteristics by system [4–6]

System
Carrier

(MHz)

Transmit

Filter BW

(MHz)

Signal

Name
Modulation

Chip 

Rate

(Mcps)

Code 

Length

(Chips)

GPS

(USA)

L1: 1575.420 30 [4]

L1CA BPSK 1.023 1023

L1P(Y) BPSK 10.23 7 days

L1C TMBOC(m,n) 10.23 10230

L2: 1227.60 30 [4]

L2CM-

Data
TDM BPSK 0.5115 10230

L2CL-Pilot 0.5115 767250

L2P(Y) BPSK 10.23 7 days

L5: 1176.450 30 [4]
L5I-Data QPSK 10.23 10230

L5Q-Pilot QPSK 10.23 10230

Galileo

(European

Union)

E1: 1575.42 [6]

E1bOS BOC(1,1) 1.023 4092

E1cOS BOC(1,1) 1.023
4092 * 

25

E5ab: 1191.795

[6]

Composite AltBOC(15,10) 10.23 10230

E5a: 1176.450

E5a-I-Data BPSK 10.23 10230

E5a-Q-

Pilot
BPSK 10.23 10230

E5b: 1207.140

E5b-I-Data BPSK 10.23 10230

E5b-Q-

Pilot
BPSK 10.23 10230

GLONASS

(Russia)

G1-Band

f(n) = 

nfo+1602.0 

fo = 0.562 

n = {-7..+13}

[5] G1K BPSK 0.511 511

G2-Band

f(n) = 

nfo+1246.0 

fo = 0.4375

n = {-7..+13}

[5] G2K BPSK 0.511 511

Beidou

(China)

B1: 1561.1 Not Published B1 BPSK 1.023 1023

B2: 1176.450 Not Published B2 QPSK 10.23 10230

B3: 1207.1 B3 QPSK
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2.1 SIGNAL STRUCTURES
GNSS signals are specifically designed to facilitate code-phase estimation and can be grouped
into four distinct phase-shift keyed signal structures:

1. Rectangular pulse weighted signals such as GPS L1CA;

2. Binary-offset-carrier (BOC) pulse weighted such as Galileo E1bOS;

3. Rectangular pulse weight with time interleaved data and pilot channels such as GPS L2C;
and

4. Alt-BOC signals like Galileo E5ab.

e characteristics that influence signal tracking, such as energy spectral density and auto-
correlation, are investigated for each signal type. e baseband signal has the form:

x .t/ D f .t/ � g .t/

1X
kD�1

Cnı .t � kTc/ ; (2.1)

where Cn denotes the n-th spreading chip with magnitudes fC1; �1g and period Tc ; f .t/ repre-
sents the impulse response of the band limited transmit filters; and g .t/ represents the pulse wave-
form of a single chip. e signal-in-space (SIS) specification for each system provides f .t/. For
power constrained receivers, the receiver band-width is narrower than the transmit band-width.
Figure 2.1 plots g .t/ for Rect.n/; SinBOC.m; n/, and CosBOC.m; n/ pulse waveforms. Rect.n/

describes a rectangular pulse at rate fc D nf0; with f0 � 1:023 MHz. BOC.m; n/ describes a
Rect.n/ signal further modulated by a square wave with fundamental frequency, fs D mf0, where
m is the number of square wave cycles within one chip period, subject to m, n, and M D

2m
n

are
positive integers [7].

For a signal defined with a rectangular pulse, Rect.n/, then g .t/ has the form

g .t/ D
p

fcRectTc
.t/ D

8<:
p

fc ;
�Tc

2
� t �

Tc

2

0; Otherwise;
(2.2)

and the power spectrum

jSRECT .f /j 2
D Tc sin c2 .�Tcf / D Tc

� sin .�Tcf /

�Tcf

�2

: (2.3)

For a signal defined with a SinBOC.m; n/ pulse, g .t/ has the form

g .t/ D

8<:
p

fcsign .sin .2�mfct // ;
�Tc

2
� t �

Tc

2

0; Otherwise;
(2.4)
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Figure 2.1: g.t/ waveforms for Rect.n/; SinBOC.m; n/, and CosBOC.m; n/.

which is equivalent to

g .t/ D

8̂<̂
:
p

fc

mX
kD0

.�1/kRectTs
.t � kTs/ ;

�Tc

2
� t �

Tc

2

0; Otherwise;
(2.5)

where Ts D
Tc

2m
is half the square wave period for the secondary code. e corresponding power

spectrum is [7]:
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SSBOC .f / D

8̂̂̂̂
ˆ̂̂̂̂̂̂
<̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂:

4Tc sin c2 .�f Tc/

2664 sin2

�
�f

4fs

�
cos

�
�f

2fs

�
3775

2

; k even

4Tc

cos2 .�f Tc/

.�f Tc/2

2664 sin2

�
�f

4fs

�
cos

�
�f

2fs

�
3775

2

; k odd;

(2.6)

with k D
2m
n

D
2fs

fc
D

Tc

Ts
; again with Ts half the square wave period.

Similarly for CosBOC.m; n/ signals, g .t/ have the form,

g .t/ D
p

fc

2m�1X
iD0

1X
kD0

.�1/iCkRectTs

�
t � iTS �

kTS

2

�
: (2.7)

e power spectrum of CBOC.m; n/ is given by [7]:

SCBOC .f / D

8̂̂̂̂
ˆ̂̂̂̂̂̂
<̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂:

4Tc sin c2 .�f Tc/

2664 sin2

�
�f

4fs

�
cos

�
�f

2fs

�
3775

2

; k even

4Tc

cos2 .�f Tc/

.�f Tc/2

2664 sin2

�
�f

4fs

�
cos

�
�f

2fs

�
3775

2

; k odd:

(2.8)

With k D
2m
n

D
2fs

fc
D

Tc

Ts
; again with Ts half the square wave period. e normalized Rect.1/

power spectrum is plotted in Fig. 2.2.
e normalized power spectrum for SinBOC.m; n/ and CosBOC.m; n/ for various m and

n are plotted in Fig. 2.3. In comparison to Rect.n/ signals that have a dominant main-lobe,
BOC.m; n/ signals two dominant main-lobes with a separation determined by m � f0. is char-
acteristic enables multiple systems to share the same carrier frequency while reducing co-channel
interference due to cross-correlation [7].

A composite normalized power spectrum for Rect.1/, SinBOC.1; 1/, and CosBOC.1; 1/

are plotted in Fig. 2.4 for comparison. Note the increasing signal bandwidths for Rect.1/,
SinBOC.1; 1/, and CosBOC.1; 1/, respectively.

Figure 2.5 plots the normalized power profiles, with respect to fo, for Rect.1/, SinBOC.1; 1/

and CosBOC.1; 1/. A receiver must have an input bandwidth of at least 4:5f0, 12f0, and 18f0,
respectively, to capture 98% of the total available signal power. erefore, the disadvantages of
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Figure 2.2: SRect.1/ normalized power spectrum.

BOC signals include an increase in the required receiver bandwidth, sample-rate, and power-
consumption.

e Rect.1/; SinBOC.1; 1/, and CosBOC.1; 1/ autocorrelation functions are plotted in
Fig. 2.5. e width of the main correlation peak is a measure of time-shift orthogonality (co-
herence time) and is inversely proportional to the required signal bandwidth. CosBOC.1; 1/ has a
narrower peak than either SinBOC.1; 1/ or Rect.1/. is means that time-shifted replicas of the
BOC.1; 1/ signals decorrelate more than a Rect signal given the same time shift, thereby providing
an intrinsic level of multi-path mitigation. However, unlike the Rect signal with one correlation
peak, the BOC signals have multiple correlation peaks which can cause false lock points if not
properly handled. Both of these points will be explained in detail below.

2.2 CHANNELMODELANDSIGNALPROPAGATION

eGNSS signals occupy the same time and bandwidth. e incident signal will be a sum of the
signals from the various transmitters present, interference, and additive noise. Let N denote the
numbers of transmitters and Ln denote the number of multipath signal components of the n-th
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Figure 2.3: Normalized power spectrums for various SinBOC.m; n/ and CosBOC.m; n/ signals.

transmitter. e received signal vector at antenna element, k, may be expressed as

rk.t/ D

NX
nD1

LnX
lD1

a.�n;l;k/˛n;l;kej �n;l;k x.t � �n;l;k/ C n.t/; (2.9)
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Figure 2.4: Composite normalized power spectrum for Rect.1/, SinBOC.1; 1/, and CosBOC.1; 1/.

where �n;l;k; �n;l;k; ˛n;l;k , and �n;l;k are the angle of arrival, delay time, path attenuation, and path
phase of the l th path of the nth transmitter, respectively, impinging on antenna element k. And
a.�n;l/ is the antenna response vector to a signal impinging upon the element with a direction
of arrival (DOA), �n;l . e receiver noise, n.t/, is Additive White Gaussian Noise (AWGN)
with zero mean and variance, �2

n. Figure 2.7 illustrates different path delay scenarios within the
channel model. Each ellipsoid represents equal path delay.

When only one transmitter and one receiver antenna element (with an ideal response) are
considered, a simplified multipath model for the receiver becomes

r.t/ D

LX
lD0

˛le
j �l x.t � �l/ C n.t/: (2.10)

Let ˛0 � 1; �0 � 1, and �0 � 0 be the normalized line-of-sight signal parameters and pa-
rameters with l > 0 be with respect to the line-of-sight without loss of generality. From (2.10) it
is clear that the ability to resolve multipath or estimate the channel impulse response is dependent
upon the signal coherence time (autocorrelation).
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Figure 2.5: Normalized power profiles for Rect.1/; SinBOC.1; 1/, and CosBOC.1; 1/.

All GNSS systems utilize Right Hand Circular Polarized (RHCP) signals since it is more
robust to polarization changes that can occur as signals propagate through the Earth’s Iono-
sphere [8]. Propagation models for various conditions are summarized in [9].

2.3 RECEIVER STRUCTURES
GNSS receivers utilize a coherent correlator for signal detection and data demodulation. A com-
plex signal model for a DSSS receiver operating on a real signal, r.t/, is shown in Fig. 2.8. e
analog filter, H.!/, is located after the last down conversion stage and its bandwidth sets the
system performance. It is referred to as the pre-correlation (or pre-detection) filter. e LMQ
block includes an automatic gain controller and an adaptive Lloyd-Max Quantizer [8]. To reduce
cost, digital sub-sampling is employed so the signal coming out of the analog process block is real
with a non-zero digital carrier offset.

e following discussion assumes the signal, z.t/, has been down converted to near-
baseband using conventional digital carrier tracking methods such as a Costas Loop. Appendix A
provides an analysis of the design trade-offs for the digital carrier NCO and phase model suitable
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Figure 2.6: Normalized autocorrelations.

for GNSS applications and derives the resulting receiver self-noise associated.e remaining dis-
cussion concentrates on correlative code phase discriminators used within code tracking control
loops.

e code recovery block operates on the complex near-baseband signal, z.t/, to track the
incoming signal’s code phase by driving the code phase error, ", to zero. e block consists of a
phase discriminator, a loop filter, a Numerically Controlled Oscillator (NCO) and a code kernel
generator. Two kernels are generated: (1) A model, Ox.t/, of the transmitted code sequence, x.t/;
and (2) a code tracking kernel, w.t/. e kernel Ox.t/ is correlated with z.t/ to form the statistic
R

ZbX ."/. is complex valued statistic is used to form the carrier tracking loop discriminant, d�."/

and decode the satellite’s data bits.e kernel w.t/ is also correlated with z.t/ to form the statistic
RZW."/. is kernel can be designed with multi-path mitigation properties and used as part of
the code phase error discriminant, d"."/. e code phase discriminator estimates the phase error
between the incoming measured signal and the code model. e filtered phase error is output
from the loop filter and provides a delta-phase which is accumulated in the NCO to adjust the
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Figure 2.7: Propagation path scenarios.

model phase and drive the phase error to zero. e control loop will advance or retard the model
in time until it aligns with the incoming signal.

Consider the no-multipath case and using (2.1) to obtain z.t/ yields

z .t/ D fx .t/ C n .t/g � h .t/ e�j O'.t/: (2.11)

Solve for the correlation statistic, R
ZbX ."/, using a suitable correlation period, T , which is deter-

mined by the data period and the required tracking dynamics. For GPS L1CA, the correlation
period is typically set to the code epoch period of 1 ms. R

ZbX ."/ is found by

R
ZbX ."/ D

1

T

Z T

0

z .t/ Ox� .t � "/ dt; (2.12)

and substituting (2.11) into (2.12) and expanding terms yields

R
ZbX ."/ D

1

T

Z T

0

h
fx .t/ C n .t/g � h .t/ e�j O'.t/

i
Ox� .t � "/ dt: (2.13)

Represent the carrier tracking phase estimate, e�j O'.t/, as e�j .2�fetC'e/, then the signaling term
for (2.13) becomes

R
ZbX ."/ D

e�j 'e

T

Z T

0

h
x .t/ Ox� .t � "/ e�j 2�fet

i
� h .t/ dt; (2.14)
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Figure 2.8: Receiver complex signal analysis model.

and

R
ZbX ."/ D

e�j 'e

T

e�j 2�fet

j 2�fet

ˇ̌̌̌
ˇ

T

0

R
XbX ."/ � h .t/ ; (2.15)

and

R
ZbX ."/ D

�
R

XbX ."/ � h .t/
�
sin c .feT / e�j.2�fe

T
2 C'e/: (2.16)

If the receiver is tracking, the frequency and phase error are small, and (2.16) can be simplified to

R
ZbX ."/ D R

XbX ."/ � h .t/ : (2.17)

e R
XbX ."/ term is the auto-correlation of the spreading sequence. Plots of the auto-correlations

and power spectrums for Rect.n/; SinBOC.1; 1/, and CosBOC.1; 1/ were provided in Fig. 2.3 and
Fig. 2.5.

e noise term of (2.13) is

N
NbX ."/ D

e�j 'e

T

Z T

0

h
n .t/ Ox� .t � "/ e�j 2�fet

i
� h .t/ dt: (2.18)
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Since Gaussian noise is circularly symmetric, the complex rotations of (2.18) have no impact and
can be removed. Moreover, since the model code chips are stationary, zero mean, equal probable
with constant modulus, the noise term reduces to

N
NbX ."/ D

1

T

Z T

0

n .t/ � h .t/ dt: (2.19)

is yields Gaussian noise with zero mean and variance, �2

NbX D �2jH j
2.

A similar analysis is conducted to solve for RZW."/ and yields a signaling term of

RZW ."/ D
1

T

Z T

0

z .t/ w� .t � "/ dt

D .RXW ."/ � h .t// sin c .feT / e�j.2�fe
T
2 C'e/:

(2.20)

When the receiver is carrier locked, the carrier frequency and phase errors are small, then (2.20)
simplifies to

RZW ."/ D RXW ."/ � h .t/ : (2.21)
e corresponding noise term is

NNW ."/ D
e�j 'e

T

Z T

0

h
n .t/ W � .t � "/ e�j 2�fet

i
� h .t/ dt; (2.22)

which yields Gaussian noise with zero mean and variance, �2
NW D �2jWHj

2. A detailed analysis
of the correlation process self-noise for a digital implementation is provided in Appendix A.

e design of the code tracking kernel, w.t/, depends on how the statistics R
ZbX ."/ and

RZW."/ are used to form the code phase discriminator, d"."/. e function of the code-phase
discriminator is to estimate the signal’s time-of-arrival and form a code-phase error estimation.
A Maximum Likelihood time-of-arrival estimator is derived below [9, 10]. In general, given an
independent identically distributed (iid) observation vector, x1; x2; : : : ; xN , which is conditioned
on the estimation parameters, � , the likelihood function is given by

L .�/ D f� .x/ D

NY
iD1

P .xi j�/ ; (2.23)

where P.�/ is the conditional pdf. e log-likelihood becomes

�� .x/ D ln fL .�/g D

NX
iD1

ln fP .xi j�/g : (2.24)

erefore, the maximum likelihood is found by

max
�

ln fL .�/g; (2.25)
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which becomes
@

@�
ln fL .�/g D

NX
iD1

�
1

P .xi j�/
�

@

@�
P .xi j�/

�
D 0: (2.26)

Now consider time of arrival maximum likelihood estimation with a baseband received signal

x.t/ D s.t � �/ C n.t/; (2.27)

where x.t/ is the delayed version of the reference signal, s.t/I � is the path delay; and n.t/ is
additive white Gaussian noise with zero mean and variance, �2. e estimation parameter is
� D Œ� �. e likelihood function is

L .�/ D f� .x/ D

NY
iD1

�
2��2

��1=2
e

�1

�2 .xŒi��sŒi I��/2

; (2.28)

and

L .�/ D f� .x/ D
�
2��2

�� N
2 e

�1

�2

PN
iD1 .xŒi��sŒi I��/2

: (2.29)

Note that the reference signal is taken as the distribution’s mean. e log-likelihood function is

�� .x/ D �
N

2
ln
�
2��2

�
�

1

�2

NX
iD1

.x Œi � � s Œi I ��/2: (2.30)

Maximizing �� .x/ with respect to � is the same as

b� D max
�

(
1

�2

NX
iD1

.x Œi � � s Œi I ��/2

)
; (2.31)

and after expanding the summation yields

b� D max
�

(
1

�2

NX
iD1

�
x Œi �2 � 2x Œi � s Œi I �� C s Œi I ��2

�)
: (2.32)

Note that the reference signal forRect.n/, SinBOC.m; n/, andCosBOC.m; n/ have constant
modulus, so sŒi I ��2 D 1, for all � . is constant modulus assumption does not hold for all Alt-
BOC.m; n/ signals. Given constant modulus,

b� D max
�

(
NX

iD1

xŒi �sŒi I ��

)
: (2.33)
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Solving (2.26) using (2.33) forb� yields
NX

iD1

xŒi �sŒi I �� D

NX
iD1

xŒi �
@

@�
sŒi I �� D 0; (2.34)

with a change of variables, @
@�

D �
@
@t
, then (2.34) becomes

b� D

NX
iD1

xŒi �
@

@t
sŒi I t � D 0: (2.35)

Which shows the optimal estimate for the signal delay � , in the maximum likelihood sense, is
found by solving for when the cross correlation of the incoming signal and the derivative of the
spreading code reference model is zero. is provides the basis for the delay locked loop (DLL)
code phase discriminator with the tracking kernel equal to the code reference derivative [10]

@

@t
sŒi I t � � wı.t/ D

x.t C ı/ � x.t � ı/

2ı
: (2.36)

Note as ı ! 0, then (2.36) better approximates the derivative.
Since the spreading code sequence is known in advance, the DLL is naturally extended

to DSSS signals via the ı-delay Early-Late (EML) discriminator described by [12] and [13].
References [13] and [14] analyzed loop performance with respect to ı for both low and high
SNR and it was determined that the ı values other than 1=2 could be optimal. Moreover, [15]
describes a scheme to vary ı; .0 < ı < 1/, to improve acquisition time and tracking bandwidth.

e code kernel block within Fig. 2.7 generates an EML tracking kernel

wı.t/ D
Ox.t C ı/ � Ox.t � ı/

2
; (2.37)

where Ox.t C ı/ and Ox.t � ı/ are the ı-chip early and ı-chip late spreading code model, re-
spectively. Figure 2.9 shows the ı D 1=2 chip early sequence, an on-time (prompt) sequence,
a ı D 1=2 chip late sequence, and the resulting correlation kernel, wı.t/. Note how the EML
signal approximates the derivative of the prompt signal.

e prompt, in this case, represents the signal to track, z.t/. Consider a discriminant,
d"."/ D RZW."/, and no multipath. en d"."/ is found by substituting in (2.37) into (2.20) to
yields

d"."/ D RZW."/ D
1

T

Z T

0

z.t/
Ox�.t C ı � "/ � Ox�.t � ı � "/

2
dt; (2.38)

and simplifies to

d"."/ D RZW."/ D
R

XbX ." C ı/ � R
XbX ." � ı/

2
� h.t/: (2.39)
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Figure 2.9: Generation of the prompt and Early Minus Late (EML) correlation signals for GPS
L1CA with ı D 1=2 Tc .

Note that the code phase discriminant is a linear combination of the spreading code auto-
correlation, R

XbX ."/. is is expected, since the EML tracking kernel is a linear combination of
the spreading code. Figure 2.10 shows the EML correlation tracking kernel, w.t/, applicable for
Rect.n/ signals and the resulting phase-discriminator output, RXW."/, for variable ı. Note that
w.t/ is even symmetric and RXW."/ is odd symmetric about " D 0.

e correlation function is defined such that prompt is the reference and is held stationary.
e axis is such that a delay in time alignment is considered positive and to the right. When the
signal arrives earlier than the prompt model, Ox.t/, its resulting correlation function is shifted to
the right since the signal must be delayed before it aligns with prompt. When the signal arrives
later than prompt, its correlation function is shifted to the left since it must advance to align with
prompt. Note that the EML correlation function crosses zero at " D 0 when early and late codes
are balanced ı-chip on either side of a prompt code. A detailed analysis of the EML discriminator
is presented in Appendix A. When the incoming signal arrives early with respect to the model,
more energy is present in the early correlation result and a positive error is produced. e positive
error advances the reference phase and the EML model moves earlier in time. A negative error
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Figure 2.10: ML-DLL Rect.n/ Kernel shape, w.t/, and discriminator gain, RXW."/.

arises when the incoming signal arrives late and more energy shows up in the late sequence.
is delays the reference phase. e error continuously drives the delay-lock-loop, which thereby
adjusts the reference phase generator to maintain zero phase error.

Many factors affect the code phase discriminator: Noise, signal amplitude, carrier offset,
transition probability, and multipath. All factors will reduce the phase detector gain [9]. e
dependence on amplitude can be eliminated by employing an automatic gain controller (AGC).
e code tracking loop can function with a small carrier offset which is some fraction of the code
rate. However, the carrier offset has the effect of reducing the average signal amplitude which
reduces the phase detector gain.e code bit transition probability is set by the code bit sequence.
A phase discriminator bias occurs due to multipath.

A normalized ML code tracking kernel for SinBOC.1; 1/ is shown in Fig. 2.11. Note that
the kernel weight at t D 0:5 has twice the amplitude as the weights at t D 0 and t D 1:0 since the
SinBOC.1; 1/ signal has a guaranteed transition at t D 0:5 and only a 50% transition probability
at t D 0 and t D 1:0. e resulting code phase discriminant is shown in Fig. 2.12. Note the
discriminant is zero at both " D 0 and " D ˙Tc which creates a phase tracking ambiguity. is is
characteristic of all BOC.m; n/ signals and is due to the additional signal transitions within g.t/.
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Figure 2.11: ML SinBOC.1; 1/ code tracking kernel, w.t/.
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Figure 2.12: ML SinBOC.1; 1/ discriminator gain, RXW."/.
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C H A P T E R 3

Existing GNSSMultipath
Mitigation Techniques

Chapter 1 showed that multipath is a dominant error source for both stand-alone and differen-
tial GNSS receivers. Chapter 2 provided the mathematical models for GNSS signals, multipath
channels, and receivers. ese models will be used within this chapter to survey existing GNSS
multipath mitigation techniques. ese techniques can be placed into three categories: (1) Fixed
Radiation Pattern Antennas; (2) Code tracking via digital signal processing; and (3) Multiple
antenna systems. e concentration will be on signal processing techniques since this provides
a cost and power effective solution to both consumer and precision GNSS receivers. Precision
GNSS receivers for surveying and small platform autonomous control will also use a high quality
fixed radiation pattern antenna. Large platform autonomous control can accommodate the high
cost, power, and size of a multiple antenna scheme.

3.1 FIXEDRADIATIONPATTERNANTENNAS (FRPA)
Recall that all GNSS signals are RightHandCircular Polarized (RHCP) since it is more robust to
polarization changes that can occur as signals propagate through the Earth’s Ionosphere [8]. e
FRPAdesign goals are: (1)Maximize the antenna gain for left-handed circular polarized signals in
the skyward (up) direction; (2) Minimize the gain for signals impinging upon the antenna from
below or with Left Hand Circular Polarization (LHCP) since these are reflected (multipath)
signals; and (3) Minimize phase variation across elevation and azimuth which manifests as a
position dependent variation in satellite range [16]. e FRPA simply mitigates multipath by
attenuating any signals impinging upon the antenna from below. Multipath impinging upon the
antenna with a positive elevation angle is passed. An FRPA element is pictured in Fig. 3.1 and
the corresponding received signal gain pattern vs. elevation angle is shown in Fig. 3.2.

3.2 DIGITAL SIGNALPROCESSINGMULTIPATH
MITIGATIONMETHODS

Consider a coherent code phase discriminant defined as

d"."/ D RXW."/: (3.1)
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Figure 3.1: GNSS fixed radiation pattern antenna element.

Figure 3.2: GNSS FRPA gain vs. elevation angle (1 D 10ı, 36 D 360ı, Radius in dB).

Consider the multipath channel represented in (2.10) such that the received signal consists
of a direct path and L-1 multi-path signals with delay �i and path gain ˛i relative to the direct
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path

r.t/ D

LX
lD0

˛le
j�l x.t � �l/ C n.t/; (3.2)

and equivalently,

r.t/ D x.t/ C

LX
lD1

˛le
j�l x.t � �l/ C n.t/: (3.3)

Substituting (3.3) into (2.20) and following the computations and assumptions outlined in Chap-
ter 2, the correlation statistics, eRXW."/ is

Qd"."/ D eRXW."/ D RXW."/ C

LX
iD1

˛iRXW." � �i / C NNW : (3.4)

Where the summation term in (3.4) is the phase discriminant distortion due to multipath; the
tilde denotes signals that include multipath; and the noise term, NNW , is that of (2.22). An EML
ı D 1=2Tc code discriminator output when the received signal, r.t/, includes multipath is shown
in Fig. 3.3. Note how the multipath creates a discriminant bias such that Qd"."/ ¤ 0 when " D 0.
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Figure 3.3: EML discriminator multipath performance with ı D 1=2Tc .
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Also note that the magnitude of the bias generally increases with multipath delay, �i , but depends
upon the magnitude and sign of ˛i . It is important to note that the code phase bias can either be
positive or negative. is code tracking timing bias generates a time of arrival estimation bias and
consequently a GNSS position bias.

Two primary solution classes exist to remove the multipath distortion via digital signal
processing: (1) Parameter estimation of ˛0, �0, and �0; and (2) Correlation kernel design of w.t/.

Parameter estimators utilize the R
ZbX ."/ correlation statistic to perform a deconvolution or

a projection onto convex sets (POCS). Substituting (3.3) into (2.12) and following the compu-
tations and assumptions outlined in Chapter 2, the correlation statistics, eR

ZbX ."/ is

eR
ZbX ."/ D R

ZbX ."/ C

LX
iD1

˛iRZbX ." � �i / C N
NbX ; (3.5)

which can be simplified to

eR
ZbX ."/ D R

XbX ."/ � h.t/ C

LX
iD1

˛iRXbX ." � �i / � h.t/ C N
NbX : (3.6)

Where the summation term in (3.6) is the distortion of the autocorrelation due to multipath; the
tilde denotes signals that include multipath; and the noise term, N

NbX , is that of (2.18). Repre-
senting (3.6) in matrix notation yieldseR

ZbX D ŒR
XbX � h.t/�q C N

NbX ; (3.7)

where R
XbX is an N � N sampled autocorrelation matrix that spans �Tc to Tc in intervals of any

multiple of the receiver sampling period; N is the number of signal paths to estimate; q is an
N � 1 column vector of estimated path gains, and N

NbX is an N � 1 noise vector. e channel
impulse response can be estimated as

Oq D

�
O
2I C RT

XbXR
XbX��1

RT
XbXeRZbX ; (3.8)

or the solution can be solved by iteration. O2 is the estimated noise variance. e disadvantage of
these solutions are their complexity and scale considering each GNSS receiver processes hundreds
of channels and each code phase tracking correlation statistic will be replaced by a 2N C 1 cor-
relators to provide the sampled autocorrelation function. Moreover, a complex matrix inversion
is required every loop update which is about 1 ms for GPS L1CA. A commercial GPS L1CA
receiver utilizing this method is the Multipath Estimating Delay Locked Loop (MEDLL) [19].

e Teager-Kaiser (TK) non-linear energy operator has been applied by [27] to the auto-
correlation statistic as a means to estimate multipath delay. e real, discrete time TK operator
with sample rate, Ts , is

	ı Œx.n/� D x2.n/ � x.n � 1/x.n C 1/: (3.9)
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Teager-Kaiser Operator on SinBOC(1,1) Multipath Gain=0.3 Tau=0.1 Tc
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Figure 3.4: Teager-Kaiser operator on SinBOC.1; 1/.

A plot of the TK operator on SinBOC.1; 1/ with multipath is shown in Fig. 3.4.
Multipath components are resolvable to within the windowed resolution of the sample

period. is scheme is more susceptible to noise due to its non-linear operation. Additional mul-
tipath mitigation schemes that utilize the sampled autocorrelation or a linear combination of the
sampled autocorrelation.emost notable is [20] which included constraints on the discriminant
to set minimum gain and resolve the BOC discriminator ambiguity.

e multipath distortion can also be reduced by limiting the ROS for the code tracking
kernel, w.t/, such that RXW." � �i / D 0 for �i < ı as in [21, 22] and [23]. e Narrow Correla-
tor sets the EML ı parameter to fewer than 0.5 chips with a limit set by the signal bandwidth (as
described in Section 3.3) [13, 14]. e W-Correlator builds a W-shaped correlation waveform
for a linear combination of the EML signal [18]. e Strobe Correlator blanks (sets to zero) the
correlation waveform when the PN does not transition [19]. e waveform design correlator uti-
lizes a linear combination of EML to produce a variety of correlation waveforms [21]. All of the
methods so far build the correlation waveform utilizing a linear combination of EML and are
even symmetric. e multipath distortion can be reduced by limiting the ROS for the code track-
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ing kernel w.t/ as in the coherent discriminant case. Figure 3.5 shows the EML discriminator
multipath performance with ı D Tc=16 for various multipath conditions.

Figure 3.5: EML discriminator multipath performance with ı D Tc=16.

ese solutions have the disadvantage of narrowing the tracking range and lowering the
discriminator gain to ı. Until [5, 6], w.t/ has been limited to linear functions of the spreading
code which produced an even functioned w.t/.

e multipath distortion can also be reduced by designing the code tracking kernel, w.t/,
to meet specified objectives such as a non-ambiguous BOC discriminant [26] or a desired discrim-
inant shape [22]. e unambiguous S-curve shaping technique starts with an S-curve prototype
and solves for the linear combination of the spreading code. is technique mitigates medium
and long range multipath delay but has poorer results for delay spread of fewer than 0.4 chips. An
advantage of this technique is that it generates an unambiguous correlation kernel for CosBOC;
however, the resulting correlation kernel pulses are narrow and the effects of a band limited pre-
correlation filter were not considered. e ROS is greater than 3 chips.
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Consider a non-coherent dot-product discriminant defined as

d"."/ D R
ZbX ."/R�

XW."/: (3.10)

Substituting (3.10) into the non-coherent discriminant in (3.1) yields

Qd"."/ DeR
ZbX ."/eR�

XW."/

D

(
R

ZbX ."/ C

LnX
iD1

˛iRZbX ." � �i /

)
(3.11)

�

(
R�

XW."/ C

LnX
iD1

˛�
i R�

XW." � �i /

)
;

and expanding yields

Qd"."/ DR
ZbX ."/R�

XW."/ C R
ZbX."/

LnX
iD1

˛�
i R�

XW." � �i /

C R�
XW."/

LnX
iD1

˛iRZbX ." � �i / (3.12)

˙

LnX
iD1

j˛i j
2R

ZbX ." � �i /R
�
XW." � �i /:

Similar to the coherent discriminant, the multipath distortion can be reduced by limiting
the ROS for the code tracking kernel, w.t/, such that RXW." � �i / D 0 for �i < ı.
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C H A P T E R 4

Summary
Global navigation satellite systems (GNSS) estimate position based upon time-of-arrival esti-
mates obtained by tracking a satellite’s code and carrier phase. Multipath is a dominant error
source since it corrupts the signal phase estimates with a time-varying bias. is booklet de-
scribed the theory and design of a GNSS receiver. More specifically in the booklet we provided
the principles of GPS systems and we gave a brief literature review of existing GNSS time of ar-
rival estimation methods. In addition, we described the basics of a GNSS receiver model. GNSS
signal models were presented and multipath mitigation techniques were described for various
multipath conditions. Appendices are included in the booklet with derivations of some of the
basics on early minus late code synchronization methods. Appendices also include details on the
numerically controlled oscillator and its properties. MATLAB™ code is provided in a file with
instructions in Appendix C to enable readers to run simple GNSS receiver simulations.
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A P P E N D I X A

EarlyMinus LateDiscriminator
Derivation

An Early Minus Late (EML) code synchronization algorithm is developed and its performance
with respect to data transition density, carrier frequency offsets, and symbol timing frequency
offsets is analyzed. Furthermore, a symbol lock detector is proposed and its performance inves-
tigated. e symbol synchronization algorithm operates on complex, near base-band data which
consists of multiple samples per symbol to determine the symbol timing phase. Figure A.1 illus-
trates the early-late code phase tracking timing diagram which is used to calculate the early-late
code discriminator.

WhereA is the code chip amplitude; T is the true code chip period;bT is the current estimate
of the code chip period and will deviate from truth due to doppler and self-noise; � is the timing
error between the start of the next true code chip and the start of the next estimated code chip;
and finally, ı is the early and late code spacing expressed as a fraction of the estimated code chip
period. Consider a code sequence with transition probability, p; then the probability that the next
code chip has the same amplitude as the current code chip (non-transition probability) is .1 � p/.
A correlation metric is then calculated for the prompt, early, and late channels considering both
the chip transition and chip non-transition case.

When no transition occurs, the expected value of the prompt correlator is A. is occurs
with probability, .1 � p/. When a transition occurs, the expected absolute value of the prompt
correlator is given by,

E
�
prompt

�
D

�1bT
Z T

T ��

Adt C
1bT
Z T ��CbT

T

Adt; (A.1)

E
�
prompt

�
D

�A ŒT � .T � �//�bT C

A
h
T � � C bT ibT ; (A.2)

E
�
prompt

�
D

�A�bT C

A
hbT � �

i
bT ; (A.3)

E
�
prompt

�
D

A
hbT � 2�

i
bT : (A.4)
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Figure A.1: Early-late code phase tracking timing diagram.
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Finally, combining the transition and non-transition expectations yields

E
�
prompt

�
D A.1 � p/ C

A
hbT � 2�

i
pbT ; (A.5)

E
�
prompt

�
D A � Ap C Ap �

2A�pbT ; (A.6)

E
�
prompt

�
D A �

2A�pbT : (A.7)

e expected absolute value of the non-transition early channel is simply A and occurs with prob-
ability .1 � p/. e expected absolute value of the early channel for the transition case is

E
�
early

�
D

�1bT
Z T

T ���ıbT Adt C
1bT
Z T ��C.1�ı/bT

T

Adt; (A.8)
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�
early

�
D

�A
h
T �

�
T � � � ıbT �ibT C

A
h
T � � C .1 � ı/bT � T

i
bT ; (A.9)

E
�
early

�
D

�A
�
� C ıbT �bT C

A
h
.1 � ı/bT � �

i
bT ; (A.10)

E
�
early

�
D

AbT .1 � 2ı/ � 2A�bT : (A.11)

e expected absolute value of the non-transition late channel is simply A and occurs with prob-
ability (1-p). e expected absolute value of the late channel for the transition case is

E Œlate� D
�1bT

Z T

T ���.1�ı/bT Adt C
1bT
Z T ��CıbT

T

Adt; (A.12)

E Œlate� D

�A
h
T �

�
T � � � .1 � ı/bT /

�i
bT C

A
h
T � � C ıbT � T

i
bT ; (A.13)

E Œlate� D

�A
h
� C .1 � ı/bT ibT C

A
�
ıbT � �

�
bT ; (A.14)

E Œlate� D
AbT .1 � 2ı/ � 2A�bT : (A.15)

e discriminator metric is
J� D E

�
early

�
� E Œlate� : (A.16)

When no transition occurs, the metric is

J� D A.1 � p/ � A.1 � p/ D 0; (A.17)
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which makes intuitive sense since no timing information is contained in a non-transitioning se-
quence. When transitions occur, (A.11), (A.15), and (A.16) are combined to form the metric

J� D

p
h
AbT .1 � 2ı/ � 2A�

i
bT �

p
h
AbT .1 � 2ı/ � 2A�

i
bT ; (A.18)
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�i
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J� D

p
h�

AbT .1 � 2ı/ � AbT .2ı � 1/ � 2A� C 2A�
�i

bT ; (A.20)

J� D
4Apı OT

OT
: (A.21)

Many factors affect the S-curve: Noise, carrier offset, signal amplitude, and transition prob-
ability. All factors will reduce the phase detector gain, which directly reduces the open loop gain.
e dependence on amplitude and transition density can be eliminated by employing an auto-
matic gain controller (AGC) and scrambler respectively.

e symbol tracking loop can function with a small carrier offset which is some fraction of
the symbol rate. However, the carrier offset has the effect of reducing the average signal amplitude
which reduces the phase detector gain.
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Carrier NCOAnalysis and
Correlation Self Noise

Coherent spread spectrum receives required knowledge of all signal phases to perform optimal
detection. e required phase information includes the carrier phase and frequency as well as
the spreading code sequence, phase, and frequency. Knowledge of signal phase is obtained by
comparing the incoming signal to a precisely controlled replica; and then adjusting the replica
to minimize the error between it and the true signal. A numerically controlled oscillator (NCO)
is used to generate and precisely control the replica. e GNSS carrier NCO is used within the
carrier tracking loop to translate the signal to baseband, track out up to ˙5 KHz of doppler
frequency shift, and precisely measure the carrier cycles and phase. A detailed general analysis of
NCO properties is found in Analog Devices tech document. e following discussion provides
specific values that are found in some commercial GPS L1CA receivers.

Consider the cos .�/ function. e phase at time, t , is given by � D �o C 2�f t radians.
Where �o is the starting phase and f is the frequency. Now consider a digital representation with
a sample period, Tsample, and a constant frequency over the sample period, denoted P� ,

� D �o C 2� P� � N Tsample; (B.1)

with t D N � Tsample. A 1st order difference equation is developed from

� D �o C 2� P� � .N � 1/ Tsample C 2� P� � Tsample;

� D �o C

�
2� P�Tsample

�
� .N � 1/ C

�
2� P� � Tsample

�
; (B.2)

� D �o C

NX
0

�
2� P�Tsample

�
:

Let M D 2� P� � Tsample which defines a phase increment that is accumulated every sample period.
is notion of a phase accumulator forms the basis for the NCO.eNCO structure is illustrated
in Fig. B.1 and consists of two components: (1) A phase accumulator and (2) a phase to amplitude
converter.

e phase increment register M holds the phase accumulation that will occur every Tsample

seconds. e accumulated phase is stored in a finite length accumulator (A bits) which provides
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Figure B.1: NCO signal structure and local oscillator generation.

a phase resolution of 2�=2A radians. e output frequency of the NCO is given by

fo D
fs

2A
� M; (B.3)

where fs D 1=Tsample. e smallest output frequency adjustment is fo D fs=2A which corre-
sponds to M D 1.

e phase is then converted to the appropriate amplitude utilizing a phase to amplitude look
up table or a CORDIC processor. Only a phase to amplitude look up table will be considered. A
look up table scheme naturally quantizes both the phase (address) and the amplitude (data): Only
the upper P bits of the phase accumulator, A, are used to address the 2P amplitude entries, where
each entry is represented by Q bits. e quantization and truncation of the phase accumulator,
phase address, and amplitude data is a non-linear and noisy process. Consequently, the power
spectrum of fo is not a pure tone, but may include considerable phase noise.

Consider the following NCO common to GPS receivers: A D 27 bits, P D 3 bits, B D 2

bits, M D 0x01F7B1B9, and fs D 40:0=7 D 5:N7N1N4N2N8N5 MHz.
e phase accumulator value over time is plotted in Fig. B.2 for a constant M . A constant

M produces a phase ramp with the slope equal to the NCO output frequency.
Since the accumulator has finite length and will overflow, the accumulator phase is calcu-

lated modulo 2A. Consequently, the phase may not start at identically zero every cycle, but the
zero-phase state will be periodic. e periodicity of the accumulator values creates a spectral tone
at fs=GRR where GRR is the grand repetition rate. e GRR is given by

GRR D 2A=GCD.Mb; 2A/; (B.4)

where Mb is the M register bit length .Mb D log 2.M//, GCD is the Greatest CommonDenom-
inator of Mb and 2A. e spectral tone, with the power given by (B.5) should either be positioned



47

NCO Phase Ramp
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Figure B.2: NCO phase accumulator values.

outside the SOI band or at a sufficiently low level so it does not degrade system performance. For
this example the GRR is 62 samples.

e upper P bits of the phase word are utilized to generate the 2P addresses into the am-
plitude table.is phase truncation can generate periodic table addresses as illustrated in Fig. B.3,
which plots the 8 D 2P D3 table addresses as a function of the sample index (time). e periodic-
ity of the phase address for the example is one-half the grand repetition rate and is clearly visible
within Fig. B.3. Consequently, spectral lines are visible in the signal of interest power spectrum
with a power level

PTSM D �6:02P for A � P > 4 dBc: (B.5)

For the example with A D 27 and P D 3, phase truncation will result in spurs of no more than
�18 dBc regardless of the tuning word.

Moreover, the period will have the effect of modulating the NCO amplitude. e NCO
phase to amplitude map is plotted in Fig. B.4 for both the sine and cosine function.e amplitude
is quantized to 2 bits for 4 possible levels. e phase is mapped such that 30% of the phases
are mapped to the maximum amplitude (C= � 2 for the example) and the remaining 70% are
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NCO Phase Address Ramp
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Figure B.3: Periodicity of the phase address due to phase truncation to P bits.

C= � 1. e time domain cosine sequence using the example NCO parameters is illustrated in
Fig. B.5. Note the discontinuity at sample index 31. Prior to sample index 31 the amplitude
exhibits “concave” distortion toward the left vertical axis. After sample index 31 the distortion
converts to a “concave” distortion toward the right vertical axis.

e NCO power spectral density is plotted in Fig. B.6 for the cosine amplitude map.
e NCO has been tuned to 1.405 MHz by setting the phase increment, M , to 33; 010; 105

(0x01F7B19). Note that the largest spur is approximately �18 dBc as predicted by (B.5). Selec-
tion of the A, M , P , and Q parameters are critical to obtain the desired NCO output frequency
and tuning resolution while minimizing the required hardware (bits) and phase noise. It is desir-
able to select A and M to obtain the highest GRR to minimize spurs. e complex PSD is plotted
in Fig. B.7 for the complex (cosine and sine) NCO output.

e carrier NCO contributes to the correlation self-noise which sets the 0 dB SNR noise
floor and determines the carrier and code lock acquisition and tracking thresholds. With perfect
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NCO Phase to Amplitude Map
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Figure B.4: Phase to amplitude map: P D 3, Q D 2.

code alignment, the correlation process has the form

z D

NEPOCHX
iD0

xiai ; (B.6)

where xi is the input sample and ai is the carrier NCO amplitude. e self-noise is a function of
the sample and NCO probability distribution functions. e correlation process has zero mean
self-noise, �z D 0, which is guaranteed by the input AGC and the NCO design. e self-noise
power, for a single correlator channel (I or Q), over one epoch is

�2
D E

�
z � z�

�
� �z„ƒ‚…

�0

: (B.7)

Substituting (B.6) into (B.7) yields

�2
D E

24 NEPOCHX
iD0

xiai

!0@NEPOCHX
j D0

xj aj

1A35 : (B.8)
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NCO Generated Cosine Amplitude
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Figure B.5: NCO generated cosine amplitude: A D 27; P D 3; Q D 2.

Since the samples are modulated and therefore periodic, the expectations vanish when i 6D j . e
expectation when i D j is given by

�2
D E

" 
NEPOCHX

iD0

x2
i a2

i

!#
: (B.9)

Let Px be the Input sample quantization level probability density function. It is set by the
number of ADC bits, Q, and the automatic gain controller (AGC). e input samples are quan-
tized to Nx D 4 levels, f�3; �1; C1; C3g. e AGC tracking profile sets the sample distribution
of 70% for ˙1 samples and 30% for ˙3 samples based upon a 2 bit Lloyd-Max quantizer.

Let Pa be the Carrier NCO quantization level probability density function. e carrier
NCO utilizes the upper three bits, P D 3, to map eight phases, 23, into the associated ampli-
tude. e amplitudes are quantized to 4 different levels. e phase to amplitude map is given
by f2; 1; �1; �2; �2; �1; 1; 2g. e M D0x01F7B1B9 tuning generates a complete carrier cycle
in fewer than Na D 8 updates, therefore, not every phase amplitude is used each carrier cycle.
However, the tuning word and NCO phase accumulator were designed such that every phase has
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NCO Power Spectral Density
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Figure B.6: NCO power spectral density: A D 27, P D 3, Q D 2, M D 0x01F7B1B9.

equal probability of use over one code epoch. e expectation is removed by

�2
D

NxX
mD1

Px

NaX
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Pa
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i a2
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!
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and
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Simplifying yields

�2
z D .2 � .0:35 � 1:25/ C 2 � .0:15 � 11:25// � NEPOCH D 48; 571: (B.12)
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NCO Power Spectral Density
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Figure B.7: NCO complex power spectral density: A D 27, P D 3, Q D 2, M D 0x01F7B1B9.

When considering both I and Q arms, the noise power is�
I 2

C Q2
�

D 2�2
z D 97; 142: (B.13)
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A P P E N D I X C

SampleMATLAB™Code for
SimulatingMultipath Effects

INSTRUCTIONS
To regenerate Fig. 3.3 and Fig. 3.5, please run Chapter3.m file. e m file contains the following
functions:

1. gps_signal_gen.m: generates GPS signal;

2. SetPhaseBreakPoints.m: set phase boundaries to describe all the discriminants;

3. DiscrimSCurve.m: generate discriminator S-curves given input signal vector which con-
tains either filtered GPS signal and/or signal with multipath; and

4. ZeroCrossing.m: find two points of line that crosses y D 0.
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