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Preface

Computational intelligence has been an astounding success in the engineering
domain, particularly in electronic design. Over the past two decades, improved
techniques have raised the productivity of designers to a remarkable degree. Indeed,
in the areas of digital, analog, radio-frequency, and mixed-signal engineering, there
is a focused effort on trying to automate all levels of the design flow of electronic
circuits, a field where it was long assumed that progress demanded a skilled
designer’s expertise. Thus, new computational-based modeling, synthesis and
design methodologies, and applications of optimization algorithms have been
proposed for assisting the designer’s task.

This book offers the reader a collection of recent advances in computational
intelligence—algorithms, design methodologies, and synthesis techniques—applied
to the design of integrated circuits and systems. It highlights new biasing and sizing
approaches and optimization techniques and their application to the design of
high-performance digital, VLSI, radio-frequency, and mixed-signal circuits and
systems.

As editors we invited experts from related design disciplines to contribute
overviews of their particular fields, and we grouped these into the following:

• Volume 1, Computational Intelligence in Analog and Mixed-Signal (AMS) and
Radio-Frequency (RF) Circuit Design, contains 17 chapters, divided into two
parts: Analog and Mixed-Signal Applications (Chaps. 1–8); and
Radio-Frequency Design (Chaps. 9–17).

• Volume 2, Computational Intelligence in Digital and Network Designs and
Applications, contains 12 chapters, divided into three parts: Digital Circuit
Design (Chaps. 1–6); Network Optimization (Chaps. 7–8); and Applications
(Chaps. 9–12).

Here we present detailed descriptions of the chapters in both volumes.
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Volume 1—Computational Intelligence in Analog
and Mixed-Signal (AMS) and Radio-Frequency (RF) Circuit
Design

Part I—Analog and Mixed-Signal Applications

Chapter 1, “I-Flows: A Novel Approach to Computational Intelligence for Analog
Circuit Design Automation Through Symbolic Data Mining and Knowledge-
Intensive Reasoning,” was written by Fanshu Jiao, Sergio Montano, Cristian Ferent,
and Alex Doboli. It presents an overview of the authors’ ongoing work toward
devising a new approach to analog circuit synthesis. The approach computationally
implements some of the facets of knowledge-intensive reasoning that humans per-
form when tackling new design problems. This is achieved through a synthesis flow
that mimics reasoning using a domain-specific knowledge structure with two com-
ponents: an associative part and a causal reasoning part. The associative part groups
known circuit schematics into abstractions based on the similarities and differences
of their structural features. The causal reasoning component includes the starting
ideas as well as the design sequences that create the existing circuits.

Chapter 2, “Automatic Synthesis of Analog Integrated Circuits Including
Efficient Yield Optimization,” was written by Lucas C. Severo, Fabio N. Kepler,
and Alessandro G. Girardi. Here the authors show the main aspects and implica-
tions of automatic sizing, including yield. Different strategies for accelerating
performance estimation and design space search are addressed. The analog sizing
problem is converted into a nonlinear optimization problem, and the design space is
explored using metaheuristics based on genetic algorithms. Circuit performance is
estimated by electrical simulations and the generated optimal solution includes
yield prediction as a design constraint. The method was applied for the automatic
design of a 12-free-variables two-stage amplifier. The resulting sized circuit pre-
sented 100 % yield within a 99 % confidence interval, while achieving all the
performance specifications in a reasonable processing time. The authors imple-
mented an efficient yield-oriented sizing tool which generates robust solutions, thus
increasing the number of first-time-right analog integrated circuit designs.

Chapter 3, “Application of Computational Intelligence Techniques to Maximize
Unpredictability in Multiscroll Chaotic Oscillators,” was written by Victor Hugo
Carbajal-Gómez, Esteban Tlelo-Cuautle, and Francisco V. Fernández. It applies and
compares three computational intelligence algorithms—the genetic algorithm (GA),
differential evolution (DE), and particle swarm optimization (PSO)—to maximize
the positive Lyapunov exponent in a multiscroll chaotic oscillator based on a sat-
urated nonlinear function series based on the modification of the standard settings
of the coefficient values of the mathematical description, and taking into account the
correct distribution of the scrolls drawing the phase-space diagram. The experi-
mental results show that the DE and PSO algorithms help to maximize the positive
Lyapunov exponent of truncated coefficients over the continuous spaces.
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Chapter 4, “Optimization and Cosimulation of an Implantable Telemetric
System by Linking System Models to Nonlinear Circuits,” was written by Yao Li,
Hao Zou, Yasser Moursy, Ramy Iskander, Robert Sobot, and Marie-Minerve
Louërat. It presents a platform for modeling, design, optimization, and cosimulation
of mixed-signal systems using the SystemC-AMS standard. The platform is based
on a bottom-up design and top-down simulation methodologies. In the bottom-up
design methodology, an optimizer is inserted to perform a knowledge-aware opti-
mization loop. During the process, a Peano trajectory is applied for global explo-
ration and the Nelder–Mead Simplex optimization method is applied for local
refinement. The authors introduce an interface between system-level models and
their circuit-level realizations in the proposed platform. Moreover, a transient
simulation scheme is proposed to simulate nonlinear dynamic behavior of complete
mixed signal systems. The platform is used to design and verify a low-power
CMOS voltage regulator for an implantable telemetry system.

Chapter 5, “Framework for Formally Verifying Analog and Mixed Signal
Designs,” was written by Mohamed H. Zaki, Osman Hasan, Sofiène Tahar, and
Ghiath Al-Sammane. It proposes a complementary formal-based solution to the
verification of analog and mixed-signal (AMS) designs. The authors use symbolic
computation to model and verify AMS designs through the application of
induction-based model checking. They also propose the use of higher-order-logic
theorem proving to formally verify continuous models of analog circuits. To test
and validate the proposed approaches they developed prototype implementations in
Mathematica and HOL and target analog and mixed-signal systems such as delta
sigma modulators.

Chapter 6, “Automatic Layout Optimizations for Integrated MOSFET Power
Stages,” was written by David Guilherme, Jorge Guilherme, and Nuno Horta. It
presents a design automation approach that generates automatically error free, area
and parasitic optimized layout views of output power stages consisting of multiple
power MOSFETs. The tool combines a multitude of constraints associated with
DRC, DFM, ESD rules, current density limits, heat distribution, and placement. It
uses several optimization steps based on evolutionary computation techniques that
precede a bottom-up layout construction of each power MOSFET, its optimization
for area and parasitic minimization, and its optimal placement within the output
stage power topology network.

Chapter 7, “Optimizing Model Precision in High Temperatures for Efficient
Analog and Mixed-Signal Circuit Design Using Modern Behavioral Modeling
Techniques: an Industrial Case Study,” was written by Sahbi Baccar, Timothée
Levi, Dominique Dallet, and François Barbara. It deals with the description of a
modeling methodology dedicated to simulation of AMS circuits in high tempera-
tures (HT). A behavioral model of an op-amp is developed using VHDL-AMS in
order to remedy the inaccuracy of the SPICE model. The precision of the model
simulation in HT was improved thanks to the VHDL-AMS model. Almost all
known op-amp parameters were inserted into the model which was developed
manually. The future work can automate the generation of such a behavioral model
to describe the interdependency between different parameters. This is possible by
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using modern computational intelligence techniques, such as genetic algorithms, or
other techniques such as Petri nets or model order reduction.

Chapter 8, “Nonlinearities Behavioral Modeling and Analysis of Pipelined ADC
Building Blocks,” was written by Carlos Silva, Philippe Ayzac, Nuno Horta, and
Jorge Guilherme. It presents a high-speed simulation tool for the design and
analysis of pipelined analog-to-digital converters implemented using the Python
programming language. The development of an ADC simulator requires behavior
modeling of the basic building blocks and their possible interconnections to form
the final converter. This chapter presents a Pipeline ADC simulator tool which
allows topology selection and digital calibration of the frontend blocks. Several
block nonlinearities are included in the simulation, such as thermal noise, capacitor
mismatch, gain and offset errors, parasitic capacitances, settling errors, and other
error sources.

Part II—Radio-Frequency Design

Chapter 9, “SMAS: A Generalized and Efficient Framework for Computationally
Expensive Electronic Design Optimization Problems,” was written by Bo Liu,
Francisco V. Fernández, Georges Gielen, Ammar Karkar, Alex Yakovlev, and Vic
Grout. Many electronic design automation (EDA) problems encounter computa-
tionally expensive simulations, making simulation-based optimization impractical
for many popular synthesis methods. Not only are they computationally expensive,
but some EDA problems also have dozens of design variables, tight constraints, and
discrete landscapes. Few available computational intelligence methods can solve
them effectively and efficiently. This chapter introduces a surrogate model-aware
evolutionary search (SMAS) framework, which is able to use much fewer expen-
sive exact evaluations with comparable or better solution quality. SMAS-based
methods for mm-wave integrated circuit synthesis and network-on-chip parameter
design optimization are proposed, and are tested on several practical problems.
Experimental results show that the developed EDA methods can obtain highly
optimized designs within practical time limitations.

Chapter 10, “Computational Intelligence Techniques for Determining Optimal
Performance Tradeoffs for RF Inductors,” was written by Elisenda Roca, Rafael
Castro-López, Francisco V. Fernández, Reinier González-Echevarría, Javier Sieiro,
Neus Vidal, and José M. López-Villegas. The automatic synthesis of integrated
inductors for radio-frequency (RF) integrated circuits is one of the most challenging
problems that RF designers have to face. In this chapter, computational intelligence
techniques are applied to automatically obtain the optimal performance tradeoffs of
integrated inductors. A methodology is presented that combines a multiobjective
evolutionary algorithm with electromagnetic simulation to get highly accurate
results. A set of sized inductors is obtained showing the best performance tradeoffs
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for a given technology. The methodology is illustrated with a complete set of
examples where different inductor tradeoffs are obtained.

Chapter 11, “RF IC Performance Optimization by Synthesizing Optimum
Inductors,” was written by Mladen Božanić and Saurabh Sinha. It reviews inductor
theory and describes various integrated inductor options. It also explains why
integrated planar spiral inductors are so useful when it comes to integrated RF
circuits. Furthermore, the chapter discusses the theory of spiral inductor design,
inductor modeling, and how this theory can be used in inductor synthesis. In the
central part of the chapter the authors present a methodology for synthesis of planar
spiral inductors, where numerous geometries are searched through in order to fit
various initial conditions.

Chapter 12, “Optimization of RF On-Chip Inductors Using Genetic
Algorithms,” was written by Eman Omar Farhat, Kristian Zarb Adami, Owen
Casha, and John Abela. It discusses the optimization of the geometry of RF on-chip
inductors by means of a genetic algorithm in order to achieve adequate perfor-
mance. Necessary background theory together with the modeling of these inductors
is included in order to aid the discussion. A set of guidelines for the design of such
inductors with a good quality factor in a standard CMOS process is also provided.
The optimization process is initialized by using a set of empirical formulae in order
to estimate the physical parameters of the required structure as constrained by the
technology. Then automated design optimization is executed to further improve its
performance by means of dedicated software packages. The authors explain how to
use state-of-the-art computer-aided design tools in the optimization process and
how to efficiently simulate the inductor performance using electromagnetic
simulators.

Chapter 13, “Automated System-Level Design for Reliability: RF Front-End
Application,” was written by Pietro Maris Ferreira, Jack Ou, Christophe Gaquière,
and Philippe Benabes. Reliability is an important issue for circuits in critical
applications such as military, aerospace, energy, and biomedical engineering. With
the rise in the failure rate in nanometer CMOS, reliability has become critical in
recent years. Existing design methodologies consider classical criteria such as area,
speed, and power consumption. They are often implemented using postsynthesis
reliability analysis and simulation tools. This chapter proposes an automated system
design for reliability methodology. While accounting for a circuit’s reliability in the
early design stages, the proposed methodology is capable of identifying an RF
front-end optimal design considering reliability as a criterion.

Chapter 14, “The Backtracking Search for the Optimal Design of Low-Noise
Amplifiers,” was written by Amel Garbaya, Mouna Kotti, Mourad Fakhfakh, and
Patrick Siarry. The backtracking search algorithm (BSA) was recently developed. It
is an evolutionary algorithm for real-valued optimization problems. The main
feature of BSA vis-à-vis other known evolutionary algorithms is that it has a single
control parameter. It has also been shown that it has better convergence behavior. In
this chapter, the authors deal with the application of BSA to the optimal design of
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RF circuits, namely low-noise amplifiers. BSA performance, viz., robustness and
speed, are checked against the widely used particle swarm optimization technique,
and other published approaches. ADS simulation results are given to show the
viability of the obtained results.

Chapter 15, “Design of Telecommunications Receivers Using Computational
Intelligence Techniques,” was written by Laura-Nicoleta Ivanciu and Gabriel
Oltean. It proposes system-, block- and circuit-level design procedures that use
computational intelligence techniques, taking into consideration the specifications
for telecommunications receivers. The design process starts with selecting the
proper architecture (topology) of the system, using a fuzzy expert solution. Next, at
the block level, the issue of distributing the parameters across the blocks is solved
using a hybrid fuzzy-genetic algorithms approach. Finally, multiobjective optimi-
zation using genetic algorithms is employed in the circuit-level design. The pro-
posed methods were tested under specific conditions and have proved to be robust
and trustworthy.

Chapter 16, “Enhancing Automation in RF Design Using Hardware
Abstraction,” was written by Sabeur Lafi, Ammar Kouki and Jean Belzile. It pre-
sents advances in automating RF design through the adoption of a framework that
tackles primarily the issues of automation, complexity reduction, and design col-
laboration. The proposed framework consists of a design cycle along with a
comprehensive RF hardware abstraction strategy. Being a model-centric frame-
work, it captures each RF system using an appropriate model that corresponds to a
given abstraction level and expresses a given design perspective. It also defines a
set of mechanisms for the transition between the models defined at different
abstraction levels which contributes to the automation of design stages. The com-
bination of an intensive modeling activity and a clear hardware abstraction strategy
through a flexible design cycle introduces intelligence, enabling higher design
automation and agility.

Chapter 17, “Optimization Methodology Based on IC Parameter for the Design
of Radio-Frequency Circuits in CMOS Technology,” was written by Abdellah
Idrissi Ouali, Ahmed El Oualkadi, Mohamed Moussaoui, and Yassin Laaziz. It
presents a computational methodology for the design optimization of
ultra-low-power CMOS radio-frequency front-end blocks. The methodology allows
us to explore MOS transistors in all regions of inversion. The power level is set as
an input parameter before we begin the computational process involving other
aspects of the design performance. The approach consists of tradeoffs between
power consumption and other radio-frequency performance parameters. This can
help designers to seek quickly and accurately the initial sizing of the
radio-frequency building blocks while maintaining low levels of power consump-
tion. A design example shows that the best tradeoffs between the most important
low-power radio-frequency performances occur in the moderate inversion region.
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Volume 2—Computational Intelligence in Digital and Network
Designs and Applications

Part I—Digital Design

Chapter 1, “Sizing Digital Circuits Using Convex Optimization Techniques,” was
written by Logan Rakai and Amin Farshidi. It collects recent advances in using
convex optimization techniques to perform sizing of digital circuits. Convex opti-
mization techniques provide an undeniably attractive promise: The attained solution
is the best available. In order to use convex optimization techniques, the target
optimization problem must be modeled using convex functions. The gate sizing
problem has been modeled in different ways to enable the use of convex optimi-
zation techniques, such as linear programming and geometric programming.
Statistical and robust sizing methods are included to reflect the importance of
optimization techniques that are aware of variations. Applications of multiobjective
optimization techniques that aid designers in evaluating the tradeoffs are described.

Chapter 2, “A Fabric Component Based Approach to the Architecture and
Design Automation of High-Performance Integer Arithmetic Circuits on FPGA,”
was written by Ayan Palchaudhuri and Rajat Subhra Chakraborty. FPGA-specific
primitive instantiation is an efficient approach for design optimization to effectively
utilize the native hardware primitives as building blocks. Placement steps also need
to be constrained and controlled to improve the circuit critical path delay. Here, the
authors present optimized implementations of certain arithmetic circuits and
pseudorandom sequence generator circuits to indicate the superior performance
scalability achieved using the proposed design methodology in comparison to
circuits of identical functionality realized using other existing FPGA CAD tools or
design methodologies. The Hardware Description Language specifications as well
as the placement constraints can be automatically generated. A GUI-based CAD
tool has been developed that is integrated with the Xilinx Integrated Software
Environment for design automation of circuits from user specifications.

Chapter 3, “Design Intelligence for Interconnection Realization in Power-
Managed SoCs,” was written by Houman Zarrabi, A.J. Al-Khalili, and Yvon
Savaria. Here various intelligent techniques for modeling, design, automation, and
management of on-chip interconnections in power-managed SoCs are described,
including techniques that take into account various technological parameters such
as crosstalk. Such intelligent techniques guarantee that the integrated interconnec-
tions, used in power-managed SoCs, are well-designed, energy-optimal, and meet
the performance objectives in all the SoC operating states.

Chapter 4, “Introduction to Optimization Under Uncertainty Techniques for
High-Performance Multicore Embedded Systems Compilation,” was written by
Oana Stan and Renaud Sirdey. The compilation process design for massively
parallel multicore embedded architectures requires solving a number of difficult
optimization problems, nowadays solved mainly using deterministic approaches.
However, one of the main characteristics of these systems is the presence of
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uncertain data, such as the execution times of the tasks. The authors consider that
embedded systems design is one of the major domains for which applying opti-
mization under uncertainty is legitimate and highly beneficial. This chapter intro-
duces the most suitable techniques from the field of optimization under uncertainty
for the design of compilation chains and for the resolution of associated optimi-
zation problems.

Chapter 5, “Digital IIR Filter Design with Fix-Point Representation Using
Effective Evolutionary Local Search Enhanced Differential Evolution,” was written
by Yu Wang, Weishan Dong, Junchi Yan, Li Li, Chunhua Tian, Chao Zhang,
Zhihu Wang, and Chunyang Ma. Previously, the parameters of digital IIR filters
were encoded with floating-point representations. It is known that a fixed-point
representation can effectively save computational resources and is more convenient
for direct realization on hardware. Inherently, compared with floating-point repre-
sentation, fixed-point representation may make the search space miss much useful
gradient information and, therefore, raises new challenges. In this chapter, the
universality of DE-based MA is improved by implementing more efficient evolu-
tionary algorithms (EAs) as the local search techniques. The performance of the
newly designed algorithm is experimentally verified in both function optimization
tasks and digital IIR filter design problems.

Chapter 6, “Applying Operations Research to Design for Test Insertion
Problems,” was written by Yann Kieffer and Lilia Zaourar. Enhancing electronic
circuits with ad hoc testing circuitry—so-called Design for Test (DFT)—is a
technique that enables one to thoroughly test circuits after production. But this
insertion of new elements itself may sometimes be a challenge, for bad choices
could lead to unacceptable degradations of features of the circuit, while good
choices may help reduce testing costs and circuit production costs. This chapter
demonstrates how methods from operations research—a scientific discipline rooted
in both mathematics and computer science, leaning strongly on the formal modeling
of optimization issues—help us to address such challenges and build efficient
solutions leading to real-world solutions that may be integrated into electronic
design software tools.

Part II—Network Design

Chapter 7, “Low-Power NoC Using Optimum Adaptation,” was written by
Sayed T. Muhammad, Rabab Ezz-Eldin, Magdy A. El-Moursy, Ali A. El-Moursy,
and Amr M. Refaat. Two power-reduction techniques are exploited to design a
low-leakage-power NoC switch. First, the adaptive virtual channel
(AVC) technique is presented as an efficient way to reduce the active area using a
hierarchical multiplexing tree of VC groups. Second, power gating reduces the
average leakage power consumption of the switch by controlling the supply power
of the VC groups. The traffic-based virtual channel activation (TVA) algorithm is
presented to determine traffic load status at the NoC switch ports. The TVA
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algorithm optimally utilizes virtual channels by deactivating idle VC groups to
guarantee high-leakage-power saving without affecting the NoC throughput.

Chapter 8, “Decoupling Network Optimization by Swarm Intelligence,” was
written by Jai Narayan Tripathi and Jayanta Mukherjee. Here the problem of
decoupling network optimization is discussed in detail. Swarm intelligence is used
for maintaining power integrity in high-speed systems. The optimum number of
capacitors and their values are selected to meet the target impedance of the system.

Part III—Applications

Chapter 9, “The Impact of Sensitive Inputs on the Reliability of Nanoscale
Circuits,” was written by Usman Khalid, Jahanzeb Anwer, Nor H. Hamid, and
Vijanth S. Asirvadam. As CMOS technology scales to nanometer dimensions, its
performance and behavior become less predictable. Reliability studies for nano-
circuits and systems become important when the circuit’s outputs are affected by its
sensitive noisy inputs. In conventional circuits, the impact of the inputs on reli-
ability can be observed by the deterministic input patterns. However, in nanoscale
circuits, the inputs behave probabilistically. The Bayesian networks technique is
used to compute the reliability of a circuit in conjunction with the Monte Carlo
simulations approach which is applied to model the probabilistic inputs and ulti-
mately to determine sensitive inputs and worst-case input combinations.

Chapter 10, “Pin-Count and Wire Length Optimization for Electrowetting-
on-Dielectric Chips: A Metaheuristics-Based Routing Algorithm,” was written by
Mohamed Ibrahim, Cherif Salama, M. Watheq El-Kharashi, and Ayman Wahba.
Electrowetting-on-dielectric chips are gaining momentum as efficient alternatives to
conventional biochemical laboratories due to their flexibility and low power con-
sumption. In this chapter, we present a novel two-stage metaheuristic algorithm to
optimize electrode interconnect routing for pin-constrained chips. The first stage
models channel routing as a travelling salesman problem and solves it using the ant
colony optimization algorithm. The second stage provides detailed wire routes over
a grid model. The algorithm is benchmarked over a set of real-life chip specifica-
tions. On average, comparing our results to previous work, we obtain reductions of
approximately 39 % and 35 % on pin count and total wire length, respectively.

Chapter 11, “Quantum Dot Cellular Automata: A Promising Paradigm Beyond
Moore,” was written by Kunal Das, Arijit Dey, Dipannita Podder, Mallika De, and
Debashis De. The quantum dot cellular automata (QCA) is a promising paradigm to
overcome the ever-growing needs in size, power, and speed. In this chapter we
explore charge-confined low-power optimum logic circuit design to enhance the
computing performance of a novel nanotechnology architecture, the quantum dot
cellular automata. We investigate robust and reliable diverse logic circuit design,
such as hybrid adders and other binary adder schemes, among them bi-quinary and
Johnson–Mobius, in QCA. We also examine zero-garbage lossless online-testable
adder design in QCA. Multivalued logic circuit design, with potential advantages
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such as greater data storage, fast arithmetic operation, and the ability to solve
nonbinary problems, will be important in multivalued computing, especially in the
ternary computing paradigm.

Chapter 12, “Smart Videocapsule for Early Diagnosis of Colorectal Cancer:
Toward Embedded Image Analysis,” was written by Quentin Angermann, Aymeric
Histace, Olivier Romain, Xavier Dray, Andrea Pinna, and Bertrand Granado.
Wireless capsule endoscopy (WCE) enables screening of the gastrointestinal tract
by a swallowable imaging system. However, contemporary WCE systems have
several limitations—battery, low processing capabilities, among others—which
often result in low diagnostic yield. In this chapter, after a technical presentation
of the components of a standard WCE, the authors discuss the related limitations
and introduce a new concept of smart capsule with embedded image processing
capabilities based on a boosting approach using textural features. We discuss the
feasibility of the hardware integration of the detection–recognition method, also
with respect to the most recent FPGA technologies.

Finally, the editors wish to use this opportunity to thank all the authors for their
valuable contributions, and the reviewers for their help for improving the quality
of the contributions.

The editors are also thankful to Ronan Nugent, Springer Senior Editor, for his
support, and for his continuous help.

Enjoy reading the book.

Sfax Mourad Fakhfakh
Puebla Esteban Tlelo-Cuautle
Paris Patrick Siarry
December 2014
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Chapter 1
Sizing Digital Circuits Using Convex
Optimization Techniques

Logan Rakai and Amin Farshidi

Abstract This chapter collects recent advances in using convex optimization tech-
niques to perform sizing of digital circuits. Convex optimization techniques pro-
vide an undeniably attractive promise: The attained solution is the best available. In
order to use convex optimization techniques, the target optimization problem must
be modeled using convex functions. The gate sizing problem has been modeled in
different ways to enable the use of convex optimization techniques, such as linear
programming and geometric programming. Statistical and robust sizing methods are
included to reflect the importance of optimization techniques that are aware of vari-
ations. Applications of multi-objective optimization techniques that aid designers in
evaluating the trade-offs are described.

1.1 Introduction

Convex optimization and digital gate sizing have a rich history together beginning
in 1985 [11, 25]. The field of convex optimization has evolved and although the
goal of the original work is still relevant today, there are many more considerations
around selecting the appropriate sizes of gates. Because of this, new applications of
convex optimization techniques to gate sizing have continued to occur ever since.
This chapter explains some of the contributions in the domain of gate sizing related
to convex optimization. There are many works which cannot be covered, however,
the coverage in this chapter serves as a broad overview of the kind of work that
has been accomplished focusing mostly within the past decade. The mathematical
preliminaries required to understand convex optimization and many of its different
forms are given to allow the reader to appreciate the contributions that have been
made. Furthermore, it is a goal of this chapter to inspire readers to continue the
advancement and consider new formulations based on the wealth of prior work in
the area.

L. Rakai (B) · A. Farshidi
University of Calgary, Calgary, AB, Canada
e-mail: lmrakai@ucalgary.ca
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The chapter is organized as follows: In Sect. 1.2, convex optimization is explained
alongwith necessary background to understand the contributions in digital gate sizing
using convex optimization. Recent linear programming formulations for gate sizing
are described in Sect. 1.3. A historical account of and state-of-the-art advances in gate
sizing using geometric programming are provided in Sect. 1.4. Section1.5 covers
process variation-aware convex optimization formulations using robust optimization
and stochastic programming techniques. Advances in the simultaneous optimization
of multiple objectives using convex optimization are explored in Sect. 1.6. Finally,
the chapter concludes with Sect. 1.7 which presents an overview of the gate sizing
works presented using convex optimization.

1.2 Mathematical Preliminaries

In order to fully appreciate the contributions of the work presented in this chapter, a
brief overview of relevant optimization topics is presented. The goal is to provide the
reader with only the most basic level of knowledge in each subject area. To obtain
a more thorough understanding of topic, the reader is referred to the literature cited
therein. Those who are familiar with the subjects may proceed to Sect. 1.3.

1.2.1 Convex Optimization

Convex optimization is the foundation that allows many fields in science and engi-
neering to perform powerful analysis. Some of the main features of convex optimiza-
tion are:

• Each problem has a single local optima.
• A broad class of practical problems, such as gate sizing, can be modeled or well-
approximated using convex optimization.

• A wide array of high-quality software programs are available for solving convex
optimization problems.

Theorems from the field of optimization are able to provide necessary and sufficient
conditions to verify the optimality of a solution [6].

To begin understanding convex optimization, one must first understand convex
functions. A function f (·) is convex if the following inequality is satisfied at every
point in an interval specifying the domain of the function:

θ f (x1) + (1 − θ) f (x2) ≥ f (θx1 + (1 − θ)x2), 0 ≤ θ ≤ 1, (1.1)

and x1, x2 are any inputs in the domain of f (·). The inequality states that linearly
interpolating the function value between two points will overestimate the function
value. This can be visualized as in Fig. 1.1a. In this figure, linearly interpolating
between function values for any value θ results in an overestimation of the actual
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Fig. 1.1 An examples of a convex and non-convex functions. a Convex function. b Non-convex
function

function value. If the greater than or equal to sign is replaced by a less than or equal to
sign, the function is said to be concave. Functions that are both convex and concave
are necessarily affine, or linear plus a constant, meaning they can be expressed as

f (x) = aTx + b (1.2)
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where a is a vector and b is a scalar. An example of a function that is neither convex
(non-convex) nor concave is presented in Fig. 1.1b.

Loosely speaking, convex optimization is optimizing over convex functions.More
formally, a convex optimization problem formulation is written in standard form as
follows:

min f (x)

s.t. gi (x) ≤ 0, i = 1, . . . , n (1.3)

hi (x) = 0, i = 1, . . . , m

where x is a vector variable to be optimized, f (·) is the convex objective function,
gi (·) are convex inequality constraint functions and hi (·) are affine equality constraint
functions. The number of inequality and equality constraints are represented by n
and m, respectively. The optimization problem in (1.3) is a minimization problem
which aims to find the value of x that minimizes the objective function subject to the
constraints. If the problem were to solve for a value of x that maximizes a concave
objective function, the problem can still be formulated in standard form by replacing
f (x) with − f (x), and similarly, if the inequality constraints involve a greater than
or equal to constraint.

Convex optimization problems can be solved efficiently on modern computers
even for problems involving millions of variables. Many different algorithms and
software implementations exist for solving convex optimization problems [3, 6].
However, the reader can take it for granted that such algorithms and software exist
and do not need to know the inner workings.

There are many subclasses of convex optimization, each with their own properties
but retaining the overarching properties of convex optimization. For example, if all
of the functions in (1.3) are affine, the problem is called a linear program. Linear
programs are among the easiest classes of optimization problems to solve. If f (x) is
a quadratic function, the problem is called quadratic program. The following sections
discuss in more detail other classes of convex optimization problems relevant to gate
sizing in more detail.

1.2.2 Geometric Programming

A class of convex optimization problems is known as geometric programming. The
use of geometric is in the same sense as geometric mean or geometric series which
involve products. As will soon be explained, the functions involved in geometric
programming are products of variables. The term programming refers to mathemat-
ical programming which is a synonym for the field of optimization. A geometric
programming optimization problem in standard form is defined as:
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min f (x)

s.t. gi (x) ≤ 1, i = 1, . . . , n (1.4)

hi (x) = 1, i = 1, . . . , m

x > 0

In addition, the optimization problem in (1.4) is a geometric programming, if for i =
1, . . . , m, hi (x) are monomials and f (x) and gi (x), i = 1, . . . , n, are posynomials
[6]. The function hi (·) is a monomial if it is of the form:

hi (x) = cxα1
1 xα2

2 · · · x
αne
ne ,

where c > 0 and the exponents, α1, . . . , αne ∈ �, are real numbers. Posynomials
are summations of monomials with positive summation coefficients. Posynomials
are like polynomials but can have real exponents and can have only positive real
coefficients.

The advantage of geometric programming is that it can be converted into a convex
problem [6] by variable substitution. Define the new variable zi associated with xi

such that zi = log(xi ), and introduce a new constant c′ = log(c). A monomial h(·)
will become:

h(z) = ec′
eα1z1 · · · eαne zne = eαT z+c′

.

The geometric programming optimization problem in (1.4) can be transformed to:

min
p0∑

k=1

eαT
0k z+c′

0k

s.t.
pi∑

k=1

eαT
ik z+c′

ik ≤ 1, i = 1, . . . , n (1.5)

eβT
i z+c′

i = 1, i =, . . . , m

where α0k contains all the coefficients of the objective posynomial, αik contains the
coefficients of i th inequality constraint posynomial andβ i contains the coefficients of
the i th equality constraint monomial. p0 is the number of monomials in the objective
posynomial while pi is the number of monomials in the i th inequality constraint
posynomial.

By taking the logarithm of (1.5), the problem is converted to:

min log

( p0∑

k=1

eαT
0k z+c′

0k

)
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s.t. log

( pi∑

k=1

eαT
ik z+c′

ik

)
≤ 0, i = 1, . . . , n

βT
i z + c′

i = 0, i = 1, . . . , m

The objective and the inequality constraints are log-sum-exp functions that are con-
vex functions [6]. Also, the equality constraints are linear functions. Therefore, the
problem is a convex problem that can be solved using the available nonlinear convex
optimization techniques [17].

1.2.3 Robust Optimization

In many optimization problems, the parameters and the variables of the models are
considered to be deterministic values. However, in the real world, these parameters
or variables include uncertainties. In gate sizing, the major source of uncertainty is
process variations. For example, the length of a buffer might be nominally assigned
45nm, but, during the fabrication, the actual length canmeasure 20% lower or higher
(between 36 and 54nm) [24].

In traditional optimization techniques, these uncertainties are ignored and only
nominal solutions are obtained. These nominally optimal solutions can be very sen-
sitive to variation in parameters and can even cause infeasibility in practice. In robust
optimization techniques [1, 4], an optimized solution considering the uncertainties
is obtained. Robust optimization provides a pessimistic solution, however, the opti-
mal solution is feasible within an uncertainty set. Consider an optimization problem
formulated in the format given below:

minx f (x)

s.t. g(x) ≤ 0

where x are the variables of the problem, f (.) is the objective of the problem and g(.)

represents the constraints. The robust formulation of this problem which includes
uncertainties can be written as:

minx maxu∈U f (x, u)

s.t. max
u∈U

g(x, u) ≤ 0

where u ∈ U represents the uncertainties. The presented robust formulation mini-
mizes the objective function considering the maximum uncertainties and insures that
the maximum constraints are always kept feasible. A robust solution looks inferior
if directly compared to an individual nominally optimal solution obtained under the
assumption of perfect conditions. However, when uncertainty is considered, e.g., by
using Monte Carlo simulations, the robust solution will have the least amount of
changes in the objective value under the given uncertainty set.
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Optimal solution

1x

2

Infeasible

Feasible

x

Fig. 1.2 An illustration of a solution attained by robust optimization and optimization not consid-
ering variations

The illustration in Fig. 1.2 is useful in visualizing what is happening when a
robust optimization problem is being solved. In the illustration, assume the objective
function decreases in the direction of lower values of the two variables x1 and x2
so the cost of a solution decreases as it moves closer to the origin. The solid black
line divides the feasible region, where the constraints are satisfied, and the infeasible
region, where at least one constraint is violated. There are two solutions in the
figure, the solution labeled “optimal solution” is the solution attained by solving the
problem without considering uncertainty. The solution labeled “robust solution” is
the solution attained solving the same formulation but considering uncertainty. Each
solution yields a set of possible values that consist of the solution attained for all
possible values of u in the uncertainty set. In other words, the solution point is when
u = 0 and all non-zero values of u in the uncertainty set perturb the solution around
that point. The circles around each solution indicate the possible solutions when
uncertainty is nonzero. Three observations can be made:

1. The optimal solution point is better than the robust solution point because has a
lower objective function value, i.e., it is closer to the origin.

2. The robust solution set is entirely inside the feasible region of the constraints.
3. The robust solution set is smaller than the solution set of obtained without con-

sidering uncertainty.

In many contexts it is desirable to have the robust solution that will always satisfy the
constraints and be less sensitive to changes in parameters. Considering gate sizing,
process variations are a source of uncertainty. The variations can cause functional
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specifications of a device to not be met resulting in a loss of yield. It is usually
worthwhile to have higher yield at the price of a small increase in power or area.

1.2.4 Stochastic Programming

Similar to robust optimization, stochastic programming is aware of uncertainty in
the data creating the model of the problem and formulation. Where they differ is
that stochastic programming is aware of a probability distribution for the uncer-
tain values, while robust optimization uses bounds and optimizes under worst-case
assumptions. Stochastic programming is well known for yielding intractable prob-
lems when no analytical expressions for the distributions can be obtained but their
convex approximations can be solved efficiently [8]. The two techniques can be
thought of as complimentary in the sense stochastic programming approximations
and robust optimization versions of the same initial formulation can be tractable in
one and not the other. Because distributions are involved, stochastic programming
requires having access to historical data or the ability to generate sample data to
approximate or fit probability distributions.

Once a distribution of the uncertain values is known, it can be considered in various
ways. One way is by considering expected values as in the following stochastic
optimization problem formulation:

min E f (x, u)

s.t. Egi (x, u) ≤ 0, i = 1, . . . , n (1.6)

hi (x) = 1, i = 0, . . . , m

where E is the expected value operator and u is the random variable with known
distribution characterizing the uncertainty. An interpretation of this formulation for
minimizing delay while considering the effects of process variations in gate sizing
is that the most probable delay is being minimized. It can be proven that if f (·, u)

is convex for all possible u then the expectation of the function is also convex [18].
This implies that if the objective and inequality functions are convex considering
uncertainty, (1.6) is a convex optimization problem and can thus be solved efficiently
to a global optima.

An alternative approach to considering uncertainty is to remove the uncertainty by
taking the expected value of the random variables before optimizing. This approach
is sometimes referred to as the certainty-equivalent [6] of (1.6) and can be formu-
lated as:

min f (x, Eu)

s.t. gi (x, Eu) ≤ 0, i = 1, . . . , n (1.7)

hi (x) = 1, i = 0, . . . , m.
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Fig. 1.3 A comparison of stochastic programming solutions. a Solution attained using the formu-
lation (1.6). b Solution attained using the formulation (1.7)

Note that the expectation operates directly on the random variables and not on the
function of the random variables. In this case, the random variables are no longer
considered when solving in the optimization problem and are treated as constants.
This approach can be useful when not enough data can be attained to properly char-
acterize the underlying distribution of the uncertainty or when the functions involved
lose convexity when uncertainty values are sampled form the tails of the distribution.

Figure1.3 is presented to exemplify a typical difference between the solution
attained by solving (1.6) and (1.7). The figures illustrate the distribution of the solu-
tion in the presence of uncertainty. The distribution of the solution attained by solving
(1.6) is in Fig. 1.3a and the distribution of the solution attained by solving (1.7) is in
Fig. 1.3b. The blue line in both figures indicates the expected value of each distribu-
tion. Because f (x, Eu) ≤ E f (x, u) [6] the solution to (1.7) is a lower bound on the
solution to (1.6). However, when the expectation of each distribution’s solution set
is compared, the solution to (1.6) is superior in both expectation and variance. This
is despite (1.7) having a lower objective value for the single point in the uncertainty
set that the formulation solves for.

One last approach to stochastic optimization relevant to gate sizing works is to
consider satisfying the constraints with a specified probability. A constraint which is
satisfied to a certain probability is referred to as a chance constraint, which acknowl-
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edges the fact that there is a chance that the constraint is violated. Chance constraints
have the following form:

P (gi (x, u) ≤ 0) ≥ ηi (1.8)

where P(·) is the probability function and 0 < ηi < 1 is the certainty to which the
constraint is satisfied. Assuming gi (x, u) is convex, the probability of satisfying the
constraint is also a convex function for some very useful distributions of u includ-
ing normal and log-concave distributions. Optimization formulations considering
chance constraints fall into the class of chance-constrained optimization problems.
A standard chance-constrained problem formulation is stated as:

min E f (x, u)

s.t. P (gi (x, u) ≤ 0) ≥ ηi , i = 1, . . . , n (1.9)

hi (x) = 0, i = 1, . . . , m.

These formulations do require selecting values for ηi before solving. The choice can
be made based on expert knowledge or common values such as 0.9, 0.95, or 0.99 can
be used to loosely translate the desire of designers to satisfy specific constraints.

1.2.5 Multi-Objective Optimization

Multi-objective optimization problems can be expressed as:

min [ f1(x) · · · fO(x)]T (1.10)

s.t. x ∈ X

where the goal is to minimize a vector-valued objective [ f1(x) · · · fO(x)]T over
the feasible set X . The objective components are often competing meaning that all
components cannot be simultaneously minimized. One vector xa ∈ X is said to
dominate another xb ∈ X if

fi (xa) ≤ fi (xb), i = 1, . . . , O,

with at least one constraint strictly less. A vector that is in X and not dominated by
any other vector in X is said to be Pareto optimal and exists on the Pareto front when
O = 2 and the Pareto surface when O > 2. If a vector xa ∈ X is neither dominated
nor dominates a vector xc ∈ X , the two vectors are not comparable. These concepts
are illustrated in Fig. 1.4a where the dotted line is a convex Pareto front, i.e., the
feasible set is on and above the line.

A designer must decide on which solution to choose from the many optimal
solutions on the Pareto surface. This can be a very difficult task. Three different Pareto
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Fig. 1.4 Illustration of multi-objective optimization concepts. a Dominated and non-comparable
vectors. b Pareto front curves

fronts are illustrated in Fig. 1.4b. The frontiers trace out Pareto optimal solutions with
different pairs of objectives. In the most favorable case of the solid line, although
every point on the line is Pareto optimal, designers are naturally drawn to the knee of
the curve. At the knee, the incremental gain in each objective is maximized. When
the knee is not very pronounced, as in the case of the dotted line, the designer has
a more difficult decision to make. Decreasing one objective comes at the cost of a
proportionate increase in the other. The analysis is further complicated when more
than two objectives are considered. The shape of the Pareto surface is problem-
dependent, but this chapter is limited to convex problems.

The most common way of solving multi-objective problems is scalarizing the
vector-valued objective by forming a weighted sum of objective components [16].
The optimal solution obtained by minimizing a weighted sum is a single point on
the Pareto surface. Weights are typically selected based upon designer priorities
or heuristics [15, 26]. In the extreme but common case, designers select a single
objective and make the other objective components into constraints. A solution can
also be chosen after a potentially time-consuming search using several different
weights to gain insight into the shape of the Pareto surface [16].

1.3 Linear Programming Formulations

Linear Programming (LP) is among themost basic problem types in convex optimiza-
tion. There are a variety of solution techniques available for solving LPs that scale
well and can handles hundreds of thousands to millions of variables and constraints.
Berkelaar showed a technique to minimize power while maintaining delay by using
an LP formulation [2]. The delay model used in the work is simple but nonlinear. In
the work, they use piecewise linear approximation of the nonlinear delay function
to formulate the problem as an LP. The strategy of approximating any convex delay
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function with a finite number of linear pieces is powerful and the number of pieces
can control the error in the approximation. Since this early work, there has been great
progress in using LPs in the context of sizing gates in digital circuits. The remainder
of this section highlights a few of the most significant works.

The work in [7] begins by proving that greedily sizing gates is suboptimal and that
convex optimization overcomes the shortcomings. An LP to minimize the power of a
combinational circuit is used as a starting point in the work [19]. In the formulation,
each gate in a circuit is given one alternate gate to choose from that will result in a
reduction of power. The formulation is as follows:

min
∑

v∈V

γvΔPv

s.t. tv + dv + γvΔdv ≤ tw ≤ Tmax (1.11)

0 ≤ γv ≤ 1

where V is the set of all gates, ΔPv < 0 is the reduction in power if the alternate
gate for gate v is chosen, and γv is the choice variable. The alternate gate is selected
if γv = 1 and not selected if γv = 0, however the value can lie in between. The delay
constraint says that the arrival time at gate v, tv, plus the delay of gate v plus the
increase in delay if the alternative gate is chosen, Δdv, is less than the arrival time
of downstream gate w. Tmax is the maximum allowed delay of the circuit. Once the
values of the choice variables are computed, the cell that reduces the power of gate
v with delay less than dv + γvΔdv is selected.

The formulation in [7] considers mutli-Vdd and mutli-Vth, slew, separate rise and
fall times, wire loads, all timing arcs as opposed to only the critical path of each
gate, and allows upsizing (Δdv < 0 and ΔPv > 0). The formulation is iteratively
solved with the best alternate gate being provided at each iteration, if a potential
alternate gate can reduce the power and the delay it is selected, if minimizing power
is the objective the best alternate in terms of power reduction is provided, or the best
reduction in delay if the delay is being minimized. If the goal is to minimize power,
the objective is:

min
∑

v∈V

γvΔPv (1.12)

and the constraints

T ≤ Tmax (1.13)

T = max
v∈Outputs

{
tv,rise, tv, f all

}

are included. If the goal is to reduce delay, the objective is:

min

(
max(τ, T − Tmax ) + k

∑

v∈V

γvΔPv

)
(1.14)
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where τ controls how much delay reduction is desired and k is used to equalize the
relative weights of delay and power in the objective. As in (1.11), each gate with an
alternative has a choice variable

0 ≤ γv ≤ 1,∀v ∈ V . (1.15)

Each timing arc has an arrival time constraint as follows:

tuv, f all + duv,rise + γv
(
Δduv,rise,v + βvwΔsuv,rise,v

)

+
∑

x∈Fanout (v),x �=w

γv
(
Δduv,rise,x + βvwΔsuv,rise,x

) ≤ tvw,rise (1.16)

where tuv, f all is the falling arrival time at v from gate u. duv,rise is the delay from
the signal on timing arc uv to the output of v rising. Δduv,rise,x and Δsuv,rise,x are
the changes in delay and slew out of this timing arc if the cell of x changes. β is
the transitive fanout delay/slew sensitivity. Multiplying by βvw gives the worst-case
transitive slew impact on delay. This constraint treats all gates that have a falling
input causing a rising single output. The constraint for other polarities and number
of outputs are similar. Static timing analysis and power analysis are performed before
each iteration to compute power, slew, and delay values. Level converters are added
as necessary when considering multi-Vdd supplies. The formulation is repeatedly
solved until the solution converges.

The results from using this formulation showed a 10–16% reduction in power
compared to results achieved by the leading commercial software, however it was
not as successful whenminimizing delay. The runtime complexity is demonstrated to
be linear in the number of gates and is therefore scalable.Whenmultiple Vth gates are
considered, the selection of Vth values is important as some combinations of levels
showed little benefit and including more than two levels also showed minimal gains.
The best pair of Vth values and Vdd values combined to give a 14% improvement
over single Vth and Vdd.

As the importance of leakage power in designs increased, new LP formulations
were proposed [12]. Two formulations are proposed in that work: (1) leakage power
minimization under timing constraints and (2) simultaneous circuit timing legaliza-
tion to minimize the number of violating paths and leakage power optimization con-
sideringmultiple gate lengths and gate length biasing from nominal values. Although
using multiple gate length libraries can increase the dynamic power of a circuit, the
reduction in leakage power overcomes those gains for a net reduction in power. In
the work, 26 transitor gate lengths from 50 to 75nm are considered.

A circuit is decomposed into a timing graph (V ,E) with a single super-source
S connected to all the initial vertices in the graph and a super-sink T connected to
all the outputs in the graph. Based on that timing graph which includes all possible
timing arcs, the leakage power optimization formulation is as follows:
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min −
∑

v∈V

λvxv

s.t. as = 0

dT = 0

aT ≤ Tmax (1.17)

au + wuv + du
v ≤ av,∀euv ∈ E

du
v = du

v0 + αu
v (xv − Lv0)

Lv,min ≤ xv ≤ Lv,max

where xv is the length of gate v, initially of length Lv0 and is constrained to be
within Lv,min and Lv,max . λv is the power/delay sensitivity coefficient of gate v
obtained from timing and leakage libraries and computing ratios of changes in power
over the corresponding changes in delay. Lookup tables store the power and delay
characterization of the gates so the sensitivities can be readily computed. The arrival
time and parameters that contribute delay along a path are depicted in Fig. 1.5. The
arrival times at the super-source, super-sink and intermediate gates are aS , aT , and
av, respectively. The delay of the super-sink dT is zero and the delay along a timing
arc from v to u is denoted du

v and du0
v is the initial delay. The net delay from u to v

is denoted wuv. Finally, αu
v is a delay/length sensitivity coefficient.

A different objective function is how the authors consider timing violations and
leakage power at the same time. The objective function in this case is

min γ aT −
∑

v∈V

λvxv (1.18)

where the change in leakage power summation and a new term γ aT . γ is a user-
specified parameter used to give more weight to the delay than leakage power. The
same constraints as in (1.17) are used with on exception, the constraint involving the
maximum delay is reversed.

aT ≥ Tmax (1.19)

where Tmax is now the desired lower bound on the circuit delay. The optimizer
will try to reduce aT to this lower bound if the cost in leakage power does not
outweigh the benefit. The parameter γ tells the optimizer how much more important

u

S

v

u,v

d
au

av

TTS
w

aa
vu

Fig. 1.5 Depiction of the delay terms using in the formulation in (1.17)
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circuit delay is to leakage power. This is the most common technique for combining
multiple objectives in optimization formulations. Refer to the multiple optimization
preliminaries in Sect. 1.2.5 for more details.

The authors explain that commercial tools have been reluctant to adopt linear
models out of fear for modeling inaccuracies and slew change effects. However,
the results show that the proposed linear program outperforms commercial tools in
several categories. Amain reason is because the formulation is able to connect values
from the golden timing engine into the formulation removing the miscorrelation
between internal and golden timers seen in commercial tools. When considering
gate length biasing, the permissible range of gate lengths is reduced to ±5nm. In
this scenario, commercial tools can obtain better leakage powerwith degraded timing
but the LP formulation improves timing and leakage power using either objective
function. The scenario considering multi-length gates allows 3 gate lengths 50, 60
and 70nm, starting from a solution using all 60nm gates. This requires rounding to
the nearest gate length after solving the LP formulations, but the results still improve
over commercial tools despite the introduction of rounding errors. These benefits are
obtained with a runtime nearly 1/5th that of commercial tools.

1.4 Geometric Programming Formulations

Geometric Programming (GP) is a typeof convexoptimizationproblems that can con-
vert nonlinear and non-convex problems into convex forms and solve them efficiently
using convex optimization techniques where the obtained solution is guaranteed to
be globally optimum. The gate sizing problem, as well as closely related transistor,
device, and wire sizing problems, can be formulated as Geometric Programs (GPs)
[5, 14, 24]. In these works, one of area, power, or delay is chosen as the objective
and the remaining objectives are made into constraints along with minimum gate
size constraints.

In [11], a transistor sizing algorithm, TILOS (TImed LOgic Synthesizer), is pre-
sented that combines synchronous timing analysis with convex optimization tech-
niques. TILOS considers three different optimization problems for transistor sizing.
When a circuit needs to be fit in a system with a given clock period, the problem is
formulated as minimizing area subject to circuit delay constraint. Minimizing circuit
delay subject to circuit area is used when the circuit is desired to be as fast as possible
with a limit on silicon area. The third problem is used when minimizing both circuit
delay and area is important but relative weights are assigned to them.

To develop a delay model, transistors are modeled by a distributed Resistance-
Capacitance (RC)model. Since these resistance and capacitance are convex functions
of transistor sizes, the delay model is also a convex function. Then, all the three opti-
mization problems can be efficiently solved using convex optimization techniques.
This means that any solution is guaranteed to be globally optimum.

TILOS includes a static timing analyzer that identifies the latches and extracts all
relevant timing paths in a circuit. By combining transistor sizing and static timing
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analysis, the need for the designer to determine which paths need to be optimized is
eliminated. The designer just specifies the desired behavior of I/O signals, including
clock signal, and TILOS determines what paths are to be optimized according to the
static timing analysis. TILOS sizes not only the transistors in the combinational gates
but also the ones in the latches. In addition, it organizes the subnetworks in complex
gates based on the timing metrics so that the subnetworks with earlier arriving inputs
are closer to the power supply.

In [22], circuit area is shown to be correlated to the power and the problem of
gate sizing is solved by minimizing the area while the timing factors are dealt with
as constraints:

min Area(x)

s.t. Delay(x) ≤ Tdelay
xwg ≥ wmin, xlg ≥ lmin,∀g ∈ G

(1.20)

where x is the vector of all lengths and widths of the gates. [xwg , xlg ] are the width
and length of gate g belonging to the set of all gates, G, in the combinational circuit.
Minimum length andwidth of the gates are represented by lmin andwmin , respectively
which depend on the technology process. The arrival time of the signal at the end
of the combinational circuit is shown by Delay(·). To ensure the functionality of the
integrated circuit, the arrival time of the combinational circuit is required to be less
than Tdelay which is also known as Required Arrival Time (RAT).

This problem is then converted to the GP format to achieve a globally optimal
solution as explained below: Area of each gate is found by multiplying the width
and length of that gate. The objective is total gate area and is calculated by taking
the summation of gate areas as:

Area(x) = Σg∈G xlg xwg ,

which is a posynomial.
In delay calculations, Delay(x) is found using Elmore delay model [9]. For an RC

tree, the Elmore delay is the summation of the resistance of each segment times the
downstream capacitance. When a buffer or a gate is inserted in an RC tree, it isolates
the upstream and downstream capacitances. For simplicity, an example of a buffered
circuit is considered in Fig. 1.6. A buffer bi is modeled as an input capacitance,
cbi ,in , output resistance, rbi , and an intrinsic buffer delay, dbi , which is the product
of buffer’s output resistance and output capacitance, cbi ,out , i.e., dbi = rbi cbi ,out . In
terms of the length and width of bi , xlbi

and xwbi
, the resistance and capacitances of

bi are:

rbi = γ1
xlbi

xwbi

, cbi = γ2xlbi
xwbi

+ γ3, (1.21)

where γ1, γ2, γ3 are technology dependent parameters which are always positive.
Hence, the expressions for resistance and capacitance are posynomials. In Fig. 1.6, a
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Fig. 1.6 An example of a buffered circuit and its equivalent RC network. a Buffered tree segment.
b Equivalent RC network

buffered circuit and its equivalent RC network are shown. As an example, the delay
from the input of buffer b1 to the input of buffer b2 is given by:

db1 + rb1Cb1 + ri1Ci1 + ri2Ci2 ,

where Ci denotes the capacitance downstream of the resistance of element i . Since
the resistance and capacitance of gates, buffers and wires are posynomial functions
of length and width and the expression for path delay is formed bymultiplication and
addition, the Elmore delay model is a posynomial. Although more accurate delay
models are available and have proven to be effective [14], Elmore delay model is
often used since it gives a reasonable delay approximation with a relatively low
computational complexity.

Finally, in [22], the gate sizing problem of (1.20) is converted to GP standard
format as:

min Area(x) = Σg∈G xlg xwg

s.t. Delay(x)T−1
delay ≤ 1

wminx−1
wg

≤ 1, lminx−1
lg

≤ 1,∀g ∈ G
(1.22)

In [5], the digital circuit gate sizing problem is formulated as a geometric pro-
gramming problem. The digital circuit is assumed to be a set of digital gates. A
variable xi ≥ 1 is associated with each gate representing a scale factor for the size of
the transistors it is made from. These scale factors are considered as the optimization
variables of digital gate sizing problem. Digital circuit area and power consumptions
are affected by these scale factors and are formulated as:

A = Σn
i=1ai xi

P = Σn
i=1 fi ei xi ,

where ai is the area of gate i with unit scaling, fi is the frequency of transition of
gate i , and ei is the power consumption when gate i transitions. These two functions
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are both posynomials and can be used to formulate the digital gate sizing problem
in geometric programming format.

Circuit delay is another factor required to be optimized in digital gate sizing. To
formulate the circuit delay, first, input capacitance (Ci ) and driving resistance (Ri )
of each gate are formulated in [5]:

Ci = αi + βi xi

Ri = γi

xi
,

where αi , βi , and γi are technology dependant parameters. Then, the circuit delay
(Di ) of gate i is modeled as:

Di =
{

RiΣ j∈F(i)C j , if i is not an output gate,

Ri Cout
i , if i is an output gate,

(1.23)

whereCout
i is the load capacitance of an output gate i and the set of all gates connected

to the output of gate i is represented by F(i). Note that this delay equation is a
posynomial.

In the next step, the path delays are calculated using the gate delay equation. The
path delays are posynomials since they only include summation of posynomials and
monomials. Considering that the speed of a digital circuit is significantly affected
by its worst-case path delay, the maximum path delay (D) of the circuit, which is
also a posynomial, is chosen as the target of minimization and the digital gate sizing
problem is formulated as:

min D
s.t. A ≤ Amax

P ≤ Pmax
xi ≥ 1, i = 1 . . . n,

(1.24)

where Amax and Pmax are the upper bounds on total area and total power consump-
tion, respectively, specified by the circuit designer. Since the objective and all the
constraints are posynomials, the resultant optimization problem is a geometric pro-
gramming problem that can be converted to a convex format and solved using con-
vex optimization techniques. This formulation can be used to size any digital circuit
whose gates are connected without forming a loop, i.e., there is not any path that
starts and ends at the same gate. If there is a loop in the circuit topology, the path
delays cannot be formulated as posynomials and the optimization problem will not
be a GP.

An efficient and rapid algorithm for digital gate sizing of circuits with very large
number of gates (around 1,000,000 gates) is developed in [13]. The goal is to deter-
mine the scale factors of all the digital gates while minimizing the circuit area subject
to delay constraints. First, the optimization problem is solved using a reasonable delay
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approximation model such as the one presented in (1.23). This gives an initial solu-
tion that is feasible and is a good starting point for amore accurate delay optimization
method. Then, a nonlinear back substitution method is proposed to convert the gate
sizing optimization problem into an unconstrained problem. Since the objective of
resultant unconstrained problem is not differentiable, it is solved repeatedly using a
pseudo-Newton method that approximates the Hessian of the unconstrained problem
to calculate the search direction for Newton method.

The proposed algorithm is as follows:

1. Compute a feasible initial solution x .

2. Repeat :
2.a. Calculate the gradient, g, of the unconstrained problem.
2.b. Approximate the Hessian, H, of the unconstrained problem.
2.c. Find a search direction,Δx, by solving HΔx = −g.

2.d. Compute the step size, s, using backtracking line search.
2.e. Update the solution, x = x + sΔx, by solving HΔx = −g.

3. Until the stopping criteria satisfied.

This algorithm has a linear complexity with a finite number of iterations. The effi-
ciency of the algorithm is significantly affected by how fast the search direction is
calculated and how accurate this direction is to get to the optimal solution in a rea-
sonable amount of time. The numerical results demonstrate the linear complexity of
this algorithm as a circuit with 100,000 gates is sized in four minutes while a circuit
with a million gates is solved in approximately 40min.

Clock network buffer sizing is a special case of digital gate sizing [21]. It is
however different with digital gate sizing since it only deals with determining the
sizes of inverters (called buffers in clock network terminology) in the clock network
rather than other logic gates in the circuit. In Fig. 1.7a, a clock problem instance is
presented and in Fig. 1.7b, a clock network for distributing the clock signal is shown.
The quality of a clock signal, measured by slew, degrades while going through
the wires which may lead to lowering circuit performance. Therefore, buffers are
inserted in clock networks to maintain clock signal quality. In Fig. 1.7c, a buffered
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clock network is presented. Since inserting buffers generally increases the power
consumption, buffer sizing is performed to minimize the power consumption while
maintaining the clock signal quality. Bigger buffers can drive the signal for a longer
distance in the wires but consume more power.

Another objective in clock network buffer sizing thatmakes it differentwith digital
gate sizing is skew that is the maximum difference between the arrival times of clock
signal at clock sinks. Unlike gate sizing where it is desired to minimize the path
delays, in clock network buffer sizing, the difference between these delays is to be
minimized. Skew is usually a competing objective with power consumption. Then,
the clock network buffer sizing problem can be formulated as:

min Area(x) =
∑

b∈B

xwb xlb (1.25)

s.t. max{di (x) − d j (x)} ≤ tskew, ∀i, j ∈ S, i �= j

slewk(x) ≤ tslew ,∀k ∈ B ∪ S

lmin ≤ xlb , b ∈ B

wmin ≤ xwb , b ∈ B

where x = [xw; xl], and xw and xl are vectors representing buffer widths and lengths
of the set of all buffers, B, in the clock tree. Area(x) is the total area of the buffers.
di (x) is the delay of clock signal from clock source to clock sink i in the set of all
sinks S that is calculated using Elmore delay model. tskew is the target clock skew
specified by the designer, and lmin and wmin are the minimum length and widths of a
buffer that are technology dependant. The slew at each node k in the set of all nodes
of the clock tree, i.e., clock sinks and buffers, is shown by slewk(x) and is calculated
using a scaled version of Elmore delay model. Maximum allowed slew in the clock
tree is specified by the designer and is represented by tslew.

This optimization problem in its natural form is a nonlinear and non-convex
problem and is very hard to solve. In addition, the solution to the problem can
vary significantly depending on the initial starting point of the algorithm and the
method used for solving. However, in [21], this problem is relaxed into geometric
programming format and is solved efficiently using convex optimization technique.
To relax this problem to geometric programming, the objective and the constraints
are turned into either monomials or posynomials. This is accomplished as follows:

• Objective: Since the objective function is the summation of positive quadratic
polynomials, it is already in geometric programming format and no transformation
is needed.

• Skew constraints: Each skew constraint ensures that the maximum difference
between the delays of two sinks is less than the maximum allowed skew. Clock
signal delay, di (x), is reasonably approximated using Elmore delay model which
is a posynomial model. The maximum operator is equivalently formulated using a
set of constraints instead of a single constraint. The negative coefficient resulting
from subtraction needs to be relaxed. In the first step, d j (x) is replaced by the min-
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imum sink delay, dmin, resulting in max{di (x)} ≤ tskew + dmin. This substitution
addresses the problem with negative coefficient since dmin is now a constant and
is taken to the right side of inequality, and makes the constraint tighter.
The maximum operator is eliminated by defining a dummy variable μ where
μ ≤ tskew + dmin and adding a set of constraints di (x) ≤ μ, ∀i ∈ S.

• Slew constraints: In [21], slew at each node is approximated using a scaled ver-
sion of Elmore delay model which is a posynomial and is already in geometric
programming format. In this slew model, the slew at a node in the clock network
is proportional to the Elmore delay from the previous upstream buffer output to
that node as formulated below:

slewk(x) = ln(9) × ds
k (x),

where ds
k (·) is the delay from the output of the previous upstream buffer to node

k. The program runtime is lowered by deriving slew values from the delay values
calculated for the skew constraints.

• Boundary constraints: Minimum length and width constraints are affine functions
and already in geometric programming format.

Applying the above geometric programming relaxations, the clock network buffer
sizing is formulated as a geometric programming in [21]:

min Area(x) =
∑

b∈B

xwb xlb (1.26)

s.t. μ (tskew + dmin)
−1 ≤ 1

di (x)μ−1 ≤ 1, ∀i ∈ S

slewk(x)t−1
slew ≤ 1 ,∀k ∈ B ∪ S

lminx−1
lb

≤ 1, b ∈ B

wminx−1
wb

≤ 1, b ∈ B

whereμ is a dummy variable used to relax the problem into geometric programming
format. dmin is a constant representing the minimum sink delay. This problem is
solved iteratively where in each iteration, an updated minimum sink delay, dmin,
is used. Convex optimization techniques are used to solve this problem and ensure
the solution found is the globally optimal solution. Finally, it should be mentioned
that only clock networks without any cycles can be solved using this technique
since the networks with at least a cycle in them cannot be formulated in geometric
programming format.
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1.5 Variation-Aware Formulations

An emerging issue in digital circuit design is process variation introduced because
of advanced process technologies. Designing modern digital circuits under ideal
conditions and assuming all gates, buffers and wires have nominal design sizes is not
sufficient. This is because after fabrication, sizes can be up to 20% different from the
nominal design sizes [23]. Therefore, these process variations need to be addressed at
the design stage to improve the reliability of digital circuits. Robust optimization is an
optimization tool for incorporating uncertainties in problem variables and parameters
that takes a pessimistic approach and considers the worst-case variations.

In [23], the maximum delay minimizing gate sizing problem with area constraint
is solved using robust optimizationwhile process variations are introduced in the gate
sizes (width and length). This technique is developed for robust gate sizing and cannot
be applied to the special case of clock network buffer sizing where skew is another
constraint. This work is further developed in [21] to handle robust clock network
buffer sizing. The clock network buffer sizing problem in (1.25) is formulated as
a geometric programming problem that can be solved using convex optimization
techniques as explained in detail in Sect. 1.4. This problem is deterministic and
does not consider process variations. In [21], this problem is further developed to
incorporate the uncertainties in buffer sizes due to process variations using robust
optimization.

Process variations cause changes to the length andwidth of buffers. These changes
are shown to be spatially correlated in [21], meaning that the variations in buffer sizes
are related if twobuffers are close to eachother.AmatrixP is defined as the covariance
matrix in the length and width of the buffers. The covariance matrix, P, represents
the intra-die correlation between buffer size variations, e.g., if two buffers are located
close to each other, the variation in their sizes will be closer than the buffers that are
located at a distance. Covariance matrix P is calculated using a grid-based model
originally proposed in [23]. Once the covariance matrix P is obtained, an uncertainty
set U is defined as the ellipsoid: U = {u + P1/2v | ||v||2 ≤ 1, v ∈ �2|B|}, where
the nominal value of the width and lengths are represented by u. v is a vector with
norm smaller than one.

Process variations significantly affect the timing metrics, i.e., slew and skew,
of the clock networks. This is very important since the skew and slew affect the
circuit performance and failing to meet these constraints may lead to circuit failure.
Therefore, in [21], it is aimed to consider the effects of uncertainties in buffer lengths
and widths only in the skew and slew constraints.

In order to formulate the problem which includes the uncertainties, vector x in
(1.25) is replaced by an uncertain vector of variables x̃ in the skew and slew con-
straints. The new skew and slew constraints are rewritten as:

max{di (x̃) − d j (x̃)} ≤ tskew, ∀i, j ∈ S, i �= j

slewk(x̃) ≤ tslew ,∀k ∈ B ∪ S
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First, d j (x̃) in the skew constraints is replaced by dmin taken to the right hand side
to eliminate the negative operator. Then, x̃ is replaced by x + δx and, we will have:

di (x + δx) ≤ (tskew + dmin), ∀i ∈ S

slewk(x + δx) ≤ tslew ,∀k ∈ B ∪ S

where δx is the ellipsoidal uncertainty vector defined by δx = P1/2v, ||v|| ≤ 1.
Finally, these equations are linearized by applying first order Taylor series approx-
imation and considering a worst-case robust optimization where only worst-case
uncertainty is considered:

di (x) + max{∇T
x di (x)δx} ≤ (tskew + dmin) , ∀i ∈ S,

slewk(x) + max{∇T
x slew(x)δx} ≤ tslew ,∀k ∈ B ∪ S

To formulate these constraints so that they fit into geometric programming for-
mat, the reformulation of skew constraints is explained in the following. The slew
constraints also follow the same procedure. The skew constraints after Taylor series
expansion can be rewritten as:

di (x) + max‖v‖≤1
(φT

1 P1/2v + φT
2 P1/2v) ≤ tskew + dmin.

where φ1 are the positive terms of ∇T
x di (x) and φ2 are the negative terms. It should

be noted that the uncertainties are just considered in the skew and slew constraints,
as considering them in the objective can produce a more conservative power solution
than is desired. These robust skew constraints consider the process variations in the
buffer lengths and widths. However, they still need to be relaxed into geometric
programming format to be solved efficiently. Therefore, the maximum operation
is relaxed by defining two robust variables as r1 = ||P1/2φ1||, r2 = ||P1/2φ2||,
φT
1 Pφ1r−2

1 ≤ 1 and φT
2 Pφ2r−2

2 ≤ 1. The robust slew constraints are derived using
a similar approach.

The robust buffer sizing problem is then formulated as:

min Area(x) =
∑

b∈B

xwb xlb (1.27)

s.t. di (x) + r1i + r2i ≤ tskew + dmin,∀i ∈ S

φT
1i

Pφ1i
r−2
1i

≤ 1,∀i ∈ S

φT
2i

Pφ2i
r−2
2i

≤ 1,∀i ∈ S

slewk(x) + r3k + r4k ≤ tslew ,∀k ∈ B ∪ S

φT
3i

Pφ3i
r−2
3i

≤ 1,∀i ∈ B ∪ S
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φT
4i

Pφ4i
r−2
4i

≤ 1,∀i ∈ B ∪ S

lminx−1
lb

≤ 1, b ∈ B

wminx−1
wb

≤ 1, b ∈ B.

Considering that this problem is in geometric programming format, it can be solved
efficiently using the existing convex optimization techniques. In [21], it is shown
that this formulation provides improvement in both skew and power consumption
of clock networks and at the same time is resistant to the changes due to process
variation, hence, providing a robust network operating at low power.

Another tool in the convex optimization belt for considering variations is stochas-
tic programming. One work that uses chance constraints to reliably size gates under
variations in delays is presented in [20]. The following linear delay model is used to
begin with:

di = ai − bi si + ci

∑

j∈Fanout (i)

s j (1.28)

where di is the delay of a gate i , si is the size of gate i and ai , bi and ci are
parameters fit empirically through circuit simulation for every cell in the library.
Higher accuracy can be achieved using piecewise linear approximations instead of a
single linear approximation. Using three regions, the authors state that the error can
be reduced to less than 5%.Using the delaymodel, a deterministic LP forminimizing
area is:

min
∑

si

s.t. Dp =
∑

i∈p

ai − bi si + ci

∑

j∈Fanout (i)

s j (1.29)

Dp ≤ Tmax,∀p ∈ Paths

where Tmax is the maximum allowed delay of the circuit and Paths is the set of all
paths through the circuit. Dp is the delay of path p.

Variability can be captured by the b and c coefficients in the delay model. The
maximum delay constraint is replaced with a probabilistic chance constraint

P(Dp ≤ Tmax) ≥ η,∀p ∈ Paths (1.30)

where η is the required probability of the path constraint to be satisfied. In reality
each η would be different for each path but because of strong correlations within
combinational blocks all values are equal and set to the desired timing yield. The
chance-constrained formulation for minimizing area is:
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min
∑

si

s.t. Dp =
∑

i∈p

ai − bi si + ci

∑

j∈Fanout (i)

s j (1.31)

P(Dp ≤ Tmax) ≥ η,∀p ∈ Paths.

Assuming normally distributed process variations, the path delays are also normally
distributed. A normal distribution is characterized by its mean and variance. The
mean delay of a gate in this case is

d̄i = Edi = ai − Ebi si + Eci

∑

j∈Fanout (i)

s j (1.32)

where d̄i is the mean delay of the path and E is the expected value operator. The
delay variance of a gate i is

σ 2
di

= s2i σ 2
bi

+
⎛

⎝
∑

j∈Fanout (i)

s j

⎞

⎠
2

σ 2
ci

(1.33)

where σ is a standard deviation. By using the z-value or standard score for η and a
normal distribution, the formulation is equivalent to:

min
∑

si

s.t. Dp =
∑

i∈p

d̄i + φ−1(η)

⎛

⎝
∑

i∈p

σ 2
di

⎞

⎠
1/2

(1.34)

Dp ≤ Tmax,∀p ∈ Paths

where φ−1(η) is the z-value for η. The formulation can be solved using convex
optimization techniques. (The formulation specifies a second-order cone program
[6])However, the constraints are for each path and because the number of paths grows
exponentially with the number of logic levels in the circuit, it can become intractable
for large circuits. Instead a node-based formulation is derived which exhibits much
better scalability. The following node-based delay constraint is derived in the work

ATk ≥ ATi + d̄i + φ−1(η)

√√√√√s2i σ 2
bi

+
⎛

⎝
∑

j∈Fanout (i)

s j

⎞

⎠
2

,∀i ∈ Fanin(k) (1.35)

where ATi is the arrival time for gate i . The resulting chance-constrained node-based
formulation is
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min
∑

si

s.t. ATk ≥ ATi + d̄i + φ−1(η)

√√√√√s2i σ 2
bi

+
⎛

⎝
∑

j∈Fanout (i)

s j

⎞

⎠
2

,∀i ∈ Fanin(k)

(1.36)

ATo ≤ Tmax,∀o ∈ PO

where PO is the set of primary outputs of the circuit.
Because of the node-based formulation, the runtime compared to previous statis-

tical methods considering variations was an order of magnitude faster. The runtime
complexity is subquadratic in circuit size, which is reasonably scalable. In their
experiment preserving the delay of the circuit, they were able to reduce area by 22-
30% without sacrificing delay. The results further show that considering variations
becomes more important as the tightness of the circuit delay constraint increase, i.e.,
circuit delay decreases. This is usually the case when designing high-performance
circuits.

Another objective that can be considered in gate sizing is bin yield loss (BYL).
BYL refers to when circuits are fabricated but don’t meet the timing specification
and must operate at a lower frequency. The circuits that operate within a specific
range of frequencies are binned together and sold at a lower price than bins of higher
frequency. BYL aims to minimize the loss in revenue from the practice of binning.

The authors derive a geometric program using Elmore delay to minimize bin yield
loss without making any assumptions about the process variation distributions. For
brevity, the resulting formulation from the derivation is presented, expressed as a
geometric program in exponential form:

min BYL(x,ω)

s.t. t j + di (x, Eω) ≤ ti ,∀ j ∈ Fanin(i),∀i (1.37)

ti (yi ) ≤ Tmax,∀i ∈ PO (1.38)

xmin ≤ exi ≤ xmax,∀i

where x is the size of each gate, ω is the vector of varying parameters including
effective channel length and thickness of transistor oxide. di is the delay of gate i
which is using the certainty-equivalent to consider variation, and ti is the arrival time
of gate i . BYL is expressed as an expected value which is an inner product in the
continous domain:

BYL(x,ω) =
∞∫

−∞
v(x,ω)PDF(ω)δω (1.39)
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where v(·, ·) is the amount of violations for a given size and variation vector and
PDF(·) is the probability distribution function of ω. The authors prove that this
formulation is convex without making any assumption of the underlying distribution.

To compute BYL, the authors empirically evaluate the expected value of viola-
tions using different variation vectors and running static timing analysis. The results
demonstrate that the formulation can be used to reduce BYL by up to 72%with only
6% increase in area. The authors show that BYL is highly correlated to traditional
non-binned yield-loss and because of this, the approach is also effective at minimiz-
ing tradiational yield loss. When compared to a sensitivity-based approach, the BYL
formulation results in 61% improvement in yield-loss.

1.6 Multi-Objective Formulations

Designers usually have many competing objectives to balance when performing
gate sizing at modern technology nodes. The background on multi-objective convex
optimization mentioned that the most common approach for considering multiple
objectives is to add in scalarization weights and add together the contributions of
each objective. This practice has been around for a long time and an example of
using scalarization weights is presented in (1.18) in Sect. 1.3 where leakage power
and circuit delay are considered simultaneously in the objective. The remainder of
this section focuses on more recent advances in multi-objective optimization in gate
sizing.

Compromise programming is an effective method for solving convex multi-
objective problems [15]. In this method, targets are set a priori for each objective and
a weighted error norm of the objective components and their targets is minimized.
Suppose amulti-objective problemwith n objectives f1, f2, . . ., fn with target values
of f ∗

1 , f ∗
2 , . . ., f ∗

n . Then, a compromise programming problem is formulated as [15]:

min
(
Σn

i=1ai | fi (x) − f ∗
i |p) 1

p ,

where ai are the weights associated with each objective indicating how important
it is for that objective to get close to its target value. Ideally, the target is set to the
utopia point which is a point where all the objectives are at their minimum value and
is usually an infeasible point. However, this point is not often known a priori. In [15],
compromise programming is successfully used to provide a balanced compromise
between power and delay objectives when solving the digital gate sizing problem.

Satisficing Trade-Off Method (STOM) is another method for solving problems
with convex competing objectives [15]. This method tries to achieve an adequate
solution with satisfactory criteria rather than obtaining an optimal solution. STOM
is an interactive method that finds a solution close to the designer’s desired solu-
tion. In this method, first a Pareto optimal solution is obtained and presented to the
designer. The designer then chooses which objectives have satisfactory values at that
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solution, which ones need to be improved, and which ones can be relaxed. This is
an interactive process meaning that these satisfactory levels, also called aspiration
levels, are updated at each step until the desired solution is reached.

A multi-objective optimization problem with n objectives is generally formulated
using STOM as [15]:

min
(
z + βΣn

i=1ai
(

fi (x) − f ∗
i

))

s.t. ai ( fi (x) − f ∗
i ) ≤ z, i = 1, 2, . . . , n (1.40)

ai = 1

f M
i − f m

i

, i = 1, 2, . . . , n (1.41)

where f M
i , f m

i and f ∗
i are themaximumvalue, theminimumvalue and the aspiration

level set by the designer for objective i , respectively. Usually, a small value of β is
chosen and the optimization problem is solved. If the acquired solution is satisfactory
for the designer, STOM stops at that solution. Otherwise, the problem is solved again
using new aspiration levels set by the designer. Note that STOM may be used to
achieve the best solution if the appropriate goals for different objectives are provided
by the designer. In [15], both STOM and compromise programming are used to solve
digital gate sizing problem resulting in balanced trade-off among delay and power
objectives.

A recent method for solving problems with multiple objectives that are in geomet-
ric programming format is proposed in [10] and is called self-tuning multi-objective
framework. This framework is applied to the digital gate sizing and clock network
buffer sizing problems and is successful in automatically choosing a balanced trade-
off among the objectives. This method is significant as it addresses the problem of
having to produce a Pareto surface that can be a very time-consuming endeavor. In
thiswork, aweighted sumof the objectives is considered as the target ofminimization
while the weighting parameters in the weighted sum of the objectives are considered
as optimization variables rather than constants. This allows the optimization solver
to find not only optimal sizes for the lengths and widths of the gates and buffers, but
also for the weights applied to different objectives.

Converting the weights from parameters to variables in a general multi-objective
formulation can change the nature of the problem significantly. For example, if
the multi-objective problem is a quadratic programming problem, considering the
weights as variables will force the problem to become a third-order problem, which
is no longer convex. However, in the case of a GP, multiplying further variables does
not affect its convexity. The general form of self-tuning multi-objective framework
for geometric programming is then formulated as [10]:

min α1 f1(x) + · · · + αo fo(x)

s.t. gi (x) = 1, i = 1, ..., m
h j (x) ≤ 1, j = 1, ..., n
α1 · · · αo = e

(1.42)
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where multi-objective variable weights are represented by α1, . . . , αo > 0. The first
two sets of constraints, gi (x) = 1, i = 1, ..., m and h j (x) ≤ 1, j = 1, ..., n are
the equality and inequality constraints of the original problem. The last constraint
α1 · · · αo = e is added to make sure that variable weights, α, are dependent on each
other and not susceptible to scaling. In multi-objective problems that are not in GP
format, the weights are usually constrained to sum to one, i.e., α1 + · · · + αO = 1.
However, in GP format, posynomial equality constraints are not allowed. Therefore,
in this work, it is proposed to replace the summation by the product α1 · · · αo = e.
When this constraint is converted to the log-sum-exp format by the GP solver, it
will be converted to a set of optimization variables that sum to one. Therefore, this
framework will become equivalent to the original multi-objective formulation. This
framework is applied to solve the gate sizing problemand achieve a good compromise
between delay and power consumption. Finally, the special case of sizing problem,
clock network buffer sizing problem, is solved using the self-tuning framework to
balance the trade-off among area, power consumption and skew while shown to be
scalable.

1.7 Conclusions

In this chapter, recent advances in sizing digital circuits using convex optimization
techniques were presented. A background on preliminaries of convex optimization
and its different types was given.

Different types of convex optimization formulations that have been used in digital
gate sizing were discussed. These include linear programming, geometric program-
ming, robust optimization, stochastic programming, andmulti-objective optimization
formulations. These formulations were analyzed and their advantages and disadvan-
tages were discussed.

By this chapter, we hope that we were able to inspire the reader to use convex
optimization and propose new formulations to keep pace with the ever-changing
challenges in gate sizing.
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Chapter 2
A Fabric Component Based Approach
to the Architecture and Design Automation
of High-Performance Integer Arithmetic
Circuits on FPGA

Ayan Palchaudhuri and Rajat Subhra Chakraborty

Abstract FPGA-specific primitive instantiation is an efficient approach for design
optimization to effectively utilize the native hardware primitives as building blocks.
Placement steps also need to be constrained and controlled to improve the circuit crit-
ical path delay. Here, the authors present optimized implementations of certain arith-
metic circuits and pseudorandom sequence generator circuits to indicate the superior
performance scalability achieved using the proposed design methodology in com-
parison to circuits of identical functionality realized using other existing FPGACAD
tools or design methodologies. The Hardware Description Language specifications
as well as the placement constraints can be automatically generated. A GUI-based
CAD tool has been developed that is integrated with the Xilinx Integrated Software
Environment for design automation of circuits from user specifications.

2.1 Introduction

With a significant increase in circuit complexity for Field Programmable Gate Array
(FPGA)-based designs, even the most sophisticated Computer Aided Design (CAD)
tools often result in circuit implementations with unsatisfactory performance and
resource requirements owing to their inability to optimally exploit the underlying
FPGAarchitecture.Also, theCAD tool is unable to place the technologymapped sub-
circuits at the desired locations on the FPGA fabric. To overcome these shortcomings,
a designer needs to identify the basic building blocks of the circuit, andmake an effort
to optimally construct them from the hardware primitives available on the FPGA and
ensure their proper placement. Hence, implementations derived through the standard
automatic logic synthesis-based design flow starting with the behavioral or Register
Transfer Level (RTL) Hardware Description Language (HDL) of the circuit can be
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outperformed bymore low-level “custom” design techniques. This chapter discusses
certain FPGA-specific design techniques which needs to be adopted for optimal
realization of high performance circuits and presents a relevant case study.

2.1.1 Overview of FPGA Design Philosophy

Modern FPGA CAD tools facilitate the automatic mapping of binary addition logic
and homogeneous wide AND andOR gates to carry-chain structures [1] to accelerate
signal propagation. It can also infer wide function multiplexers native to an FPGA
slice, thereby achieving speedup by avoiding switch-box routing to the extent possi-
ble. However, it fails to do all of this, as soon as the final carry outputs of individual
slices [2] or Lookup Table (LUT) outputs are tapped out or registered to facilitate
pipelining of the architecture. In such a scenario, the designer has to spell out special
directives in the HDL of the design or in the associated “constraints files,” so that
in the packing or clustering step (as known in the FPGA CAD literature [3]) of the
FPGA design flow, the desired technology mapped circuit is efficiently “packed”
into the available hardware resources.

Most current FPGA vendors allow direct instantiation of the available primitives
in the HDL code [4], and also a “mixed” style of HDL coding, whereby high-level
behavioral code is intermingled with relatively “low-level” structural code. Place-
ment steps also need to be constrained and controlled, otherwise the technology
mapped logic elements get unevenly distributed across the FPGA fabric, resulting
in greater routing and critical path delay. Although most modern FPGA vendors
provide special hardware IPs for common integer arithmetic operations that can be
directly instantiated in the HDL code, we would demonstrate that we can do better
by adopting careful design techniques.

With sufficient modularity in the circuit architecture, it becomes easy to automate
the generation of the HDL and constraint files, which are themselves very regular in
their grammar. Target FPGA-specific primitive instantiation is an effective approach
for design optimization [5], and is often the only approach, or is simpler than rewrit-
ing the RTL code to coax the logic synthesis tool to infer the desired architectural
components. In case the entire circuit is not amenable to primitive instantiation, the
philosophy can be adopted to design those sub-circuits that are amenable, and con-
tribute significantly to the critical path. The only disadvantage of using such a design
methodology is that the design becomes less portable and harder to maintain. In spite
of this, the methodology is very effective in practice, considering that (a) often the
target FPGA platform is known before the circuit is designed, and, (b) FPGAs from
a related family from the same vendor are often backward compatible regarding the
design elements supported. For example, newer versions of FPGAs of the “Virtex”
family fromXilinx are expected to support primitives supported in some older Virtex
versions. Thus, theHDL code for instantiating primitives targeting the older versions,
and the constraints file to control the placement, can be reused in the newer version
after small tweaks, if necessary.
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2.1.2 Existing FPGA CAD Tools

Xilinx IP Core Generator and FloPoCo are the most common FPGA CAD tools
available. We shall now present the features, advantages, and limitations of each of
these tools.

2.1.2.1 Xilinx IP Core Generator

The standard Xilinx IP Core Generator has a GUI-based utility through which syn-
thesizable HDL code for common integer arithmetic circuits (both combinational
and pipelined versions) can be automatically generated. User gives the parameter
latency as input for pipelined architecture realizations. Although such HDL gener-
ated is functionally correct, it fails to give high performance when implemented,
because the synthesis tool performs inefficient technology mapping and the inferred
logic elements are scattered in an apparently random fashion across the FPGA fabric,
thereby causing large routing delays. Xilinx also allows the direct instantiation of
“Digital Signal Processing” (DSP) hardware macros in the HDL targeted for FPGAs,
to implement certain common arithmetic operations, but they can be outperformed by
the proposed circuits through maximal forward path pipelining at the cost of higher
latency.

2.1.2.2 FloPoCo (Floating-Point Cores)

FloPoCo is an open-source C++ framework for generating arithmetic cores for
FPGAs [6]. FloPoCo provides a command-line interface through which the user
can input operator specifications, and the program generates the corresponding syn-
thesizable HDL. The main features of FloPoCo as listed in [7] are as follows:

• Supports integer, fixed point, floating point, and Logarithmic Number System
(LNS) arithmetic.

• Supports pipelining by allowing the user to specify the desired operating frequency.
• Allows the user to specify the target FPGA implementation platform, and gener-
ates synthesizable HDL code optimized for that target platform since FloPoCo can
perform target platform specific pipelining. Its frequency-directed pipelining par-
adigm takes into consideration the timing information about the target FPGA [7].

However, detailed experimentation with the latest released version of FloPoCo
(v 2.5.0) [6], and implementation and characterization of the integer arithmetic circuit
descriptions generated by it indicate certain potential drawbacks:

• FloPoCo only generates pure behavioral HDL code which cannot correctly infer
the desired hardware primitives of the target FPGA platform and also has no
control over the inference and placement of logic blocks on the FPGA fabric. This
makes the post-synthesis performance of the circuit worse than the user-specified
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target frequency. Thus, FloPoCo provides no guarantee that the target frequency
specified would be met in the final implementation.

• FloPoCo at times create very deep pipelines apparently to meet input frequency
constraints, but post place and route implementations do not guarantee that the
delay constraints are met.

• Pipelining behavior of FloPoCo is very inconsistent. It was observed that for inte-
ger adder circuit implementations,FloPoCo creates very deep pipelines, whereas it
creates fairly unbalanced and irregular pipelines for integer dual subtractor imple-
mentations, where each of the pipeline stages have different complexities. At the
same time, FloPoCo completely fails to pipeline integer multiplier circuits. Our
observations about these inconsistencies in the pipelining behavior of the cur-
rent version of FloPoCo have been concurred with by the creators of FloPoCo
through personal correspondence. They have acknowledged that a bug exists in
their program, which they have filed and would probably be taken care of in future
releases.

The important approach to note is that most or all of the existing options for
automatic generation of arithmetic circuit cores targeting FPGAs are agnostic of the
“low-level” architecture of the target FPGA platform. Consequently, they can be
predicted to be unable to take advantage of the hardware primitives, and to generate
the most optimal circuit descriptions for the target FPGA.

2.2 Architecture of Target FPGA Platform

The Configurable Logic Blocks (CLBs) of FPGAs are the main logic resources for
implementing sequential as well as combinatorial circuits. A typical CLB of Virtex-5
FPGA contains 2 “slices,” with each slice (called a “SLICEL” or “SLICEM”) com-
prising of four 6-input LUTs, four flip-flops (FFs), three wide function multiplexers,
and a length-4 carry chain comprising of multiplexers and XOR gates [8, 9] as shown
in Fig. 2.1.

For both Virtex-5 and Virtex-6 FPGAs, the 6-input LUT can also be configured
as a dual output LUT which can configure a 5 (or less)-input, 2-output logic function
with shared inputs, thereby reducing the requirement in the number of LUTs from
two to one for certain logic expressions. The LUTs present in SLICEL can imple-
ment arbitrary combinational logic, whereas the LUTs in SLICEM can additionally
implement distributed RAM elements [9]. The carry chain represents the fast carry
propagation logic and the LUTs in the slice can be optionally connected to the carry
chain via dedicated routes to implement complex logic functionality [4].

Each storage element or FF present in the slice can be controlled using the set,
reset, clock, and clock enable signals. Virtex-6 slice architecture is quite similar to
Virtex-5 slice architecture, other than the fact that it offers four additional FFs per
slice but each FF has one control signal less, i.e., it does not have independent set
and reset pins compared to Virtex-5 architecture [10].
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Fig. 2.1 Xilinx Virtex-5 slice architecture [9]

2.3 A Fabric Component-Based Design Approach
for High-Performance Integer Arithmetic Circuits

Implementation of highly optimized arithmetic circuits targeted toward a specific
FPGA family continue to remain a challenging problem as many fast arithmetic
circuits proposed over the decades may not be amenable to a very optimized imple-
mentation. Often, the logic synthesis tools are unable to infer the desired native
circuit components from the input HDL, as they explore only a small design space
close to the input architectural description [11]. The logic synthesis algorithms are
also unable to apply the logic identities and perform appropriate algebraic factor-
ing and sub-expression sharing in many cases, especially when intermediate signals
are tapped out [2] or registered to facilitate pipelining of the architecture. It is in
general a nontrivial computational problem to decompose the Boolean equations
describing the implemented circuit, to forms such that the sub-expressions can be
mapped easily and efficiently to the fabric primitives on the target FPGA. It helps if
the designer manipulates the Boolean equations a priori in the HDL, to forms that
can be optimally mapped to the native target architecture by the CAD software.
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A previous related work [12] had reported area requirements (for LUT-based
FPGAs) in terms of the total number of k-input LUTs required to map a function of
x variables, as

lut (x) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if x ≤ 1
1 if 1 < x ≤ k
� x−k

k−1 � + 2 if x > k and (k − 1) � (x − k)
x−k
k−1 + 1 if x > k and (k − 1) | (x − k)

(2.1)

The LUT estimation is based on the fact that LUTs are perhaps the principal
components for implementing combinational logic in FPGAs, where combinational
logic blocks with higher number of inputs are expected to be implemented by a
cascadeofLUTs,with permitted amount of parallel processing.However, for efficient
designs, the designer must explore the additional logical capabilities that the LUTs of
modern dayFPGAsprovide. In addition, thewide-functionmultiplexers and the carry
chains can significantly reduceLUT requirements. The above closed-formexpression
in (2.1) for hardware estimation thereby suffers from the following limitations:

• It assumes that all LUTs provide single outputs, whereas modern FPGAs from
Xilinx provide dual-output LUTs that can significantly reduce hardware cost, pro-
vided the logic functions to be mapped satisfy certain criteria.

• Certain logic expressions can be factored appropriately to form sub-expressions or
manipulated such that they can be compactly realized using LUTs, wide function
multiplexers, and carry chains, which can provide multiple outputs out of a single
slice. The closed-form expressions in (2.1) possibly hint at an approximate upper
bound on the number of LUTs required.

• The number of slices spanned by the logic elements give a more accurate estimate
of the hardware overhead in comparison to LUT count.
The philosophy behind estimating the LUT requirements [12] may not reflect its
actual implementation on FPGA. For example, let us consider an 8:1 multiplexer,
which is essentially an 11-input 1-output function.

f (s2, s1, s0, a, b, c, d, e, f, g, h) = s′
2s′

1s′
0a + s′

2s′
1s0b + s′

2s1s′
0c + s′

2s1s0d + s2s′
1s′

0e

+s2s′
1s0 f + s2s1s′

0g + s2s1s0h (2.2)

Going by (2.1), lut (x) = 2 for k = 6. This information indicates that the first six
variables go as input to the first LUTand the remaining five variables alongwith the
output of the first LUT go as input to the second LUT.However, on examining (2.2)
closely, it can be observed that there is no possible way to decompose it to the
following form comprising of two functions f1 and f2, which could have actually
realized it using two LUTs:
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f (s2, s1, s0, a, b, c, d, e, f, g, h)

= f2 ( f1

implemented using 1 LUT︷ ︸︸ ︷
(x1, x2, x3, x4, x5, x6), x7, x8, x9, x10, x11)︸ ︷︷ ︸

implemented using 1 LUT

where each xi is distinct and can be any one of the variables of the function f .

2.3.1 Guidelines for High-Performance Realization

We list certain simple but useful guidelines for compact and high-performance real-
ization of circuits on modern high-end FPGAs from Xilinx:

1. A 6-input LUT can implement any arbitrary combinational logic function y,
having a maximum of six inputs and a single output, like y = f (x1, . . . , xn),
where 2 ≤ n ≤ 6.

2. A 6-input LUT can implement any arbitrary five (or less)-input two-output func-
tionwhere each of the single-output functionsmay ormay not have shared inputs.
For example, consider two functions g and h, where g = f (x1, . . . , xn) with
X = {x1, . . . , xn}, and h = f (y1, . . . , ym) with Y = {y1, . . . , ym}. Here, the
sets X and Y are called the support [13] of the functions g and h. For packing g
and h into a single LUT, either of the conditions must be satisfied:

• 4 ≤ |X | + |Y | ≤ 5; if X ∩ Y = ∅ (i.e., g and h are orthogonal functions)
• 2 ≤ |X | + |Y | ≤ 10; if X ∩ Y �= ∅
where |X | and |Y | are the cardinality of the support of the functions X and Y .

3. Let f be aBoolean function of n variables (8 ≤ n ≤ 13)which can be represented
in the following form (see Fig. 2.2):

f (i1, i2, . . . , in) = x ′
1 fx ′

1
+ x1 fx1

Fig. 2.2 Architecture
mapping for Boolean logic
that can be decomposed with
respect to a single variable
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Here, fx1 and fx ′
1
are each six (or less)-input combinational functions that can be

individually realized using one LUT each. The wide function multiplexer present
in the same slice as that of the LUTs computes the final expression, as shown in
Fig. 2.2. Equation (2.1) however evaluates to lut (x) = 3, where x = xmax = 13
(6×2 (two 6-input LUTs) + 1 (select line)) and k = 6. If there exists p functions
of the form as in f , the design requires 	p/2
 slices, and 2p LUTs. An 8:1
multiplexer can be realized using this logic where the 6-input LUTs of Fig. 2.2
are configured as 4:1 multiplexers each (sharing the same select lines), and the
wide function multiplexer selecting one of the LUT outputs.

4. Let f be a function of n variables (17 ≤ n ≤ 26) such that we can apply recursive
decomposition twice on it as shown below:

f (i1, i2, . . . , in) = x ′
1 fx ′

1
+ x1 fx1

= x ′
1(x ′

2 fx ′
1x ′

2
+ x2 fx ′

1x2) + x1(x ′
3 fx1x ′

3
+ x3 fx1x3)

= x ′
1x ′

2 fx ′
1x ′

2
+ x ′

1x2 fx ′
1x2 + x1x ′

3 fx1x ′
3
+ x1x3 fx1x3

Here, fx ′
1x ′

2
, fx ′

1x2 , fx1x ′
3
and fx1x3 are each 6 (or less)-input combinational func-

tions that can individually be realized using one LUT each. Three wide function
multiplexers present in the same slice as that of the LUTs computes the final
expression as shown in Fig. 2.3. Equation (2.1) however evaluates to lut (x) = 6,
where x = xmax = 27 (6 × 4 (four 6-input LUTs) + 3 (select lines)) and k = 6.
If there exists p functions of the form as in f , the design requires p slices and 4p
LUTs. A 16:1 multiplexer can thus be mapped in a single slice using four LUTs,
and three wide function multiplexers.

5. Consider any expression R of the following form:

R = a′b + a[X ] = a′b + a[c′d + c(Y )] = a′b + a[c′d + c(e′ f + e{Z})]
= a′b + a[c′d + c(e′ f + e{g′h + gi})] (2.3)

where X = c′d + cY , Y = e′ f + eZ and Z = g′h + gi . Here i is a single input
variable, and for every member of the pair (a, b), (c, d), (e, f ) and (g, h), there
can be either of the following possibilities: either both the members satisfy the
criteria of being packed into a single LUT or the first member can be a six (or
less)-input function and the second member can be a single variable. The above
expression can be realizedwithin a single slice using four LUTs and a carry chain,
as shown in Fig. 2.4.
The Boolean logic (2.3) essentially represents a cascade of 2:1 multiplexer func-
tions. Here, R can have a maximum of 29 (6× 4 (four 6-input LUTs) + 4 inputs
v4:1 external to the logic slice +1 external input to the bottom MUXCY of the
carry chain) input variables. If the Boolean logic function to be realized is of the
form such that the variable i in (2.3) can be substituted by another expression
bearing a similar resemblance to (2.3), and in such a way, if a total of n such
substitutions can be carried out only at the position of variable i , then the entire
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expression can be realized using (n + 1) slices and a maximum of 4(n + 1)
LUTs. From (2.1), we obtain lut (x) = 6, where x = 29 and k = 6 for which
a minimum FPGA area of two slices are required. However, with the help of
carry-chain fabric, the entire architecture can be compacted within a single slice.
For example, a wide 24-input AND gate can be realized by the function R to fit
the form of (2.3) as shown below:

R = a1a2. . .a23a24 = a19. . .a24.0 + (a19. . .a24)[a18a17. . .a1a0]
= a19. . .a24.0 + (a19. . .a24)[a13. . .a18.0 + (a13. . .a18)

[a7. . .a12.0 + (a7. . .a12)[a1. . .a6.0 + (a1. . .a6).1)]]]

Thus, going by Fig. 2.4, a = a19. . .a24, c = a13. . .a18, e = a7. . .a12 and
g = a1. . .a6, b = d = f = h = 0, and i = 1. Hence each 6-input LUT
realizes a 6-input AND gate and the outputs of the 6-input LUTs are AND-ed
using the carry chain.
Example of a wide 24-input OR gate where the logic equation can bemanipulated
to fit the form of (2.3) as shown below:

R = a1 + a2 + · · · + a23 + a24 = (a19 + · · · + a24).1 + (a19 + · · · + a24)[a18 + · · · + a1]
= (a19 + · · · + a24).1 + (a19 + · · · + a24)[(a13 + · · · + a18).1 + (a13 + · · · + a18)

[(a7 + · · · + a12).1 + (a7 + · · · + a12)[(a1 + · · · + a6).1 + (a1 + · · · + a6).0)]]]

Thus, going by Fig. 2.4, a = a19 + · · · + a24, c = a13 + · · · + a18, e =
a7 + · · · + a12 and g = a1 + · · · + a6, b = d = f = h = 1, and i = 0.
Hence, each 6-input LUT realizes a 6-input NOR gate and the outputs of the
6-input LUTs are fed to the carry chain and a wide input OR gate is realized by
following the absorption law a + ab = a + b.
We discuss certain practical circuits where a wide input AND and OR gate are
necessary for realization.

• Consider the design of a priority encoder which arbitrates among N units that
are all requesting access to a shared resource. Access is to be granted to a single
unit with highest priority decided by the LSB of the input. The corresponding
logic equations can be described as

Y0 = N0

Yi = Ni · Ni−1 · Ni−2 · ... · N2 · N1︸ ︷︷ ︸
wide input AND gate

if i ≥ 1
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• An incrementer that adds 1 to an input word N can be described as

Y0 = N0

Yi = Ni ⊕ (Ni−1 · Ni−2 · ... · N1 · N0)︸ ︷︷ ︸
wide input AND gate

if i ≥ 1

• A decrementer that subtracts 1 from an input word N can be described as

Y0 = N0

Yi = Ni  (Ni−1 + Ni−2 + · · · + N1 + N0)︸ ︷︷ ︸
wide input OR gate

if i ≥ 1

• K = A + B Comparator [15]
To design a circuit to detect A + B = K , the usual approach followed by the
FPGA CAD tool is to infer an adder that adds inputs A and B, and feed the
sum and input K to an equality comparator. However, to significantly reduce
hardware and computational overhead, a methodology was proposed in [15].
The key observation is the fact that if A and B are known, the carry into each bit
to make K = A + B can be determined. Thus, it is sufficient to check adjacent
pairs of bits to verify that the carry-out produced by the previous bit and the
carry-in required by the current bit are both the same. The truth Table2.1 shows
the required and generated carries. The required carry-in cri−1 for bit i and the
generated carry-out cpi−1 for bit i − 1 are obtained as cri−1 = Ai ⊕ Bi ⊕ Ki

and cpi−1 = (Ai−1 ⊕ Bi−1)Ki−1 + Ai−1 · Bi−1. Equality check for the i th
bit position is performed using a single LUT as it can be computed using six
distinct variables—Ai , Bi , Ki , Ai−1, Bi−1 and Ki−1, by evaluating E Qi =
cri−1  cpi−1. Final equality check is done using carry chain where all the
outputs corresponding to equality checks at every bit position are AND-ed
together.

E Q = E Q j · E Q j−1 · ... · E Qi · ... · E Q1 · E Q0︸ ︷︷ ︸
wide input AND gate

Additionally, we can obtain the following outputs from the XORCY gates of
the carry chain: L = a ⊕ X , M = c ⊕ Y , N = e ⊕ Z and O = g ⊕ i . The
XORCY gates can compute the sum bits of an adder si = pi ⊕ ci where pi is
computed using LUT; pi = ai ⊕bi . The carry-out bit of each stage is computed
usingMUXCYof carry chain; ci+1 = pi ai + pi ci (see Sect. 2.4.1.1 for details).
Thus, an n-bit adder can be realized using 	n/4
 slices and a maximum of n
LUTs.

6. LUTs of SLICEM can be configured as shift registers which are typically imple-
mented for Linear Feedback Shift Register (LFSR) circuits. Each SLICEM LUT
can be configured as a variable 1–32 clock cycle shift register [4] whose length

www.allitebooks.com

http://www.allitebooks.org
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Fig. 2.3 Architecture
mapping for Boolean logic
that can be decomposed with
respect to two variables

can be fixed, static, or dynamically adjusted by controlling A[4:0] as shown in
Fig. 2.5. The LUT can be described as a 32:1 multiplexer with the five inputs
serving as binary select lines, and the values programmed into the LUT serves
as the data being selected. Such LUTs can be cascaded with FFs and LUTs of
other SLICEMs to realize greater shift lengths. Presence of these special LUTs
reduce FPGA resource utilization compared to implementations using FFs only.
Since each SLICEM in a Virtex-5 FPGA contains four LUTs and four FFs, a shift
register of length 1–132 can be realized in a single slice; and a 1–136 clock cycle
register can be realized in a single slice for Virtex-6 FPGAs as it contains four
additional FFs. For realization of a shift register of length n, we require 	n/132

slices with amaximum of 4	n/132
 LUTs and 4	n/132
 FFs for Virtex-5 FPGA,
and 	n/136
 slices with a maximum of 4	n/136
 LUTs and 8	n/136
 FFs for
Virtex-6 FPGA.

2.4 Architecture of Arithmetic Circuits

Wepresent the pipelined implementations of a few important andwidely used circuits
with controlled placement on the fabric logic such that the critical path delay can be
significantly reduced and the throughput increased.
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Fig. 2.4 Architecture mapping for Boolean logic that can exploit the carry chain

Fig. 2.5 Configuration of an LUT (of SLICEM) as a shift register

2.4.1 Integer Adder Architecture

2.4.1.1 Hybrid Ripple Carry Adder

A pipelined “hybrid ripple carry adder” (hybrid RCA), using the carry chain, LUTs
and FFs available in a Xilinx slice, can be realized as shown in Fig. 2.6. The outputs
of the “XORCY” gates provide the sum bits, whereas the output of each MUXCY
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Table 2.1 Required and generated carries [14]

Ai Bi Ki cr i−1 (required) cpi (produced)

0 0 0 0 0

0 0 1 1 0

0 1 0 1 1

0 1 1 0 0

1 0 0 1 1

1 0 1 0 0

1 1 0 0 1

1 1 1 1 1

calculates the intermediate carries [16]. Latches can be inserted on the carry prop-
agation path for pipelining the design. Thus, for an n-bit adder, 	n/4
−1 pipeline
stages are required. The LUTs compute the propagate function pi = ai ⊕ bi . Let
gi = ai bi be the corresponding generate function. If ci is the i th carry-in bit, the i-th
sum bit can be calculated by XOR-ing the LUT and MUXCY outputs as

si = pi ⊕ ci = ai ⊕ bi ⊕ ci

The output of each MUXCY gate computes the i th carry-out as

coi = gi + pi ci = ai bi + (ai ⊕ bi )ci

= (ai bi + ai bi )ai + (ai ⊕ bi )ci = pi ai + pi ci

2.4.1.2 Xilinx DSP Slice-Based Adder

Adders can also be realized using embeddedDSP48E slices inVirtex-5 FPGAs. Each
slice can accept operands of width 48 bits. To realize adders with larger operand
width n(>48), we require 	n/48
 DSP48E slices. Such designs can be pipelined by
activating the pipeline registers internal to the slice. An n(> 48)-bit pipelined DSP
slice-based adder requires 	n/48
−1 pipeline stages. For addition, the attributes
“ALUMODE” and “OPMODE” have to be set to “0000” and “0001111” respec-
tively [17]. Figure2.7 illustrates the DSP adder architecture.

2.4.1.3 FloPoCo-based Adder

The behavioral synthesizable HDL generated by FloPoCo for Virtex-5 adders with
the user-specified constraints of operating frequency remaining the same as obtained
through our approach of constrained placement, shows that the circuit description
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Fig. 2.6 Basic building
bock for pipelined
implementation of hybrid
ripple carry adder (RCA)

Fig. 2.7 Xilinx DSP slice-based adder [17]

generated is pipelined after every 2-bit addition as shown in Fig. 2.8. This in itself
proves that the architecture cannot enjoy the benefit of utilizing a complete length-
4 carry chain natively available in the Virtex-5 family. This results in a complete
LUT-based implementation and the frequency constraints are not met.
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Fig. 2.8 Architecture for FloPoCo generated adder

2.4.1.4 Fast Carry Adder Using Carry-Lookahead Mechanism

The novel adder proposed in [16] had been designed using carry-lookahead mecha-
nism by splitting an n-bit adder into two independent, identical portions L-RCA and
H-RCA, each of which calculates n/2 sum bits (assuming n to be even). The H-RCA
receives its carry input from a fast carry generator circuit. Both the L-RCA and
H-RCA are architecturally identical to the pipelined implementation of the hybrid
RCA shown in Fig. 2.6. The architecture of the fast adder architecture proposed in
[16] for 64-bit operands is shown in Fig. 2.9. The reformulation of the carry-chain
computation [18] has been addressed in the fast carry generator, where Pi : j and

Fig. 2.9 Fast adder architecture proposed in [16]
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Gi : j denote the group-propagated carry and the group-generated carry functions,
respectively, for a group of bit positions i, i − 1, . . . , j (with i ≥ j) [19].

Pi : j =
{

Pi , if i = j

Pi Pi−1: j if i ≥ j
(2.4)

Gi : j =
{

Gi , if i = j

Gi + Pi Gi−1: j if i ≥ j
(2.5)

where Pi = ai ⊕ bi and Gi = ai bi .
The recursive Eqs. (2.4)–(2.5) can be further generalized to Pi : j = Pi :m Pm−1: j

and Gi : j = Gi :m + Pi :m Gm−1: j where i ≥ m ≥ j + 1. For the mth bit position,
(i ≥ m ≥ j), we have cm = Gm−1: j + Pm−1: j c j . In Fig. 2.10, Gi : j and Pi : j are
calculated using 6-input LUTs, where i = j + 1 and m = i + 1. cm are calculated
using the carry chain.

Thus,

Fig. 2.10 Architecture for
fast carry generator [16]
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Pi : j = Pi Pj = (ai ⊕ bi )(a j ⊕ b j )

Gi : j = Gi + Pi Gi−1: j = ai bi + (ai ⊕ bi )a j b j

cm = Gm−1: j + Pm−1: j c j = Gm−1:m−2 + Pm−1:m−2cm−2

= Gi : j + Pi : j cm−2 = Pi : j Gi : j + Pi : j cm−2

Hence, cm can be obtained from cm−2 using only a single multiplexer in the fast
carry generator, which is in contrast to the hybrid RCA that computes cm from cm−2
using twomultiplexers of the carry chain. Hence, c8 can be obtained from c0 within a
single slice, which is shown as follows where (2.6) assumes the same form as (2.3):

c8 = P7:6G7:6 + P7:6c6 = P7:6G7:6 + P7:6[P5:4G5:4 + P5:4c4]
= P7:6G7:6 + P7:6[P5:4G5:4 + P5:4[P3:2G3:2 + P3:2[P1:0G1:0 + P1:0c0]]] (2.6)

The n/2-bit H-RCA requires 	n/8
−1 pipeline stages, while the n/2-bit fast
carry generator requires 	n/16
−1 pipeline stages. Overall, an n-bit fast carry adder
requires 	3n/16
−1 pipeline stages, including the pipeline stage between the fast
carry generator and the H-RCA.

2.4.1.5 Adder Implementation Results

Theadder circuit has been compared forfivedesign styles—FPGAfabric-based adder
(IP Core) generated by the GUI utility in ISE, DSP slice-based adder, the FloPoCo
generated adder, the fast carry generator-based adder [16] and hybrid RCA. The cir-
cuits were implemented on a Xilinx Virtex-5 FPGA, device family XC5VLX330T,
package FF1738 and speed grade-2 using the Xilinx ISE (v 12.4) design environment
and all the post place and route implementation results are tabulated and compared
with [16]. The dashed entries in Table2.2 indicate that the equivalent results are either
not applicable or not reported in [16]. The speed of operation, resource utilization,
and power-delay product (PDP) of the architectures have been compared with those
reported in the existing literature (if any) for different modes of implementation.
Power-delay product has been calculated as the product of the power dissipation,
the (minimum) clock-period (toggle rate of 12.5%), and the latency (in terms of the
number of clock cycles required to complete the computation). Although not explic-
itly mentioned in [16], the authors informed us through personal correspondence that
they inserted register banks in the Fast Carry Adder only at the input and output ports
of the circuit to estimate the frequency. The important trend to note here is that in all
cases, constrained placement adders give substantially better performance than the
corresponding unconstrained placed adders of the same operand width.

A partial floorplan view for a 128-bit adder is shown in Fig. 2.11 for two dif-
ferent implementation modes: fabric IP Core-based pipelined 128-bit adder with
unconstrained placement, and a 128-bit pipelined hybrid RCAusing proposed design
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Fig. 2.11 Partial floorplan views for 128-bit adder for fabric ISEGUI-based adder and hybrid RCA
with constrained placement. a Partial floorplan of IP core-based fabric adder with unconstrained
placement. b Partial floorplan of hybrid RCA with constrained placement

methodology. From this figure, it is clearly visible that synthesis tools perform an
unoptimized inference of logic elements and their random and haphazard placement.

2.4.2 Loadable Bidirectional Binary Counter Architecture

2.4.2.1 Proposed Counter Architecture

An up/down counter can be realized as a combination of a D-FF-based Parallel-
In Parallel-Out (PIPO) register and an incrementer/decrementer, which accepts the
output of the register as its input, and feedbacks its outputs to the input of the register,
as shown in Fig. 2.12. Thus, counters have higher routing complexity in comparison
to adders. The carry chain has been configured as wide AND gate for up-counter
and wide OR gate for down counter as shown in Fig. 2.12, where larger counters can
be realized by successive cascading of the “Stage 1” block. The PIPO register has
been realized using the “FDRSE”Xilinx primitive which is a D-FFwith synchronous
reset, set, and clock enable. Pipeline latency cannot be tolerated in a counter design,
as the inputs to the PIPO register come at a specific instant of time and outputs are
expected to be obtained in the following clock cycle. Hence, the pipelined latches
are realized using the “FDCPE” Xilinx primitive [4] which is a D-FF with clock
enable and asynchronous preset and clear. These FFs are presetted if the output from
the previous carry chain of the adjacent slice is high and cleared if low. For an n-bit
counter, 	n/4
−1 asynchronous pipeline stages are required.
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Fig. 2.12 Architecture for
loadable, up/down counter
targeted towards Xilinx
Virtex-5 FPGA

The basic building block of this architecture is a 4-bit counter realized within a
single slice. The logic functionality of accepting a new data D AT Ai , when the “load
control” signal L D to load external data to the FFs is high, and accepting the output
from the FFs when L D is low, along with the XOR operation, is taken care of by the
6-input LUT configured as O6 = (L D · Qi + L D · D AT Ai )⊕U P/DOW N , where
the counter counts up if U P/DOW N = 0, and counts down if U P/DOW N = 1.
The terminal count is detected by the carry output of the most significant carry chain.
As the external data to be loaded into the register is not supplied directly to the input
of the FFs, but comes from the output of the incrementer/decrementer logic, the user
must send the value (x − 1) to load an up-counter with the value x , or send (y + 1)
to load a down-counter with the value y.
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Fig. 2.13 Xilinx Virtex-5
DSP slice-based counter [17]

2.4.2.2 DSP Slice-Based Counter

Counters can also be designed using DSP48E slices, where n-bit counters can be
realized by cascading 	n/48
 DSP48E slices along a column, as shown in Fig. 2.13.
To achieve the desired functionality, the slices have been configured as a 48-bit accu-
mulator each by setting the attributes “OPMODE” as 0101100, and “ALUMODE”
as 0000 for addition and 0011 for subtraction [17]. The additional usage information
to be taken note of is that while the counter is operating as a down-counter and the
user wants to load the registers with the value x , the two’s complement of x must be
given as input. Currently, FloPoCo (v 2.5.0) does not generate HDL for counters.

2.4.2.3 Counter Implementation Results

The circuits were implemented on a Xilinx Virtex-5 FPGA, device family
XC5VLX330T, package FF1738 and speed grade-2 using the Xilinx ISE (v 12.4)
design environment and all the post place and route implementation results are
tabulated. Operating frequencies for both the counter synthesized from behavioral
description and that generated through the GUI utility deteriorate steadily with
increase in the number of output bits. In contrast, the proposed design shows better
operand width scalability with respect to frequency. FloPoCo, however, does not
support counter implementations till its latest release (Table 2.3).

2.5 Compact FPGA Implementation of Cellular Automata
Circuits

Cellular Automata (CA) circuits are useful for test pattern generation and construc-
tion of Built-In Self Test (BIST) structures within VLSI chips [20]. The regular,
modular, and cascadable structure of CA with only local neighborhood dependence
of the cells makes it suitable for VLSI implementation [20, 21]. The perceived
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Table 2.3 Counter implementation results

Operand
width

Counter circuit Freq (MHz) Power
delay
product
(pJ)

#FF #LUT #DSP #Slice

32 Behavioral
counter

504.80 48.67 32 49 0 15

Fabric counter
(ISE GUI)

536.19 50.52 32 47 0 14

DSP slice
counter

550.00 35.65 0 0 1 0

Proposed
counter

587.89 37.30 39 41 0 17

48 Behavioral
counter

400.32 43.39 48 70 0 29

Fabric counter
(ISE GUI)

427.35 59.09 48 69 0 30

DSP slice
counter

550.00 40.80 0 0 1 0

Proposed
counter

567.21 57.10 59 61 0 25

64 Behavioral
counter

367.51 53.33 64 94 0 32

Fabric counter
(ISE GUI)

387.59 67.47 64 93 0 39

DSP slice
counter

500.00 50.46 0 0 2 0

Proposed
counter

565.61 59.85 79 81 0 33

96 Behavioral
counter

292.65 89.08 96 139 0 46

Fabric counter
(ISE GUI)

298.95 84.39 96 137 0 43

DSP slice
counter

500.00 61.64 0 0 2 0

Proposed
counter

562.75 72.59 119 121 0 48

(continued)
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Table 2.3 (continued)

Operand
width

Counter
circuit

Freq (MHz) Power
delay
product
(pJ)

#FF #LUT #DSP #Slice

128 Behavioral
counter

231.70 121.02 128 186 0 64

Fabric
counter (ISE
GUI)

246.49 119.03 128 184 0 67

DSP slice
counter

500.00 79.30 0 0 3 0

Proposed
counter

563.70 111.12 159 161 0 64

regularity and locality of interconnects in a CA are often logical rather than physi-
cal, and difficult to achieve in practical implementations. Implementation of CA on
FPGAs often turns out to be inefficient, because usually the user has limited control
on the inference of logic elements, along with their placement and routing.

In [22], authors had reported faster implementation of CA on FPGA hardware,
compared to optimized software implementation by achieving a speedup in the range
of 14–19. A methodology for VLSI implementation of CA algorithms, where an
automatic translation scheme from CA algorithms to the corresponding VHDL was
proposed in [23]. FPGA-based CA implementation was also reported in [24]. How-
ever, to the best of our knowledge, there has been no reported work regarding the
principles and design philosophy for efficient low-level implementation of CA on
modern families of actual FPGAs, aiming to map the CA structures optimally to the
native architecture of the FPGA.

To demonstrate our proposed design philosophy, consider a null boundary, max-
imal length linear CA [25] which is a collection of a discrete lattice of cells, where
each cell has a D-FF with associated combinational logic. If the CA has n cells,
then the state at any instant may be expressed as Yt = {q0(t), q1(t), . . . , qn−1(t)},
where qi (t) denotes the state of the i th cell at the t th instant of time. The state
of the i th cell at the (t + 1)th instant of time is denoted by qi (t + 1), where
qi (t + 1) = f (qi−1(t), qi (t), qi+1(t)), which determines the combinational logic
for each stage. Here, ‘ f ()’ is known as the rule of the CA [25], which, if expressed
in the form of a truth-table, the equivalent decimal output is called rule number of
the CA. For example, the next state logic equations for rule-90 and rule-150 CAs are
given as qi (t + 1) = qi−1(t) ⊕ qi+1(t) and qi (t + 1) = qi−1(t) ⊕ qi (t) ⊕ qi+1(t)
respectively [26] with their circuit representations as depicted in Fig. 2.14.

If the CA is linear, the combinational logic functions f () involves only XOR
logic. A CA having a combination of XOR and XNOR logic is called an additive
CA, whereas for non-linear or non-additive CA, f () involves AND/OR logic [27].
If all CA cells obey the same rule, then it is termed as uniform CA, else it is a hybrid
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Fig. 2.14 Combinational logic for cells corresponding to rule-90 and rule-150

CA. By convention, CA is usually described by a string of 0’s and 1’s, where, for
example, ‘1’ refers to rule-150 and ‘0’ refers to rule-90. Our proposed methodology
can efficiently implement two-rule linear, additive, uniform and hybrid CAs.

2.5.1 Adapting CA to the Native FPGA Architecture

Packing is a key step in the FPGA tool flow that is tightly integrated with the bound-
aries between logic synthesis, technology mapping and placement [3]. For Virtex-5
FPGAs, the packing technique targets the dual-output LUTs to achieve area efficiency
by exploring the feasibility of packing two logic functions into a single LUT [3].
This is possible whenever the two logic functions have no more than five distinct
input variables. In such cases, a more efficient mapping of the design is expected,
culminating into shorter interconnect wirelength, which in turn results in lesser crit-
ical path delay. However, our implementation results for Virtex-6 family of FPGAs,
which is an advanced and modified version of Virtex-5, clearly show that in spite of
the methodology adopted by the common FPGA CAD tools, the packing behavior
is highly unpredictable and the tool fails to configure the LUTs in the dual output
mode. This doubles the overall LUT and slice requirement.

Consider a 1-D CA where the next state of a particular cell depends only on itself
or on one or both of its two immediate neighbors. It is easy to deduce that in such
cases, any two adjacent cells can have a maximum of four distinct inputs. In such a
situation, it is possible to pack the next state logic for any two adjacent cells of a CA
into a single LUT. Since Virtex-6 architectures facilitate registering of both the LUT
outputs using two FFs present in the same slice as that of the LUT, we can achieve
a compact FPGA realization of the architecture [28]. The architecture for a 16 cell
1-D linear maximal length CA for the (primitive) polynomial x16 + x5 + x3 + x2 +1
(or the equivalent hybrid rule < 0001111001001000>) [29] is shown in Fig. 2.15.
Thus, for an n-cell maximal length CA architecture, 	n/8
 Virtex-6 FPGA slices are
required.
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Fig. 2.15 Optimized architecture for a high-performance 16-bit 1-D linear CA for the (primitive)
polynomial x16 + x5 + x3 + x2 +1 (or the equivalent hybrid rule<0001111001001000>) mapped
on Xilinx Virtex-6 FPGAs [28]

2.5.2 CA Implementation Results

The CA circuits were implemented on Xilinx Virtex-6 FPGA, device family
XC6VLX550T, package FF1760 and speed grade -2 using the Xilinx ISE (v 12.4)
design environment. Polynomials of CAs of the order 32, 48, 64, 80, and 96
were implemented using two different techniques—RTL coding followed by uncon-
strained automatic logic synthesis by ISE and the custom design technique using the
proposed design methodology. It was observed that for an RTL description of the CA
circuit, the Xilinx post place and route results indicate that double the FPGA area
gets consumed than what a compact realization should have taken. The operating
speed for the CA circuits also drastically reduces as the order of the polynomial is
steadily increased, which is undesirable from the point of view of hardware accel-
eration. The implementation results were compared with respect to their frequency
of operation, PDP, and hardware resource requirement (FFs, LUTs and slices), and
are tabulated in Table2.4. The polynomials are from [30] and, for example, the
entry in the polynomial field of Table2.4, 32 28 27 1 0, represents the polynomial
x32 + x28 + x27 + x + 1.
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Table 2.4 CA implementation results

Polynomial Mode of
implemen-
tation

Freq
(MHz)

Power
delay
product
(pJ)

#FF #LUT #Slice

32, 28, 27, 1, 0 RTL design 1014.20 31.61 32 30 8

Proposed
design

1103.75 31.15 32 16 4

48, 28, 27, 1, 0 RTL design 320.41 37.36 48 46 12

Proposed
design

1089.32 40.26 48 24 6

64, 4, 3, 1, 0 RTL design 361.40 43.80 64 64 16

Proposed
design

1083.42 52.92 64 32 8

80, 38, 37, 1, 0 RTL design 414.08 64.05 80 78 20

Proposed
design

976.56 59.08 80 40 10

96, 49, 47, 2, 0 RTL design 361.79 70.92 96 96 24

Proposed
design

908.27 62.59 96 48 12

2.6 Design Automation

The design of all the circuits has been automated using a CAD tool developed by us.
We call the CAD tool FlexiCore, short for “Flexible Arithmetic Soft Core Genera-
tor.” It is flexible in a sense that the operand widths for the mapped circuits can be
varied, and the CAD tool allows partial control to the user over the placement of the
circuits on the FPGA fabric. The tool is developed in JAVA, and includes a simple
GUI. The CAD software executable is invoked from the TCL command—prompt
in-built in Xilinx ISE using a top-level TCL script. Currently, FlexiCore can generate
synthesizable HDL and placement constraints for adders/subtractors, absolute differ-
ence circuits, multipliers, squarers, universal shift registers, comparators, counters,
and CA-based pseudorandom binary sequence generators.

The FlexiCore design flow is depicted in Fig. 2.16. Here, the top-level script
invokes aGUIwhichdisplays the list of circuits currently supportedbyFlexiCore, and
prompts the user to enter (in theGUI entryfields) the circuits (alongwith their operand
widths and whether the user wants pipelined/non-pipelined version), for which the
user wants constrained placement-based high-performance design. The user can also
optionally enter the starting coordinate for the entire constrained placement exercise.
If this is not provided, FlexiCore determines the feasible starting coordinate from
the existing project constraints file called User Constraints File (.ucf).

After the user enters her options, FlexiCore examines the feasibility of placement
of the selected building blocks on the FPGA fabric, with the starting coordinate
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Fig. 2.16 The FlexiCore design flow for arithmetic circuits

entered by the user as origin, or the starting coordinate inferred. It takes into con-
sideration the existing placement constraints, if any, in the project constraints file. If
the placement is deemed feasible, FlexiCore performs the following:

• Generates the Verilog module descriptions for the selected circuit building blocks,
and adds the files to the current project. Care is taken to ensure that no hardware
primitive on the FPGA is used more than once in building the high-performance
building blocks. Pipeline registers as required, are automatically inserted. At
present,FlexiCore supports two options—either amaximally pipelined implemen-
tation (optimized for Virtex-5 and Virtex-6 platform), or a purely combinational
circuit. We expect to support variable latency circuits in future.

• Modifies the project User Constraints File (.ucf), by adding the placement con-
straints for the generated high-performance circuit building blocks.

• Creates a log file to provide the user with all the necessary information about the
generated modules.
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Fig. 2.17 The FlexiCore design flow for CA circuits [28]

If FlexiCore fails to find a feasible placement configuration, it reports it to the user
and again prompts her to enter a (reduced) number of building blocks, or a different
starting coordinate. Note that the situation where FlexiCore fails to find a feasible
placement rarely arises, given the large availability of resources on a Virtex family
FPGA. We did not find any such scenario with our real-life design testcases.

To accommodate the CA circuits into the CAD tool for their automatic generation,
provision has been kept for the user to invoke the GUI, which displays all the list of
rules corresponding to which equivalent CA circuits can be generated, and prompts
the user to enter the following fields: the two CA rule numbers, their corresponding
encoding of 0 and 1, and the hybrid CA rule comprising of a string of 0’s and 1’s.
The CAD tool interprets the string by reading two bits at a time, calculates the truth
table of the dual output LUTs appropriately for realizing the next state logic for
the CA cells, and instantiates the required FPGA logic elements in the HDL code.
The remaining CAD tool flow remains to be the same as for arithmetic circuits. The
design flow, particularly for CA circuits, is shown in Fig. 2.17.
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2.7 Case Study—a Greatest Common Divisor (GCD)
Calculator

We shall present a case study of the hardware implementation of a Greatest Common
Divisor (GCD) calculator. The architecture uses several of the arithmetic building
blocks supported by FlexiCore such as the absolute difference circuit, counter, and a
barrel shifter. The architecture has been derived from the Binary GCD algorithm [31]
which has been explained in Algorithm 1. This algorithm uses simpler arithmetic
operations than the conventional Euclidean GCD algorithm as it replaces complex
operations such as division and multiplication with division and multiplications by
powers of two (implemented using only shift operations), comparisons and subtrac-
tions [32], thereby making it suitable for hardware implementation .

The architecture for the algorithm at the block diagram level is shown in Fig. 2.18.
We present two multi-function registers P and Qwhich are loaded in accordance with
the control signals: active low load control signal I N I T , which accepts two unsigned
integers as inputs whose GCD has to be computed, and LSBs of registers P and Q as
depicted in Table2.5. The multifunction registers and its associated combinational
logic, which is a nonstandard representation of a 4:1 multiplexer, has been mapped
intelligently to the 6-input LUTs and wide function multiplexers MU X F7 as shown

Algorithm 1: GCD Calculation Algorithm
Input: 2 unsigned integers: P and Q.
Output: S : GCD of P and Q
Rem(P, Q): Remainder when P is divided by Q1
abs(P − Q): Absolute difference of P and Q2
min(P, Q): Minimum of P and Q3
Computation_Over_Flag ← 0, R ← 04
begin5

while P �= Q do6
if (Rem(P,2)==0) then7

P ← P/2;8
if (Rem(Q,2)==0) then9

Q ← Q/2;10
R ← R + 1;11

else12
if (Rem(Q,2)==0) then13

Q ← Q/2;14

else15
P ← abs(P − Q);16
Q ← min(P, Q);17

end18

S ← P ∗ (2R);19
Computation_Over_Flag ← 1;20
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Fig. 2.18 Overall architecture of the GCD computation circuit

Table 2.5 Function table for the multi-function registers and counter

Control/Select signals Registers Counter

I N I T P0 Q0 P Q R

0 X X LOAD LOAD 0

1 0 0 P/2 Q/2 R + 1

1 0 1 P/2 Q R

1 1 0 P Q/2 R

1 1 1 |P − Q| min(P, Q) R

in Fig. 2.19 to ensure compact implementation. The absolute difference circuit has
been realized as was proposed in [33] which comprises of a less-than comparator
(Fig. 2.20) and a subtractor (Fig. 2.21) as its sub-circuits. If A and B are two inputs, the
n-bit less-than comparator generates a high signal if A < B. Each LUT accepts 2-bit
sub-words Ai :i−1 and Bi :i−1, each of which has nomore than four distinct inputs, and
outputs two signals Aeq Bi :i−1 and Aless Bi :i−1. Aeq Bi :i−1 = 1 if Ai :i−1 = Bi :i−1
and Aless Bi :i−1 = 1 if Ai :i−1 < Bi :i−1. Aeq Bi :i−1 drives the select line of the
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Fig. 2.19 Multifunction register

multiplexer of the carry chain and Aless Bi :i−1 is an input to the multiplexer which
is selected if Aeq Bi :i−1=0. If xi = AiBi and xi−1 = Ai−1Bi−1, then

Aless Bi :i−1 = Ai Bi + xi Ai−1Bi−1

Aeq Bi :i−1 = xi xi−1

The output of the less-than comparator A_l_Bn decides upon the operation A− B
or B − A. For an n-bit less than comparator, its output A_l_Bn is obtained using the
following Boolean logic recurrence relation:

A_l_Bn = Aeq Bn:n−1Aless Bn:n−1 + Aeq Bn:n−1A_l_Bn−2

where the base condition is A_l_B0 = 0. This recurrence relation bears exact resem-
blance to (2.3) making it an ideal candidate for carry-chain implementation. When
A_l_Bn = 1, B + A + 1 is computed, else A + B + 1 is computed, as shown in
Fig. 2.21, where A and B are the 1’s complement of A and B respectively.

Fig. 2.20 Module
computing if A < B [33]
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Fig. 2.21 Module
computing absolute
difference [33]

The absolute difference circuit has been pipelined using the “FDCPE” Xilinx
primitive [4] where these FFs are presetted if the output from the previous carry
chain of the adjacent slice is high and cleared if low. An intermediate output A_l_B
(which decidedwhether to compute A−B or B− A) of the absolute difference circuit
serves as a select line to the multiplexer which outputs the minimum of two numbers.
This architecture to compute the minimum of two numbers has been realized using
dual output LUTs as shown in Fig. 2.22. The counter keeps track of the number of
left shifts to be applied to the contents of the P register after the final iteration. The
contents of the register P are left-shifted using a barrel shifter which is implemented
using dual output LUTs as shown in Fig. 2.23 where stage i of the barrel shifter
(i ≥ 0) can implement a 2i /0 bit shift. Thus, the data to be shifted is given to the data
inputs of the multiplexers, whereas the amount of left shift is given as input to the
select lines of the multiplexers in the barrel shifter. The final output gives the GCD
of two numbers.

Fig. 2.22 Circuit to compute minimum of two numbers
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Fig. 2.23 LUT level implementation of the barrel shifter

2.7.1 GCD Implementation Results

The GCD computation circuit for 32-bit operands was implemented on the Xilinx
Virtex-5 FPGA using two approaches: behavioral Verilog modelling, and second,
using constrained arithmetic circuit descriptions generated by FlexiCore. Results
are tabulated in Table2.6, where the two input operands are 70 and 100. The results
clearly indicate that using the second approach, the designer can achieve a higher fre-
quency and lower PDP value with considerable lesser amount of hardware resources.

Table 2.6 Implementation results for a 32-bit GCD Circuit (Operands: 100 and 70)

Implementation
mode

Freq (MHz) Power delay
product (pJ)

#FF #LUT #Slice

Behavioral mod-
elling

160.49 745.85 69 356 208

Primitive
instantiation

214.73 508.87 87 298 93
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2.8 Conclusion

Manual instantiation of hardware primitives and macros, and their careful, con-
strained placement on the FPGA fabric leads to very promising performances in
terms of speed. We have considered some arithmetic circuits and pseudorandom
sequence generators which are very regular in their architectures and have shown
how to configure them using the bit-sliced design paradigm where an entire archi-
tecture has been constructed using identical sub-circuits. Designs that are pipelined
and have a very regular data flow, like those considered in our work, usually lend
themselves to regular floorplanning. Since each slice of an FPGA are register-rich,
pipelined implementations can be donewith easewithout consuming additional num-
ber of slices. The regular architectures also facilitate their design automation which
is taken care of by the FlexiCore CAD tool. The tool is not only capable of gener-
ating the synthesizable HDL and placement directives for the designs, but can also
examine the feasibility of placement of a circuit by ensuring that the area spanned
by it on the FPGA fabric is not occupied by any other logic.
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Chapter 3
Design Intelligence for Interconnection
Realization in Power-Managed SoCs

Houman Zarrabi, A.J. Al-Khalili and Yvon Savaria

Abstract In this chapter various intelligent techniques for modeling, design, automa-
tion, and management of on-chip interconnections in power-managed SoCs are
described, including techniques that take into account various technological para-
meters such as crosstalk. Such intelligent techniques guarantee that the integrated
interconnections, used in power-managed SoCs, are well-designed, energy-optimal,
and meet the performance objectives in all the SoCs operating states.

3.1 Introduction

In deep submicron (DSM) realm, the design and the synthesis of VLSI Microsystems
target numerous complex embedded applications. For this purpose, the number of
the processing engines in a single chip is multiplied; which has led to the introduction
of multiprocessor systems on-chip (MPSoC). These engines heavily communicate
to synchronize their local data within the entire system network; this has resulted
in the introduction of communication-centric design domain. Arising performance
challenges need to be addressed together with the challenges due to system (energy)
resource constraints. These contradictory requirements have pushed the VLSI sys-
tem designers to investigate intelligent system-level solutions for the synthesis of
lowenergy MPSoC [1].
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Several intelligent solutions have been described in the literature that successfully
can reduce the energy consumption of the DSM VLSI Microsystems. One such
intelligent solution that addresses the simultaneous needs of both low energy and
high performance in VLSI Microsystems is the use of the power management design
scheme [2–5]. This intelligent class of technique has been extremely successful that
has become a design trend for DSM MPSoC design. A power-managed MPSoC
is typically designed and synthesized to enable its integrated components to run
at multiple operating states, wherein each state may be associated with a distinct
voltage and/or an operating frequency. A power management unit (PMU) intelligently
adjusts the system (components) operating states based on the momentum of system
workload.

In order to further improve the energyefficiency of DSM power-managed MPSoCs,
the communication and/or synchronization mechanisms need to be controlled inde-
pendently from the computing engines [6–9]. Yet, in order to fulfill these design
objectives, the system elements involved with those interconnect-centric mecha-
nisms, i.e., interconnections, need to be intelligently designed and controlled (man-
aged), to meet the performance objectives, in all the system operating states. This
issue becomes much more important specifically in DSM where, centimeter-long
interconnections and communication mechanisms (like integrated buses) are seen
within the VLSI Microsystems [10–12].

This chapter describes a complete flow which includes intelligent techniques for
modeling, design, and management of on-chip interconnects, in power-managed
VLSI. These intelligent techniques guarantee that the designed and managed inter-
connections have minimum energy requirements and that they meet all the perfor-
mance objectives (operating frequencies and/or latencies) in all the system operating
states. These techniques consider the impact of crosstalk in interconnects. This intel-
ligent flow is applicable to the design of VLSI systems enabled with run-time power
management, multiple voltage domains (voltage islands) [13], and multiple clock
domains (MCD) [14, 15] systems, to name a few.

With respect to the context of interconnection design, uniform repeater inser-
tion has been referred to, as a common interconnect optimization technique that
can improve the signal latency, signal integrity, and signal reliability. By splitting a
wire line into equally divided segments and inserting uniformly sized repeaters, the
signal latency in the wire is reduced. In this case, also a better signal noise margin
may be achieved. Many techniques have been stated on the uniform interconnection
design and repeater insertion in the literature [16–26]. Among which, the optimal
number and size of the repeaters to achieve the minimum signal latency have been
given in [16, 23]. Some contributions that investigate the design of interconnects
with latency, operating frequency, and area constraints, are found in [16, 17]. Some
researchers have contributed to power-optimal interconnection synthesis considering
latency and bandwidth constraints [18]. All previously reported methods, however,
consider systems running at their nominal operating state. Some researchers have
reported error-correcting techniques to improve the efficiency of power-managed
communication mechanisms [19]. This chapter aims at intelligently helping the
design of interconnect-centric components, synchronization and/or communication
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mechanisms, etc., to meet their performance objectives, in all the system operating
states, while minimizing the energy requirements.

With respect to the context of dynamic voltage scaling (DVS) design schemes for
power-managed VLSI, DVS is mainly designed and synthesized using performance
models derived for CMOS logic [2]. This underlying assumption has been made
repeatedly including in some modern works as well [15, 27–29]. The authors have
recently shown that modeling DVS systems based on CMOS logic in DSM, where
interconnect delays dominate those of logic, can be inaccurate [30]. Consequently,
the associated DVS schemes should be intelligently modified to maintain accuracy.
In this chapter, for the purpose of interconnection management, an intelligent DVS
scheme is stated that considers the effect of interconnect parasitic into account. For
this purpose, some design metrics that distinguish the performance of DVS system
components according to their interconnection delay portion are stated. Based on
the defined design metrics, a compact delay model and a method to intelligently
select the supply voltage for DVS are given. A scaling limit for hazard-free system
operation is also described. This limit differs from the one determined by the process
technology. The described intelligent DVS scheme, improves the performance and
energy savings of interconnections in power-managed VLSI. This chapter further
extends its associated preliminary concepts, as appeared in [31, 32].

The organization of the chapter is as follows: in the second section, performance
models as well as their impact and implications are described for intelligent modeling
of on-chip interconnections in power-managed VLSI systems. Based on these mod-
els, in the third section intelligent design space exploration methods are conducted
for crosstalk-aware energy-optimal on-chip interconnections, with latency and/or
operating frequency objectives, in power-managed VLSI. In the fourth section, the
intelligent energy-aware management scheme to control interconnections in power-
managed VLSI is described. The complete flow encompassing the intelligent meth-
ods is illustrated in the fifth section. In the sixth section, two integrated buses in a
power-managed environment, are designed and controlled as a case study. HSPICE
simulations are provided to confirm the validity of the described intelligent tech-
niques. Conclusions are given in the seventh section.

3.2 Intelligent Models of Interconnections
in Power-Managed SoCs

3.2.1 The Performance Models

For accurate performance modeling and analysis of on-chip interconnections in DSM
power-managed VLSI, we consider their generic building block model. This model
is based on the typical generic structure given in Fig. 3.1. Based on this figure,
the nominal propagation delay time (T50 %) of a single interconnect stage in this
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R d/h
R w/ k ,C t/ kC d*h C g*h

R d/h R d/h
R w/ k ,C t/ kC d*h C g*h

R d/ h

Fig. 3.1 A generic decoupled interconnect model in microsystems

structure can be expressed by (3.1) [33, 34]. Table 3.1 summarizes the definitions
and the notations, used throughout this chapter.

T (l, w, h, k) = 0.69Rd(Cb + Ct/hk) + 0.38Rw(Ct/k2 + 1.81Cgh/k) (3.1)

Equation (3.1), shows that the interconnect delay is a function of the interconnect
length (l) and its width (w), as well as, the size (h), and the number (k) of repeaters.
In (3.1), the coefficient 0.38 converts RC time constants of a distributed RC delay
model into a T 50 % contribution to the wire delay, and the coefficient 0.69 represents
the delay contribution for the rest of the Lumped components in the RC loops [33].
Equation (3.1) is based on the well-known Elmore delay model to compute the device
and interconnect delays [35]. Although the Elmore delay model may provide conser-
vative delay estimation in DSM designs, for routing wire trees with many branches, it
is still a good delay measurement for two-pin nets which includes the majority of all
nets in real designs [36]; and thus the focus of this work is for high-level modeling,
design, and management purposes.

The effective interconnect capacitance (ct ) seen in the model is based on the con-
sideration of the intrinsic interconnect capacitances (cw) and neighboring coupling
capacitances (cc) multiplied by the effective switching factor Eta (η), as in (3.2).
Equation (3.2) represents the decoupling technique that models the total effective
capacitance ct which is a widely accepted method of approximation for extracting
the effective interconnects capacitances [37–39]. It has been shown that a typical
value of 2 for η is practical when signal transition times is adequately fast [37, 40,
41]. The value of η, in the presence of aggressive crosstalk in DSM designs, can
reach the value of 4 [26, 39, 42].

ct = cw + ηcc (3.2)

An important point with respect to the interconnect delay model given by (3.1),
is the driver output resistance Rd , which is a supply voltage-dependent parameter
[34]. Each operating state i is associated with an operating supply voltage Vddi , in
this case the driver output resistance Rd , at the operating state i , is approximated
by [34]:

Rdi = μ

[
Vddi

(Vddi − Vt )α

]

︸ ︷︷ ︸
Ni

(3.3)
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Table 3.1 Summary of the definitions and the notations used throughout this chapter

Notation Meaning

l Interconnect length

w Interconnect width

h Size of interconnect repeaters

k Number of interconnect repeaters

Rd Output resistance of a min-sized repeater

Cg Input capacitance of a min-sized repeater

Cd Output capacitance of a min-sized repeater

Cb Cb = Cg + Cd

rw Interconnect resistance (unit length)

Rw Interconnect resistance, Rw = rw ∗ l

cw Interconnect capacitance (unit length)

Cw Interconnect capacitance, Cw = cw ∗ l

cc Interconnect coupling capacitance (unit length)

Cc Interconnect coupling capacitance, Cc = cc ∗ l

η Signal coupling switching factor

ct Effective interconnect capacitance (unit length), ct = cw + ηcc

Ct Effective Interconnect capacitance, Ct = ct ∗ l

Rdi Output resistance of a min-sized repeater at system state i

Vddi The operating supply voltage at system state i

Vt Device threshold voltage

α Device saturation index

μ Device resistance coefficient

Rd0 Nominal output resistance of a min-sized repeater

si System operating state i

Si Normalized scaling factor by which Rdi scales with Vddi

hi Size of repeaters, needed by system state i

ki Number of repeaters, needed by system state i

hil Size of repeaters, needed by state i , for latency objective

kil Number of repeaters, needed by state i , for latency objective

hi f Size of repeaters, needed by state i , for frequency objective

ki f Number of repeaters, needed by state i , for frequency objective

Li Interconnect latency at system state i

fi Interconnect operating frequency at system state i

αs Wire switching activity factor

ϑ The product of h and k, ϑ = h∗k

N Number of interconnects in parallel

AR Area overhead of a min-sized repeater

τd Relative RC time constant due to repeaters

τw Relative RC time constant due to interconnects
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In (3.3), μ is a coefficient that incorporates the design and the technology paramet-
ric values. Equation (3.3) shows that the driver output resistance is supply voltage-
dependent and varies with Ni . Accordingly, at the nominal operating conditions,
Rd0 = μ ∗ N0 (Rd0 and N0 represent the nominal values of Rdi and Ni respec-
tively). By substituting μ into (3.3), we conclude:

Rdi = Rd0 ∗ Si (3.4)

where:

Si = Vddi

(Vddi − Vt )
α

︸ ︷︷ ︸
Ni

/
Vdd0

(Vdd0 − Vt )
α

︸ ︷︷ ︸
N0

In (3.4), (Ni/N0) is the normalized scaling factor by which the output resistance
Rdi scales due to supply voltage changes. We call this scaling factor Si . Now, if we
rewrite (3.1) using the scaling factor Si , we will have

Ti (l, w, h, k) = 0.69[Rd0Si ](Cb + Ct/hk) + 0.38Rw(Ct/k2 + 1.81Cgh/k) (3.5)

Equation (3.5) is an intelligent line-delay model that only reflects the nomi-
nal design parameters, assuming that other design elements are supply voltage-
independent. Note that Rd0 is the driver output resistance at the nominal supply
voltage for a given design, for which the key technology parameters can be obtained
from predictive models [43], ITRS [44], or by manual analysis.

In a power-managed microsystem, each operating state i denoted by si , is asso-
ciated with a different supply voltage Vddi (referred to as dynamic voltage scaling
(DVS)) and/or with a different operating frequency fi (referred to as dynamic fre-
quency scaling (DFS)). Now assuming that in a power-managed microsystem subject
to operate at multiple states, at each state, various designs attribute for repeaters (i.e.,
h and k), may be needed to satisfy some performance objectives; in this case, the
given interconnect performance model (3.5), can be modified to:

Ti (l, w, h, k) = 0.69 Rd0(Cb + Ct/hi ki )︸ ︷︷ ︸
τd

Si + 0.38 Rw(Ct/k2
i + 1.81Cghi/ki )︸ ︷︷ ︸

τw

(3.6)
The difference between the performance models (3.5) and (3.6) is that in the latter,

distinct repeater design attributes (hi , ki ) are coupled with operating state si .
In (3.6), τd and τw, respectively, represent the relative RC time constants due to

repeaters and interconnect. Normalizing (dividing) the performance model (3.6) by
its value at the nominal operating state (T0 = Ti |i=0), regardless of the repeaters
repeater design attributes (i.e., (hi , ki )), yields:
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Tni (l, w, hi , ki ) =
(

1

1 + 0.55 τw
τd

)

︸ ︷︷ ︸
τd−r

Si +
(

1

1 + 1.81 τd
τw

)

︸ ︷︷ ︸
τw−r

(3.7)

In (3.7) the interconnect/wire delay portion (τd−r ) and the repeater (driver) delay
portion (τw−r ) are obtained by means of dividing the delay components τd and τw,
by the total delay time at the nominal operating state (assuming a same interconnect
design).

The intelligent performance models (3.6) and (3.7) will be utilized later, for the
design and management of interconnects in power-managed microsystems.

3.2.2 The Impact of Technology Parameters on the Intelligent
Interconnect Performance Models

A 45-nm technology node based on the Berkeley predictive technology model
(BPTM) is used throughout this chapter [43, 45]. The associated parameters for
the adopted technology are given in Table 3.2 [36, 43–46].

The interconnect repeaters considered in this chapter, will be implemented as
CMOS inverters. The repeaters are designed to be symmetrical with respect to their
rising and falling signal transition times. The PMOS to NMOS transistor ratio, for
this design technology, is considered to be 2.5.

The supply operating range is considered to be 0.4–1.0 V which implies perfect
super-threshold operating rang with no need for standard device library optimizations
or modifications [47]. It has been reported that 0.4 V supply voltage is a solution that
delivers (close to) energy-optimal design, especially adopted for the synthesis of
low duty cycle applications where mainly require ultra-low voltage operation [27,
48–50].

Another important parameter to be discussed is α, the velocity saturation index.
The value of α in typical full-swing super-threshold designs is smaller than 2 [33].

Table 3.2 45 nm node
technology parameters

Vdd0 (V) 1.0

Vt (V) 0.292

rw (�/mm) 129

cw (fF/mm) 44

cc (fF/mm) 10

Rd0 (K�) 15.7

cg (fF) 0.45

cd (fF) 0.41

AR (µm2) 0.034
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In the case of near-threshold (approaching sub-threshold) designs, the value of α is
better approximated by a value close to 2 [34]. In general, there is no definite closed-
form value or exact formulation for α, and its value varies according to process
technology, design parameters, as well as the supply voltage [30, 34, 51]. For this
work, we performed some simulation-based analyses with the selected technology,
in order to extract the correct profile of α.

The timing behavior for a cascade of minimal-sized symmetrical inverters for the
given operating range 0.4–1 V has been depicted in Fig. 3.2 subject to a step input
stimuli. We used the intelligent model (3.7), to extract the approximate value for α

from HSPICE simulation results. When the circuit is at the nominal supply voltage,
i.e., 1 V, the value of α that provides the best approximation is α ≈ 1.2. It is of
interest however, that the value of α, providing the best performance fit increases as
the supply voltage decreases. According to Fig. 3.2, α ≈ 2 is close to the best value to
predict delay scaling over a range of supply voltages when the supply is scaled from
1 to 0.4 V. Note that smaller values of α can lead to predicted delay scaling much
lower than simulated delays when Vdd is reduced. The values of α that provide the
best delay approximations with (3.7) as compared to the full circuit simulation when
Vdd is varied between 0.4 and 1 V are given in Table 3.3. This information is useful
when modeling, designing, and managing power-managed VLSI Microsystems.

An important fact with respect to Table 3.3 is that, the (α, Vdd ) pairs in this table are
coupled (since α is a function of Vdd ); that means for each supply voltage operating
region there is an associate α; if in the analysis the obtained pair does not comply with
Table 3.3, the analysis should be repeated based on the fundamental variable, i.e.,
Vdd . A third-degree curve-fitted polynomial function that characterizes the relation
of Vdd and α, according to Table 3.3, can be represented by

Fα(Vdd) = −5.55V 3
dd + 12.38V 2

dd − 9.99Vdd + 4.37 (3.8)

Fig. 3.2 Extracting the
approximate value for
velocity saturation index that
best matches HSPICE
transient simulation results.
The delays are normalized
by their respective nominal
values at Vdd = 1
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Table 3.3 Detailed profile of the saturation index over the full operating range 0.4–1.0 V

Vdd (V) α (HSPICE) Fα (model)

0.4 2.0 2.00

0.5 1.8 1.78

0.6 1.6 1.63

0.7 1.6 1.54

0.8 1.4 1.46

0.9 1.4 1.36

1.0 1.2 1.20

Comparison of HSPICE and the described curve-fitted function

Table 3.3 characterizes the intelligent relation between Vdd and α that obtained
from HSPICE, as well as, the quantified value of the described curve-fitted functional
model Fα . Either of these relations, i.e., (α, Vdd ) or (Fα(Vdd), Vdd ), can be utilized
intelligently in the processes of modeling, design, and management of interconnec-
tions in power-managed systems.

According to Fig. 3.2, some residual error exists for all values of α, assumed to
hold over the same operating range, for performance estimation. Figure 3.3 depicts
the average error observed, when different quantities for α are used for estimating
performances over the full operating range. According to Fig. 3.3, α ≈ 1.8 produces
the minimum average error (less than 4 % smaller than the error observed when
α = 2) over the full operating range 0.4–1 V. However, α ≈ 2, provides the best
approximation of the maximum possible scaling, which is a very important design
characteristic, especially for the synthesis of low duty cycle applications. Figure 3.3
can help for performance modeling, design, and management of power-managed
systems, when a single value of saturation index, need to be used. Further in-depth
analysis and the applications of saturation index modeling in power-managed sys-
tems, can be found in [30].

Fig. 3.3 Average error when
the performance is estimated
with different values of
assumed to hold over the full
operating range 0.4–1 V,
normalized with respect to
α = 2
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3.2.3 The Implications of the Performance Models

Figure 3.4 depicts τd−r in interconnect-centric designs based on the same 45 nm
technology node using (3.7). According to Fig. 3.4, as interconnects become longer
and the driver (repeater) size increases, τd−r tends to decrease. Now, Fig. 3.5 reports
Tni as a function Vdd of and τd−r . In the domain depicted in the figure, Tni passes
17 for logic (e.g., an ALU); whereas, for a typical interconnect-centric subsystem
(e.g., a bus) with a τw−r = 50 % (τd−r = 50 %), Tni drops below 10. It is of interest
that based on (3.7), smaller τd−r implies less delay scaling with voltage. Thus, in
advanced nanometer technologies, as wires become longer and the frequency of
operation increases, the performance of microsystems does not scale down as much
with voltage scaling.

Fig. 3.4 The driver delay
portion obtained based on
the driver size (h) and the
global interconnect length in
45 nm (k = 1, α = 2)

Fig. 3.5 Subsystems delay
subject to voltage scaling,
based on the driver delay
portion (τd−r ) and the supply
voltage, (k = 1, α = 2)
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3.3 Intelligent Design of Interconnections
in Power-Managed SoCs

In this section, utilizing the performance models given in the second section, we
describe methods to explore the design space for interconnect in power-managed
microsystems. These intelligent methods guarantee that the designed interconnects
will meet the performance objectives in all the system operating states.

3.3.1 Designing Interconnections with Latency Objectives

Let us consider a power-managed microsystem, projected to run at a given set of
operating states with certain latency objectives, which can be posed by system cycle-
time constraints, and is denoted by {(Li , Vddi )|i ∈ operating states 0…n}. For this,
the interconnect repeaters should be designed in a way to meet the target interconnect
latency objectives at the projected system processing states.

The line latency is k times the delay of a line segment. In this case, this latency
in power-managed systems at the operating state i , is modeled by

Li ≥ ki ∗ Ti (3.9)

In (3.9), Ti replaces (3.6). Equation (3.9), gives {(hil , kil)|i ∈ operating states
0…n} that characterizes the repeater design space for which target interconnect
latencies are met at the operating state i . Note that, according to this equation, the
obtained solutions are upper-bounded, since ki ≤ Li/Ti . The interconnect latency
objectives must be met in all the design operating states. Thus, the latency-aware
interconnect design subspace in a power-managed system is obtained through

{(h P M−L , kP M−L)} = {{(h0l , k0l)} ∩ · · · ∩ {(hnl , knl)}} (3.10)

3.3.2 Designing Interconnections with Frequency Objectives

Let us consider a power-managed microsystem, projected to operate at a given set
of operating states with certain operating frequency objectives, which can be posed
based on system workload model, and is denoted by {( fi , Vddi )|i ∈ operating states
0…n}. For this, the interconnect repeaters should be designed to meet the target
operating frequencies at the projected system operating states. We target interconnect
operating frequency instead of interconnect bandwidth, since our analyses are based
on T50 %, whereas for bandwidth, the analyses are based on signal full transition time
[18]. Note that as defined, the latency and bandwidth constraints are decoupled, as
multiple bus cycle times (inverse of bus frequency) may fit in one bus latency time.
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This model covers the case where a bus is pipelined with multiple bits transmitted
in a single latency time.

To solve this design problem, (3.6) is adopted to extract the required design values
(hi f , ki f ) that enable interconnects to meet target operating frequencies ≥ fi at the
operating state i . Solving (3.6) for ki as a function of hi , assuming the operating
state i , results into

ki = K (hi ) = β + √
β2 − γ RwCt

−2γ
(3.11)

where:

β = 0.69[(Rd0 ∗ Si )Ct/hi + hi RwCg]

γ = 0.69(Rd0 ∗ Si )Cb − Ti

In (3.11), Ti = 1/ fi . The solution gives {(hi f , ki f )|i ∈ operating states 0…n} that
defines the design space. Note that the lower bound of the design space is obtained
according to fi and the design space for operating frequencies greater then fi is also
valid. In order to ensure that interconnect operating frequency objectives are met in
all the design operating states, the solution should belong to the obtained solutions
of all the operating states. In this case, the interconnect design subspace to meet the
operating frequency objective, in the power-managed systems becomes

{(h P M− f , kP M− f )} = {{
(h0 f , k0 f )} ∩ · · · ∩ {(hn f , kn f )

}}
(3.12)

Depending on the interconnect design objectives, the valid portion of the design
space {(h P M , kP M )} for interconnect repeaters in power-managed systems is defined
by (3.10) when the design is only constrained by latency objectives (case I). It is
defined by (3.12) when the only constraints are operating frequency objectives (case
II). Finally, the intersection of the two defines the space of valid solutions when both
sets of objectives must met simultaneously (case III). In other words,

{(h P M , kP M )} =

⎧
⎪⎨

⎪⎩

{(h P M−L , kP M−L)} (I)

{(h P M− f , kP M− f )} (II)

{(h P M−L , kP M−L)} ∩ {(h P M− f , kP M− f )} (III)

(3.13)
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3.3.3 Designing Interconnections with Energy Objectives

The line average energy model in a power-managed VLSI system, running at the
operating state i , in a unified form, is given by [52–54]:

Ei = αs[Ct + ϑP M Cb]V 2
ddi (3.14)

In this equation, αs denotes the line (wire) switching activity factor and ϑP M =
h P M kP M . The only design variable in this model is ϑP M . Also, as can be seen
from (3.14), the line energy requirement increases monotonically with ϑP M , since
∂ A/∂ϑP M is a positive value. Therefore, the minimum energy is obtained for the
minimum value of ϑP M in the valid portion of the design space {(h P M , kP M )}.

3.3.4 Designing Interconnections with Area Objectives

The spanning area overhead due to repeater insertion in interconnects has been
reported in [17, 46]:

A = NϑP M AR (3.15)

In which N is the number of interconnects in parallel, AR is the area overhead
of a minimum-sized repeater defined in a given technology, and ϑP M = h P M kP M .
The only design variable in this model is ϑP M . Also, as can be seen from (3.15), the
area also increases monotonically with ϑP M , since ∂ A/∂ϑP M is a positive value.
Therefore, the minimum area overhead in interconnects is similarly obtained for the
minimum value of ϑP M in the valid portion of the design space {(h P M , kP M )}.

Due to the above observations, we consider ϑP M as a figure of merit for energy-
optimal and area-optimal design solution extraction from the interconnect design
space {(h P M , kP M )} for power-managed VLSI.

3.4 Intelligent Management of Interconnections
in Power-Managed SoCs

In the previous section, intelligent design methods were introduced that guarantee
the design of interconnects that meet the system performance objectives of all the
system operating states. The goal of this section is to describe intelligent methods
to manage/control the designed interconnect in power-managed microsystems for
efficient operation. In order to introduce some power management design scheme
for interconnections some intelligent design metrics and formulations are described.
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3.4.1 The DVS Design Metrics

According to (3.7), each distinct segment in a power-managed system with scaling
rate Si (at the operating state i), has an effective scaling rate proportional to τd−r ∗Si .
Since Si is the global scaling rate which applies uniformly to the system component,
then τd−r becomes a distinctive factor for each interconnect performance subject
to dynamic state transition. We call the factor τd−r , PLD, which designates the
Portion of the Logic Delay (PLD) in that interconnect segment. Accordingly, PLD is
considered as a design metric, which determines the performance of an interconnect-
centric component in a power-managed system subject to dynamic state transitions.

According to (3.7), each segment has also a unique complementary τw−r term.
Similarly, we call τw−r , PWD, the Portion of the Wire Delay (PWD) in that intercon-
nect segment. This concept can be formulated by (3.16). Accordingly, PWD could
be also considered a design metric. Note that either metrics may be employed, as
they are complementary.

PLD + PWD = 1 (3.16)

3.4.2 A Compact DVS Delay Model Using the Design Metrics

Based on the above formulations, the delay model given by (3.7) using design metrics
PLD and PWD, as well as (3.16), may be reformulated as (3.17).

Tni = PLD ∗ Si + [1 − PLD]
Tni = PLD ∗ [Si − 1] + 1 (3.17)

3.4.3 Scaling Limit for Hazard-Free System Operation

In VLSI, wire delays do not scale with the supply voltage (at least in its first approx-
imation [34]). This implies that the system scaling (Tni ) is limited by interconnects.
Therefore, in a microsystem subject to DVS, the segment that has the maximum inter-
connect delay portion (i.e., maximum PWD and hence the minimum PLD), becomes
the bottleneck against hazard-free scaling (assuming a minimum value is defined for
Vddi which results into a maximum value for Si ). Utilizing Eq. (3.17), this limit can
be formulated as

Tn-limit = PLDmin ∗ [Smax − 1] + 1 (3.18)

where PLDmin is the PLD of the segment in the system which has the minimum logic
delay portion. In this equation, Tn-limit indicates the scaling limit that can be reached
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by that DVS Microsystem (or its component) to avoid hazard conditions. Note that
the scaling rate Smax is obtained with the supply voltage set at its minimum acceptable
value. The minimum acceptable value for the supply voltage can be determined by the
design and/or the process technology. For system components that mainly include
logic like an ALU, PLDmin ∼= 1 and therefore Tn-limit ∼= Smax. This is the same
limit posed by the given process technology. In interconnect-centric components
such as in CDNs, NoCs, or buses, PLDmin 	 1 and therefore Tn-limit 	 Smax.
Therefore, in interconnect-centric components, the system scaling limit can reach
values significantly lower than the limit dictated by the process technology.

3.4.4 Selecting Supply Voltages

Recalling from the fourth section, (3.17) is a reformulated intelligent delay model
by which a target delay (or a target frequency) may be obtained. Equation (3.17) can
also be considered as a function of independent variables. Such function, in its most
concise form, is defined by

Tni = FT i (PLD, Vddi )

In the definition of function FT i , it is assumed that PLD and Vddi are considered
to be the only variables on which the function depends. Now, if we compute the
inverse of FT i w.r.t. Vddi , we will have

Vddi = F−1
T i |Vddi

= FV i (PLD, Tni ) (3.19)

The function FV i defines an intelligent relation by which the supply voltage, based
on a target delay and a given PLD, is obtained. The obtained supply voltage, based on
(3.19), is the solution for precise/efficient interconnect functionality at the operating
state i. This supply voltage may be different than the one initially introduced by the
system specifications which mainly consider logic. An important fact about FV i is
that its formation is heavily influenced by the value of α. When α equals to 1 or 2, the
resulting quadratic expression has a tractable analytic solution expressed by (3.20)
and (3.21).

3.4.5 The Interpolation Method

Formulating FV i for 1 < α < 2 is not a trivial task. In such cases, we may leverage
some form of interpolation for quantifying FV i (i.e., quantifying Vddi when 1.0 <

α < 2.0). For this, we initially explore the two bounds, i.e., the behavior of (3.20) and
(3.21), for a large spectrum of designs in 45 nm technology. Figure 3.6 depicts this
exploration. According to this figure, the two configurations α for equal to 1 and 2



84 H. Zarrabi et al.

Fig. 3.6 Quantifying FV i
for a large spectrum of
designs for α = 1 and α = 2
in 45 nm technology
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create bounds for trajectories with similar behavior, for a wide range of given design
points (PLD, Tni ). Because of this behavior, averaging as a means for interpolation is
attractive due to its simplicity and its efficiency. The procedure for formulating FV i

for 1 < α < 2 is as follows. Knowing that FV i , based on the technology defined
parameters and for α equal to 1 and 2 is bounded (referring to Fig. 3.6), we first
define α1 and α2 to be in the range from 1 to 2 (as relevant to the context). Thus,
they are also bounded and therefore their average

(
α1+α2

2

)
is in the same range and

is bounded. Accordingly, FV i for α equal to
(

α1+α2
2

)
is bounded. In this case, we

interpolate FV i by:

FV i |α=1 = N0Vt (Tni + PLD − 1)

N0(Tni + PLD − 1) − PLD
(3.20)

FV i |α=2 =
PLD + 2N0Tni Vt + 2PLDN0Vt − 2N0Vt

+
√

PLD2 + 4PLDN0Tni Vt + 4PLD2 N0Vt − 4PLDN0Vt

2N0(Tni + PLD − 1)
(3.21)

FV i |α =
(

α1 + α2

2

)
≈ FV i |α=α1 + FV i |α=α2

2
(3.22)

We may use (3.22) to intelligently quantify FV i for diverse quantities of α when
1 < α < 2. We may commence the iterative process of the averaging method with α

equal to 1 and 2, utilizing (3.20) and (3.21), and iterate to converge to the desired α.
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3.5 The Flow

The intelligent modeling, design, and management methods described earlier are
encompassed in a complete flow with two main phases: phase #1 includes the design
and phase #2 includes the management of interconnects, as shown in Fig. 3.7.

In the design phase, based on the intelligent modeling and design methods pre-
sented in the second and third sections, the valid portion of the design space for inter-
connects is explored. According to Fig. 3.7, initially the flow accepts the interconnect
length l and width w of the wire, as well as the set of the system operating states {si }
with their design objectives {si = (Li , fi , Vddi )|i ∈ operating states 0…n}. Later,
utilizing the presented models, the two design subspaces for interconnects which
meet the latency and operating frequency objectives, {(hPM−L , kPM−L} (using (3.9)
and Table 3.3), and {(hPM− f , kPM− f }, (using (3.11) and Table 3.3), are obtained.
Later, the valid portion of the system interconnects design space {(hPM, kPM} based
on either or both of these design subspaces (using (3.13)) is deduced. In the valid por-
tion of the interconnect design space {(hPM− f , kPM− f }, the optimal design point,
with respect to both energy and area efficiencies, is the one which has minimum
ϑ(h ∗ k) value. In practice, the number of interconnect repeaters (k) should be an
integer number; and when no bit inversion is required, should be an even integer
number. Since the analytical formulations may result into solutions that do not meet
this objective; eventually, the obtained solution may need to be updated. For this
purpose, the design point closest to the optimal design point in the design space
{(hPM, kPM} that has an (even) integer k, with the smallest ϑ , is reported as the
design space exploration solution. At this point, the flow intelligently delivers the
solution (h, k) of the given interconnect.

In the management phase, based on the solution (h, k) obtained from the design
phase, initially the nominal interconnect delay (using (3.5)) and its PLD (using (3.7))
are both calculated. The required scaling at the operating states, based on (3.5) and
(3.7) are obtained afterward. Later, the limit of scaling, which could be reached by the
given interconnect is calculated, using (3.18). This limit is important for the design
cases where timing violations should be avoided, especially in the cases of critical
paths, race-free subsystems, etc. Afterward, this limit is compared with the given
system scaling requirements. For each operating state i , if the required performance
is not greater than the scaling limit permitted by interconnect, the supply voltage,
using (3.19) and (3.22) when needed, is obtained; otherwise, the minimum defined
supply voltage is assigned. At this point, the flow intelligently delivers the solution
{Vddi }, which implies the set of supply voltages required by that interconnect in all
the system operating states.
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Fig. 3.7 The interconnect design and management flow

3.6 Case Study: Intelligent Design and Management
of Integrated Buses in a Power-Managed SoC

In this section, in order to validate the presented design and management schemes,
a design case is chosen as a case study. We employ the presented methods for the
design and management of integrated buses, in a power-managed platform. HSPICE
simulations are performed to confirm the validity of the presented methods.



3 Design Intelligence for Interconnection Realization in Power-Managed SoCs 87

Let us consider a power-managed system, running at two distinct active operating
states, for which the operating frequency and latency objectives, as well as the logic
operating states supply voltages are specified as {s0 = (2 GHz, 2 ns, 1 V), s1 =
(500 MHz, 10 ns, 400 mV)}. The target communication mechanisms are two inte-
grated 8-bit buses whose length and width are given as Bus #1 (10 mm, 8X) and
Bus #2 (10 mm, 4X), which aim to meet the specified performance objectives, given
earlier. Bus #1 is twice wide as Bus #2. The bus design model follows the methods
adopted in [19, 55–59].

A 45 nm technology node, with the parameters given in Table 3.2, is adopted.
Table 3.3 has been used to employ the suitable values for α in each operating state. It
is also assumed that only even number of repeaters (k) can be used (no bus inversion).

We considered wide global wiring structures, normally used in the design of
synchronization or communication mechanisms in VLSI systems. We first perform
the design space exploration for a bus with 8 X w-min line widths. In the second
design, we consider the bus line widths reduced to half.

In the design phase of the flow, the design space exploration is performed as fol-
lows. Initially, the solution boundaries that meet latency objectives for the two oper-
ating states, for the buses are found using (3.9). Recall that the associated boundaries
are upper-bounds. Those bounds are shown by the red curve for s0 (called s0−L ) and
by the blue curve for s1 (called s1−L ) in Fig. 3.8a for Bus #1, and in Fig. 3.8b for Bus
#2. All the buses defined by the solutions inside the almost square regions defined
by the red and blue boundaries meet the latency objective. The intersection of the
two regions becomes the solution {(hPM−L , kPM−L)}.

Later, (3.11) is employed to obtain the boundaries of the design space for operat-
ing frequency objectives. Those operating frequency-related boundaries are the red
dotted curve for s0 (called s0− f ) and the blue dotted curve for s1 (called s1− f ) as
shown in Fig. 3.8c for Bus #1 and in Fig. 3.8d for Bus #2. Recalling that larger h and
k give higher operating frequencies, thus clearly the obtained boundaries are also
bounds of the design space, with all solutions above each line meeting the respective
frequency objective. The intersection of s0− f and s1− f defines {(hPM− f , kPM− f )}.

In Fig. 3.8, the design spaces have been explored based on the two boundary values
of η. When wire/interconnects are considered to be fully shielded/isolated, η equals
zero and in the case of existing fully aggressive adjacent lines, η may reach four.
According to Fig. 3.8, we notice that the design space shrinks when the crosstalk
effects increase (η>0).

Before describing the valid portion of the bus design space, based on the results of
the above explorations, let us evaluate the behavior of ϑ in the given operating states.
Figure 3.9a, b depict the behavior of ϑ in the design space explorations of Bus #1 and
Bus #2, respectively. According to this figure, ϑ increases with h; accordingly, the
design points with smallest h, located at the most left side in the design spaces, are
the solution candidates to offer least energy and area overhead. Also, when η = 4,
almost twice larger ϑPM(hence twice larger bus overhead) is desired with respect to
the case when η = 0, to design the same buses. In other words, twice overhead is
associated with the interconnect/bus design, if shielding is not properly applied.
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Fig. 3.8 The design space exploration to meet the latency objectives in a Bus #1, b Bus #2; to meet
the operating frequency objectives in c Bus #1, d Bus #2

Lastly, the intersection of {(hPM−L , kPM−L)} and {(hPM− f , kPM− f )} defines the
valid portion of the design space for {(hPM, kPM)} the bus, meeting all design con-
straints shown in Figs. 3.9c, d for Bus #1 and Bus #2, as the region encompassing
rigid horizontal lines, assuming k as an even integer number.

Based on Fig. 3.9c, the theoretical design solution of this case study becomes
the design point (138, 4.9). This design point is the intersection of the latency and
operating frequency design boundaries of s1. Nevertheless, the design space, which
here is imposed by s1 may vary, when the design requirements changes. Note that k =
4.9, the number of repeater (stages), calculated with continuous analytic expressions,
is not an integer. Imposing the constraint that k must be an even integer as no bus
inversion is desired, the feasible design solution with the smallest ϑPM becomes (168,
6). This solution is compared with four acceptable adjacent design points (b, c, d, and
e), representing each of the four neighboring design regions, as shown by the design
point a in Fig. 3.9c, in order to highlight the efficiency of the presented methods.

The same design exploration is performed for a bus with its line widths reduced
to half. The analytical exploration analogous to the first scenario becomes the design
point (69, 4.9) as depicted in Fig. 3.9d. It is of interest that the solutions are reduced
to half, with respect to the first design case. The feasible design space solution with
the smallest ϑPM, in this design case, becomes (84, 6) according to the presented
method, also as shown as the design point f in Fig. 3.9d. This solution is compared
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Fig. 3.9 The required ϑ in the design space exploration of a Bus #1 and b Bus #2. The design
spaces of c Bus #1 and d Bus #2

with four acceptable neighboring design points (g, h, i, and j), representing four
sampled design regions, as shown by Fig. 3.9d, in order to highlight the efficiency of
the presented methods. Recall that the ten adopted design points are positioned as a
dot and as the center of the corresponding characters in Figs. 3.9c, d.

Two distinct signal transition patterns were applied to the buses: fully odd signal
transition patterns (like “00000000” to “11111111”), representing the best design
case and correlating to η = 0 design variable, and fully differential signal patterns
(like “01010101” to “10101010”), representing the worst design case and correlating
to η = 4 design variable. The detailed HSPICE simulation results of the ten candidate
design points are given in Table 3.4.

According to Table 3.4 and based on HSPICE simulations, for the design of Bus
#1, the design point a meets all design objectives with the least energy and area
overhead. Design point b meets all the design objectives but has higher energy and
area overhead than the optimal design (design point a). In this table, wherever a
violation occurs (i.e., an objective is not met) or a result is suboptimal, the associated
result is underscored. Design point c does not meet the latency objectives when
the signal patterns are fully differential. According to Fig. 3.9c, the design point cis
outside the design space defined by s1−L when η equals 4. Design point d does not
meet the latency or frequency objectives when the signal patterns are fully differential.
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Table 3.5 Extracted parameters for the management of the integrated buses

Bus Design PLD (%) T0− f
(GHz)

T0−L
(ns)

Ts− f
@ s0

Ts−L
@ s0

Ts− f
@ s1

Ts−L
@ s1

Ts−limit

1 a (168, 6) 86 15.1 0.39 7.55 5.12 30.2 25.6 14.9

2 f (84, 6) 86 15.0 0.39 7.50 5.12 30.0 25.6 14.9

According to Fig. 3.9c, the design point d is outside the design spaces defined by
s1−L or s1− f when η equals 4. Design point e does not meet the frequency objectives
when the signal patterns are fully differential. According to Fig. 3.9c, the design point
eis outside the design space defined by s1− f when η equals 4. All these design points
however meet the latency and performance objectives when the signal transitions are
not fully differential.

A similar situation exists in the design of Bus #2. According to Table 3.4, and
also validated by HSPICE simulations, the design point f meets all the design objec-
tives with the least energy and area overhead, as considered to be the feasible near-
to-optimum design point. Design point g does not meet the latency objectives s1
regardless of the signal patterns; according to Fig. 3.9d, the design point g is outside
the design space defined by s1−L . Design point h does not meet the latency objec-
tives s1 regardless of the signal patterns, nor the frequency objectives s1− f when
η = 4, i.e., when signal patterns are fully differential. Design point i does not meet
the latency or the frequency objectives regardless of the signal patterns; according
to Fig. 3.9d, the design point i is outside the design spaces defined by s1−L or s1− f .
Design point j does not meet the frequency objectives s1− f regardless of the signal
transition patterns. According to Fig. 3.9d, the design point j is outside the design
spaces defined by s1− f . All these design points on which Bus #2 is designed however,
meet the latency and performance objectives s0.

According to Table 3.4, the reduction of the bus wire widths to half has resulted
into the reduction of the energy and area overhead, for the same design requirements
(for a correct comparison Bus #2 designed based on f should be compared to Bus
#1 designed based on a).

As for the control/management phase of the flow, the process is performed as
follows. Initially, based on the obtained design solutions for the integrated Bus #1
as a, and for Bus #2 as f , the s as well as the nominal delays of the buses (here
both the nominal bus operating frequency T 0− f and latency T 0−L), using (3.5)
and (3.7) are calculated. Later, the scaling required at s0 and s1 for the operating
frequency T s− f and latency T s−L , based on (3.5) and (3.7) are obtained. The limit
of scaling for the buses, assuming a minimum defined supply voltage 400 mV, and
using (18) is further obtained. All the values obtained with the above steps for the
given integrated buses are given in Table 3.5. An important design note is that smaller
scaling implies larger supply voltage; therefore, in order for both the frequency and
latency objectives be met during DVS, we must perform the design exploration for
supply voltage selection based on the smaller scaling rate, i.e., the worst case, here
imposed by latency objectives as T s− f >T s−L . Another important fact with respect
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to Table 3.5 is, as the two considered buses have the same PLD, the acquired supply
voltages for various operating states become equal. This is not the general case; if
various bus lengths existed, various PLDs would be resulted and therefore various
supply voltages would be required.

Later, the supply voltages for all the operating states need to be obtained. The
related obtained solutions are given in Table 3.6. For the purpose of s0, using (3.20)
and (3.21), the supply voltages based on α = 1 and α = 2 are obtained. Later, using
(3.22) and in two iterations, the supply voltage based on α = 1.2 is calculated. The
obtained supply voltage 352 mV is in the range of 400 mV which is coupled with
α = 2 according to Table 3.3. Therefore, the acceptable design solution is the one
based on α = 2, since α is a function of Vdd ; this fact has been ignored conventionally
in modeling and was first highlighted in [30], also discussed in the first section. In
this case, the practical solution will be the one based on α = 2. For the purpose of
s1, since the expected operating state supply voltage is 400 mV, we only perform the
design exploration based on α = 2. Since T s− f and T s−L are greater thanT s−limit,
the minimum permitted value of 400 mV could be assigned to; assuming that smaller
values are accepted (regardless of DC–DC converter capabilities, leakage issues,
etc.), the obtained values could be also applied to Vdd .

According to Table 3.6, the obtained solutions based on T s−L and α = 2, meet
the target operating frequency and latency performance objectives at both s0 and s1.
Whereas, controlling the buses based on T s− f or other values of results into cases
where the frequency or latency objectives are not met in s0 or s1 (performance viola-
tions or suboptimal results are underscored in the table). According to the described
methods, at s1more than four times the energy is saved compared to typical uniform
DVS in power-managed systems, assuming the buses operate at the same supply
voltage as logic. This efficiency is 17 % at s1. Also note that, all the above reported
results are obtained under worst-case design conditions.

3.7 Conclusions

Deep submicron (DSM) multiprocessor system on a chip (MPSoCs) technologies
have become interconnect-centric, while minimizing their energy consumption has
become a major design concern. In such advanced technologies, system energy is
regulated by means of varying the system components operating states during run-
time.

In this chapter, a flow comprising intelligent methods for modeling, design, and
control (management) of interconnections in power-managed VLSI systems, was
described. The described methods guarantee that the designed and controlled inter-
connects have minimum energy requirements while they meet their performance
objectives at all the desired operating states.

The intelligent methods presented in this chapter could help designing and con-
trolling energy-optimal interconnections, interconnect-centric components and/or
mechanisms, particularly synchronization and communication mechanisms, etc., that
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need to meet desired performance objectives across various power-managed platform
technologies. To name a few: microsystems enabled with run-time power manage-
ment, multiple voltage domains (voltage islands) and multiple clock domains (MCD)
systems, to name a few.
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Chapter 4
Introduction to Optimization
Under Uncertainty Techniques
for High-Performance Multicore
Embedded Systems Compilation

Oana Stan and Renaud Sirdey

Abstract The compilation process design for massively parallel multicore-embed-
ded architectures requires solving a number of difficult optimization problems,
nowadays solved mainly using deterministic approaches. However, one of the main
characteristics of these systems is the presence of uncertain data, such as the execu-
tion times of the tasks. The authors consider that the embedded systems design is one
of themajor domains for which applying optimization under uncertainty is legitimate
and highly beneficial. This chapter introduces the most suitable techniques from the
field of optimization under uncertainty for the design of compilation chains and for
the resolution of the associated optimization problems.

4.1 Introduction

At the beginning of the twenty-first century, it has become obvious that the per-
formances of single core architectures reached a plateau, the main reasons being
the limits of instruction-level parallelism (ILP) as well as the heat wall for the fre-
quency [39].

Between the only viable solutions left to improve performance was to make use
of additional high-level parallelism, i.e., multiply the number of processing elements
per chip. As a consequence, the standard mainstream and embedded architectures
include, nowadays, at least four generic cores and we are entering into a multicore
era in which the updated Moore’s law states that the number of cores doubles every
two years.

Figure 4.1 [53] captures the general exponential evolution trend of the number of
individual computing units according to the release years of chips (heterogeneous
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Fig. 4.1 Number of individual processing units in heterogeneous chips (e.g., AMD, NVidia graph-
ics, IBM Cell BE, etc.) and homogeneous chips (e.g., Intel Xeon, IMB Power, STM, Tilera, Kalray,
etc.) [53]

and homogeneous). If the generalization of multicore continues according to this
trend, at the end of the decade, we will reach at least a thousand of generic cores.

However, according to Gustafson’s law [37], as more computing power is avail-
able, new and more powerful applications make their appearance in order to benefit
from the available capabilities. Already, the latest embedded applications for video
and image processing (using complex compression and decompression algorithms),
video games, scientific computing, or data security demand a computer power ten to
hundred times superior to that of a few years ago.

Therefore, careful attention has to be paid when designing embedded systems
solutions since programming applications that fully exploit the computing power
and the parallelism is a difficult task.

As we will see further, the design for efficiently embedded manycore systems
requires new programming and execution paradigms as well as innovative compila-
tion technologies. One of the common practices is to make use of operation research
techniques for the different optimization steps during the compilation process of par-
allel applications. Since between the main characteristics of the related optimization
problems is the presence of intrinsic uncertain parameters, we believe that the overall
compilation chain should integrate the latest advances from the optimization field
such as stochastic programming methods and robust optimization algorithms.

Thus, this chapter is dedicated to the study of uncertainties associated with the
embedded domain and to the analyzis of themost appropriate techniques for optimiz-
ing under these uncertainties when designing compilers for parallel embedded appli-
cations. The remainder of this chapter is organized as follows: after a short descrip-
tion of manycore architectures in Sect. 4.2.1, we present the existing approaches
for programming parallel applications with a particular emphasis on dataflow-based
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languages (Sect. 4.2.2). The context and motivation for our study are getting refined
in Sect. 4.2.3. Afterward, in Sect. 4.3, we describe the main sources of uncertainty
affecting the properties of an embedded environment with a particular focus on exe-
cution times. In function of this analysis and taking into account the current state of art
from stochastic and robust optimization fields, we givemore details in Sect. 4.4 about
some of the most relevant models and optimization techniques for the compilation of
embedded systems. Also, in the last section, we show how these resolution methods
can be applied in an operational manner for concrete application case studies, such
as the partitioning, placement, and routing of network processes or the dimensioning
of communication buffers.

4.2 Massively Parallel Embedded Systems

According to Flynn’s macroscopic classification of computing systems, realized in
function of the possible interaction patterns between instructions and data, there are
four different theoretical classes of machines: Single Instruction Single Data (SISD),
Single Instruction Multiple Data (SIMD), Multiple Instruction Single Data (MISD),
and Multiple Instruction Multiple Data (MIMD). Between these categories, only the
last three make parallel execution possible, and thus almost all parallel systems today
are either SIMDs, easier to program but for which the parallelism is more difficult
to exploit, or MIMDs, for which each processor is executing its own program flow.
More flexible than SIMD and allowing nonstructured data and conditional or data-
dependent algorithms, the MIMD is a more usual implementation of the multi and
manycore concept.

Also, according to the memory organization, we can distinguish between DMM
(Distributed Memory Machines) and SMM (Shared Memory Machines) systems.

Themassivelymulticore (manycore) type of architecture is a compromise between
the DMM and the SMM solving the problem of scalability of the SMMs for which
it is difficult to exceed 32 processors and the performance issues of the DMMs.

Let us now give an overview of the main components of a massively multicore
architecture, taking as an example the MPPA chip [30].

4.2.1 Manycore Architectures: MPPA Example

A massively multicore (manycore) processor is a parallel computing system, com-
posed of a number of processing cores (at least a dozen), a mix of local and shared
memory, distributed global memory or multilevel cache hierarchy, and an infrastruc-
ture for intercores communication.

Some examples of such embeddedmulticore architectures already available nowa-
days are [3, 10, 30, 42].
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Fig. 4.2 Overview of Kalray’s MPPA architecture [30]

The Kalray’s MPPA-256 is one of the first homogeneous embedded manycore,
released in 2013 and manufactured using 28nm CMOS technology. As shown in
Fig. 4.2, this single-chip manycore processor is organized as 16 (4 × 4) computing
clusters and 4 additionally I/O clusters situated at the periphery and providing access
to PCi interfaces,DRAMmemory, etc.As the basic processing unit of theMPPAchip,
each computing cluster integrates 16 processing engines (PE) cores, one resource
management (RM)core, a sharedmemory, and adirectmemory access (DMA)engine
for transferring data. The 16 computing clusters as well as the 4 I/O subsystems are
connected through a bidirectional NoC (Network-on-Chip) with a 2D torus topology
and a wormhole route encoding.

4.2.2 Programming for Manycores: Dataflow Oriented
Languages

In order to take benefit of the underlying execution infrastructure,when programming
parallel applications for manycore, one has to handle several difficulties: dispose
of limited and dependent resources (memory, NoC), be able to run correctly large
parallel programs and efficiently exploit the parallelism and the computing power.

There is a real urge nowadays for languages permitting to design efficiently and
without difficulties parallel applications. As noticed several years ago, the usual
imperative programming paradigms (C or Java like) are based on a sequential von
Neumann architecture and thus they are inappropriate for writing effective parallel
programs. Other modern programming languages like MPI, OpenMP and OpenCL
used currently on distributed systems require explicitly managing communications
and synchronizations between tasks.

Some paradigms such as agent-based and dataflow programming languages
allow to overcome several of the above drawbacks, providing mechanisms to mask
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low-level communication and intertasks synchronization, assure execution determin-
ism and easily integrate existing code.

In a dataflow model, a program is described as a directed graph, consisting of
nodes representing tasks (also named agents or actors) and arcs representing unidi-
rectional communications channels. The exchange of data, quantized into tokens, is
realized exclusively through the communications channels and the execution of the
program consists in a sequence of firings or evaluations (which correspond to the
consumption/production of a certain number of tokens).

With the first models emerging in the early 1970s, there are different formalisms
for dataflow-based languages (KPN—Kahn Process Networks [44], DPN—Data
Process Networks [47], CSDF—Cyclo-Static Data Flows [15], etc.) different in their
expressive power and the guarantees they provide.

In the following, we will focus on the CSDF model of computation and on ΣC
[2], a more recent dataflow-based language. In a CSDF model, the number of pro-
duced/consumed tokens can vary from an activation to another in a cyclic manner.
Since programmers do not have to worry about data synchronization and the comput-
ing tasks are only connected through well identified channels, this flexible dataflow
model is well suited for efficiently scheduling and mapping applications on many-
core platforms.ΣC , a C extension programming language based on CSDF, has been
designed for allowing reusability of existing C code, while taking advantage of the
properties of a dataflowmodels such as the ability to verify absence of deadlocks and
memory bounded execution. Its ability to specify the production and consumption
of each task is used at compile time for different checkings such as buffer sizing,
placement, routing, parallelism refinement, etc.

Thus, once the application has been designed and implemented using a parallel
programming language, it is the role of the compilation chain to make the connection
with the specific execution model for the embedded manycore target. A general
difference between a dataflow compiler and a standard one is the fact that the former
is handling itself the underlying parallelism, easing the role of the designer.

Let us exemplify the compilation process through the ΣC compilation chain.

4.2.3 Compilation of Applications for Manycore Systems: ΣC
Toolchain Example

The ΣC compilation toolchain adapts as best as possible the application code,
generic, to the targeted architecture: number of cores, NoC topology, etc. As such,
even if the language is platform independent, the compiler will automatically map
the parallel program onto a large number of processors, using different architectures
and communication types.

There are four passes in which ΣC compilation process is organized:

• Lexical analysis, parsing and code generation. This first pass, theΣC front-end,
beginswith a lexical, syntactic, and semantic analysis of the code, common tomost



102 O. Stan and R. Sirdey

compilers. Afterward, preliminary C codes are generated from ΣC sources either
for offline execution (the instantiation codes of the agents) or for further refinement.

• Compilation of the parallelism. The purpose of the second pass, theΣCmiddle-
end, is to instantiate and connect the agents, by executing at compile time the
corresponding codes generated by the first pass.
Once the construction of the application graph is complete, parallelism reduc-
tion techniques by pattern matching [21] are applied and a safe computation of a
deadlock-free lowest bound for the buffers sizes of the links is also performed.

• Resource allocation. The third pass is in charge of resource allocation (in the
larger sense). First, it supports a dimensioning of communication buffers taking
into account the execution times of the tasks and the application requirements
in terms of bandwidths (nonfunctional constraints). Next, in order to realize a
connection with the execution model, it constructs a folded unbounded partial
ordering of task occurrences (and thus, finitely representable).
This pass is also responsible of placement and routing, with the objectives of
grouping together (under capacity constraints for each cluster of the architecture)
the tasks which communicate the most, mapping these groups of tasks to the
clusters and finally, computing routing paths for the data traversing the NoC.

• Runtime generation and link edition. The last pass, theΣC back-end, is respon-
sible of generating the final C code and the runtime tables. Also, during this
stage and using C back-end compiler tools, the link edition, and the loadbuild are
realized.

4.2.4 Characteristics of Optimization Problems Associated
to the Compilation Process for Manycore

As seen in the previous section, the compilation process of an application for a
massively parallel architecture is becoming rather complex and requires solving
several difficult optimization problems.

Nowadays, the compiler design implies the application of advanced operations
research techniques not only to the so-called back-end (by solving optimization prob-
lems such as buffer sizing and instruction scheduling, e.g., [14, 38, 49]) but alsomore
upward and all the long of the compilation process, in order to efficiently allocate and
exploit the interrelated resources offered by parallel architectures. Between the more
recent optimization problems, we can mention the placement/routing for multicores
or the construction of a partial order under throughput constraints (e.g., [35, 36]).

Moreover, most of the existing studies treating optimization problems for embed-
ded parallel architectures propose deterministic models and we noticed only a few
studies which take into consideration parameter variations and apply the techniques
of optimization under uncertainty to the embedded domain (e.g., [22, 48, 51]).

Still, one of characteristics of the manycore systems is the presence of intrinsic
uncertain data occurring in the definition of these related optimization problems,
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such as execution times or latencies. As we will see further, experimental studies
from both fields of operations research and program compilation have shown that
considering a fixed value for the uncertain parameters, respectively, execution times
(usually the mean value), can lead to wrong estimates and optimization solutions not
always feasible. As such, developing and testing optimization techniques taking into
account uncertainty for this field seem beneficial and even necessary.

In order to conceive and developmethods of optimization under uncertaintywhich
are adequate to the domain of compilation for manycores, a first step consists in
identifying, analyzing, and, if possible, modeling the sources of uncertainty specific
to this area. As such, we proceed in the next section with a qualitative analysis of the
uncertainty sources, with a particular emphasis on the execution times.

4.3 Characterization of the Uncertainties
in the Context of Manycores

One of the main sources of uncertainties related to the domain of embedded sys-
tems lies in the intrinsic indeterminism of execution times for computing kernels of
intermediate granularity.

4.3.1 Overview of the Execution Times

In fact, there are two main sources of uncertainty related to the execution times of
embedded systems:

1. intrinsic dependency on the data. Since usually the computation code of an appli-
cation depends on the input data, there are several treatments which could be
executed by the application, translating into different data-dependent paths, with
potentially different execution times.

2. extrinsic uncertainty due to architecture characteristics. Variations of execution
times are also related to the speculative components (such as caches, pipelines,
or branch prediction) of modern hardware architectures on which the application
is executed.

These sources of uncertainty are not independent and one must take into account
both execution paths and hardware mechanisms.

As described previously, we assume that the embedded application consists of a
number of tasks or agents, which work together to achieve the required functional-
ities. In Fig. 4.3 [71] several relevant properties of the execution time for a task are
revealed. The darker upper curve represents the set of all execution times. The short-
est execution time is often called best-case execution time (BCET) and the longest is
called worst-case execution time (WCET). The other envelope represents a subset of
the measures of the execution times. The minimum and maximum of the lower curve
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Fig. 4.3 Some properties of the execution times of a real-time task [71]

are the minimal and the maximal observed execution times, respectively. Since, in
most cases, the space of all possible executions is too large to fully explore, and
also because of the undecidability problem associated to the running of an arbitrary
program, it is not possible to determine the exact worst and best case execution times.

Most researches dedicated to the timing analysis of execution times consist in
deriving or computing upper bounds for the WCET. For a detailed overview and
survey of methods and tools for estimating WCET, we refer the reader to [71].

4.3.2 Estimating Execution Times Distributions

While the methods for estimating bounds for execution times are getting more and
more complex, by also taking into account the speculative behavior of the target
architecture, they remain justified mainly for hard real-time systems. Instead, for soft
real-time systems, there are more and more studies based on probabilistic analysis
and approaches for scheduling (e.g., [17, 29, 55]) considering that the execution
times of the tasks follow probability distributions.

The problem of estimating the execution times consists in predicting the execution
time of a task on a variety of machines in function of the data set and with a high level
of accuracy. The existing solutions to this problem can be divided into three main
classes: code analysis [63], analytic profiling [33, 45, 73], and statistic prediction
[28, 43].

An execution time estimate found by analysis of the source code of a task is
typically limited to a specific class of architectures and a particular code type. Con-
sequently, code analysis is not very adapted to treat heterogeneous computing. The
profiling technique, first presented by Freund [33], determines the composition of
a task in terms of primitive code types. Code profiling data is then combined with
benchmark data (obtained on each machine and measuring the performance for each
code type). The main disadvantage of this type of methods is that they cannot deter-
mine the variations in the input data set. The third category, the statistical prediction
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algorithms, makes predictions from previous observations. Each time a task executes
on a machine, the execution time is measured and added to the set of past observa-
tions. The quality of estimation depends on the size of the set of observations. The
advantage is that these methods can compensate for parameters of the input data and
the machine type without any supplementary information about the internal code or
the machine.

A recent work [56] is going further with the analysis, by studying the variations of
execution times on multicore architectures. The experimental work is conducted on
samples from two benchmarks; SPEC CPU, large sequential applications, and SPEC
OMP2001 benchmarks, OpenMPapplications. Each program is executed 30 times on
a 8 cores Linux machine with the same training input data each time. The normality
check (using the standard Shapiro-Wilk test) for both benchmarks proved that the
distribution of execution times is not a Gaussian function in almost all cases. Also,
contrary to sequential SPEC CPU applications, OpenMP applications have a more
important variability of execution times. By executing 30 times, several applications
from the SPEC OMP benchmark on different software configurations (sequential
and multithreads), the study shows that if the sequential and single threaded versions
do not have important variations, when using a larger thread level parallelism (more
than 1 thread), the overall execution times decrease with a deeper disparity. More,
the mean confidence intervals (obtained with Student’s test) are not always tight.

4.3.3 Execution Times: A Qualitative Analysis
and Basic Examples

Even if it is reasonable to assume, in embedded computing, that the execution times
have probability distributions of bounded support (no infinite loops), we have to cope
with the fact that these distributions are intrinsically multimodal.

Let us give some simple examples. For example, for the computing kernel in
Table 4.1, there are two modes for the executions times, possible with different
variances, corresponding to the two sequences of instructions (see Fig. 4.4).

Instead, for the code in Table 4.2 with n taking values between 1 and N , S1 and S2
being two linear sequences of instructions, the distribution has 2N modes (the figure
Fig. 4.5 showing a possible envelope of the distribution for the case when N = 4).

Running a more complicated application like X264 encoder clearly shows that
the distribution of execution times is difficult to model and that it is multimodal.

Table 4.1 Example 1—A
simple code snippet
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Fig. 4.4 Example 1—2 mode distribution for the execution times

Table 4.2 Example
2—Another code snippet

Fig. 4.5 Example 2—Multimodal distribution for the execution times

Figure 4.6 shows the envelope of executions times for each frame when the X264 is
executed on a Linux machine, taking as input a video benchmark of size 1280×720,
with 24 frames per second.

Hence, it is difficult to model these probabilities laws through usual distributions
such as the normal or uniform ones, which are unimodal.

Furthermore, in the case of a process network, we cannot overlook the problem of
dependency between these random variables. An easy example consists in the target
tracking pipeline for which the execution times of each of the pipeline elementary
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Fig. 4.6 Example 3—Envelope of execution times for frame treatment in a X264 encoder

tasks depend, to a certain degree, on the number of effectively treated targets. In
Table 4.3, another example is presented consisting of two elementary tasks both
depending on same input data d, difficult to characterized, and each task having two
modes for its execution times. As such, as illustrated in Fig. 4.7, the execution time
of task T 1 is dependent to a certain degree of execution time of task T 2.

To conclude, it is appropriate to assume that the execution times are random
variables characterized by complicated multimodal joint distributions, presumably
better defined as unions of orthotopes rather than a Gaussian or even a mixture of
Gaussians.

However, modeling the underlying distribution of execution times seems delicate
and thus, for solving the optimization problems related to compilation for high paral-
lel systems, we do not encourage the use of parametric methods. The main raison is
that these parametric optimization methods are making assumptions on the existence
of a probability model for the uncertain parameters.

Let us now introduce some general principles about optimizing under uncertainty.

Table 4.3 Exemple 4—Code
snippet showing possible
tasks dependency
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Fig. 4.7 Example 4—Execution times for T1 and T2

4.4 Optimization Under Uncertainty

Beginning with the seminal works of Dantzig [25], Charnes and Cooper [23], Miller
and Wagner [57], Bellman and Zadeh [4], optimization under uncertainty remains
one of the most active domains of research and thanks to recent studies allowing
major advances, there is an increased regain of interest for this discipline.

4.4.1 Generalities

An example illustrating the importance of taking into account uncertainty for opti-
mization problems is the recent case study of Ben-Tal and Nemirovski [8] on a
collection of 90 problems from NETLIB library [70]. They showed that systems
optimized in the classical deterministic sense can be very sensitive to small changes
on the parameters values and that only 1% perturbation of the data can severely
affect the feasibility properties of the found solutions.

Therefore, for real-world optimization problems in which data are uncertain and
inexact (as, for example, those related to compilation field), in order to find opti-
mal solutions which are feasible in a meaningful sense, one has to deal with the
randomness of the variables.

A crucial aspect being the way uncertainty is formalized, we can thus distinguish
two major branches of optimization under uncertainty: stochastic programming and
robust optimization.
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In stochastic combinatorial optimization problems (SCOP), it is assumed that
uncertain information can be described by random variables which can be character-
ized by probability distributions. Static SCOPs are a priori optimization problems
where the decisions are taken and optimal solutions are found in the presence of
randomness, at one single step, before the actual realization of the random variables.
Dynamic SCOPs consider that decision cannot be made until random variables are
revealed and associated random events have happened. As such, decisions are taken
after random events occur in a single stage, in the case of simple recourse problems
or in several stages, for multistage recourse problems. For both static and dynamic
models, there are decisions and there are observations of the random variables, the
order of succession being given by different schemes: for staticmodels, first decision,
then observation while for dynamic problems, at least one decision is preceded by
at least one observation.

Robust optimization does not need to assume any exact knowledge about the
probability distribution of random data; instead, uncertain information is set based.
As such, uncertain parameters are characterized through a set of possible events and,
usually, the decision-making process searches for solutions that are feasible for any
realization of the uncertainty in the given set. Indeed, the main criticism of classical
robust approaches (e.g., the so-called “max-min” or worst-case approach, the regret
maxmin, etc.) is their over-conservatism since they are searching for solutions that
are feasible for all possible events from the uncertainty set. As such, the obtained
solutions are often too conservative, of large cost, being guaranteed even for events
with a low probability to occur. Recent approaches (e.g., [7, 13]), more flexible, try
to rectify this drawback, by making particular assumptions about the uncertainty
set of the parameters and proposing deterministic counterparts to the original robust
problem.

Even if the robust methods construct solutions which are immune to data uncer-
tainty, in general, the quality of the solution is not assessed with probabilistic consid-
erations. However, from our perspective, the probability to respect a given reliability
target is a more intuitive notion, often easier to set for a decision maker. Additionally,
we consider that the problem formulations accompanied by probability guarantees
are more appropriate when applying optimizations for the domain we target, the
compilation for manycore.

As such, in the following, we are concentrating on the resolution methods for
static stochastic programs and (without loss of generality) with uncertainty affecting
the constraints, aka chance-constrained programs.

4.4.2 Chance-Constrained Programming

The general form of the chance-constrained problem is the following:
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min
x

g (x) (CCP)

s.t. P (G(x, ξ) ≤ 0) ≥ 1 − ε

where x ∈ R
n is the decision variable vector, ξ ∈ Ω −→ R

D represents a random
vector and g : Rn −→ R is the objective function. We suppose that there exists a
probability space (Ω,Σ,P), with Ω , the sample space, Σ , the set of events, i.e.,
subsets of Ω , and P, the probability distribution on Σ . G : Rn ×R

D −→ R
m is the

function for the m constraints, 0 ≤ ε ≤ 1 is a scalar defining a prescribed probability
level and P(e) of an event e is the probability measure on the set Σ .

This type of problem, where all constraints should be satisfied simultaneously
with a probability level of at least 1 − ε, is known in the literature as a joint chance
constrained program. Another variant of optimization problems with uncertainty
affecting the constraints is the separate chance constrained program in which differ-
ent probability levels εi can be assigned to different constraints. In separate chance
constraints the reliability is required for each individual feasible region while in
joint chance constraints the reliability is assured on the whole feasible space. Even if
appealing for their more simple structure, the separate chance-constrained programs
have the important drawback of not properly characterizing safety requirements
[62]. As such, while separate chance constraints could be used in the case when
some constraints are more critical than others, joint chance constraints seems a more
appropriate choice for guaranteeing an overall reliability target for the system.

As one may expect, chance-constrained optimization problems are inherently
difficult to address and although this class of problems have been studied for the last
50 years, there is still a lot of work to be made towards practical resolution methods.
There is not a general method of resolution for chance-constrained programs, the
choice of the algorithm depending on theway random and decision variables interact.

Basically, the major difficulties associated to joint CCP are related to the con-
vexity of chance constraints and the evaluation of the probabilistic constraints. For
optimization problems, the convexity is a structural property allowing to use reso-
lution techniques from convex optimization field and thus, finding a global optimal
solution. Or, the distribution function of random variables is not in general com-
pletely concave or convex. Worse, even if each constraint is convex, the union of all
of them may not be convex. As for the evaluation, for a given x , of the probability
that G(x, ξ) ≤ 0, one has to know the probability distribution of the random vector
ξ . So, a first problem raises, the one of the modeling random data in practical appli-
cations when the involved distributions are not always known exactly and have to
be estimated from historical data. The second problem is numerical since typically
ξ is multidimensional and there are no ways to compute exactly and efficiently the
corresponding probabilities with high accuracy. (At best, if given, the multivariate
distribution of ξ , can be approximated by Monte-Carlo simulations or bounding
arguments.)

As such, even for simple cases (e.g., Gaussian distributions for random variables),
chance-constrained programs can be very difficult to solve. Table 4.4 shows some of
the main theoretical and algorithmic resolution methods proposed for solving joint
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Table 4.4 Methods for solving chance-constrained programs

Category Characteristics Some references

Convexity studies Theoretical approaches [23, 57]

Particular assumptions on the
distribution

[40, 62]

Robust optimization Relatively simple to apply [5–7, 13, 18–20, 24, 34, 46,
72]

Approximations and sampling Compute bounds and
approximate solutions

[58, 60, 64]

Usually computationally
demanding

[9, 26, 27, 41, 50, 54, 61]

(Meta) Heuristics Use of precedent techniques
for computing distribution

[1, 11, 12, 52, 69]

CCP. Along with the general hypotheses made for each category (e.g., random data
in the right-hand side, normal distribution, etc.) (see column “Characteristics”) a list
of references is provided (in column “Some references”).

Concerning the first category, to the best of our knowledge, existing studies deter-
mined convexity conditions only for linear probabilistic constraints with normal
distributions in left-hand side or log-concave distributions on the right-hand side.

As for the robust approaches proposing probabilistic guarantees, they also need to
make particular assumptions, usually quite mild, and they are applicable for specific
classes of problems (e.g., linear programs) for an exact resolution.

Other directions of research consist either in discretization and sampling the dis-
tribution or in developing convex approximations. Usually, the proposed approxi-
mations find feasible but suboptimal and too conservative solutions to the original
problem without any guarantees on their quality. The approximation methods based
on sampling are replacing the actual distribution by an empirical distribution esti-
mated by simulation when a direct evaluation of the feasibility of chance constraints
is not possible and the probability has no available closed form. However, the use of
Monte-Carlo simulations is too computationally demanding when ε is small and the
assumptions made are restricting their applicability to particular cases (e.g., in order
to generate Monte-Carlo samples, these methods require the full joint distribution).

Finally, there are a fewapproaches that proposeheuristics, typegenetic algorithms,
or tabu search, combinedwith simulation techniques, in order to propose approximate
solutions to chance-constrained programs.

We will not go further on in details concerning each class of methods and we refer
the interested reader to the articlesmentioned inTable 4.4. Instead, in the next section,
we will concentrate on a selection of resolution approaches for chance-constrained
programs, the most appropriate (from our perspective) for the field of compilation
for high parallel embedded systems.
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4.5 Some Suitable Methods of Optimization Under
Uncertainty for Compilation of High Parallel
Embedded Systems

Oneof the key aspectswhen choosing an optimization algorithmconsists in analyzing
the specificities of the parameters of the problem and of the involved area. Or, most
of the previously mentioned approaches for optimizing under uncertainty are making
assumptions (e.g., existing analytical form of the distribution, independence of the
random vector components) which are either restrictive, or difficult to verify, or not
always adequate to represent the uncertainty of real-life applications. Also, most
of the approaches for optimization under uncertainty, based on probability models,
make assumptions on the underlying distribution or use simulations without making
a true connection with the data (i.e., without a through model validation with the
available experimental data samples).

However, as illustrated before, themain sources of uncertainty for the compilation
of dataflow application on manycore, the execution times, are random variables
difficult to fully describe analytically and for which it is difficult to assume a “nice”
probability model.

Another aspect to take into account when conceiving optimization methods for
dimensioning embedded applications is their response-time requirements.

For safety-critical applications (hard real-time systems), like nuclear power plant
control or flight management systems, all the timing constraints have to bemet which
often goes along with a worst-case approach. Even if they lead to an oversizing of
the systems, worst-case approaches [65] are favored since missing any deadline is
highly risky and unacceptable.

The methodologies we present in the next section are more suitable for the dimen-
sioning of soft real-time systems, such as multimedia applications (video encoding,
virtual reality, etc.) for which missing a deadline from time to time is acceptable,
resulting only in a decrease of the quality of service. In fact, almost all of the
probability-based studies related to real-time systems are intended for this kind of
systems. Thus, even if the dimensioning is no longer guaranteed in all cases, accept-
able deviations are admitted, and, in consequence, it is possible to avoid oversizing
(expensive in terms of hardware) or undersizing (expensive in terms of reliability).
Moreover, for a system already dimensioned, it is possible to estimate the level of
robustness and specify deviation scenarios for which the system is no feasible or
scenarios which could be acceptable.

As such, in the following, we describe two methodologies for optimization under
uncertainty adapted for the compilation of soft real-time applications. Since the
choice of a proper probability model for the execution times seems difficult, these
methods are nonparametric with almost none or only a few assumptions on the
distributions of the uncertain data.
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4.5.1 The Robust Binomial Approach

The robust binomial approach (RBA) [68] is a simple and pragmatic method using
statistical hypothesis testing theory and directly exploiting an available sample, with
almost no assumption on the uncertain data. Since it is a specialization of the sample-
based approaches,which have the drawback to have a high computational complexity,
this generic method is intended to be used within an heuristic algorithm. Moreover,
it leads to a generic solution to leverage existing heuristic algorithms for the deter-
ministic case to their chance-constrained counterparts to solve relatively large size
optimization problems.

4.5.1.1 Basic Ideas and Motivation

In the framework of an iterative compilation, we have at our disposal representa-
tive experimental temporal data, obtained during system validation, for example,
when performing tests on the target architecture. These observations can be directly
employed in order to construct an equivalent optimization problem, more robust and
compatible with the variations of the real data, with the condition that the available
sample is sufficiently representative of the entire distribution.1

The idea is to take advantage of the existing experimental data and revisit the
scenario approach in order to provide probabilistic guarantees. The general scenario
approach [19, 20] is between the only tractable convex approximations of a chance-
constrained program, which does not impose any restrictions on the structure of the
uncertain data (in particular with respect to the random vector component indepen-
dence). Given a sample ξ (1), . . . , ξ (N S) of size N S of independent and identically
distributed observations of the random vector ξ , the scenario approach in its orig-
inal form searches a solution satisfying all the realizations and therefore it finds
suboptimal solutions, too conservative.

4.5.1.2 Statistical Hypothesis Testing

Before presenting the statistical results on which the robust binomial approach is
based, let us introduce the following notation:

1An assumption that can be in practice checked, to some extent, using static program analysis
techniques. An assumption which also relies reasonably on the expertise of test engineers in terms
of designing validation cases representative of real-world system operations.
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x decision vector
ξ uncertainty vector
p0 P(G(x, ξ) ≤ 0)
ξ (1), . . . , ξ (N S)i.i.d. random variables corresponding to N S observations of ξ

ξ̃ (i) realization of observation ξ (i)

χi Bernoulli variable equal to 1 if G
(
x, ξ (i)

) ≤ 0 and 0 otherwise.

The random variable χ = ∑N S
i=1 χi follows, by definition, a Binomial distribution

with parameters N S and p0 (χ ∼ B(N S, p0)). Let us now consider a realization
χ̃ of χ . If χ̃ (corresponding to the number of times the inequality G(x, ξ) ≤ 0
is satisfied on a sample of size N S) is sufficiently large (for instance, larger than
k(N S, 1 − ε, α)) we say that the constraint P(G(x, ξ) ≤ 0) ≥ 1 − ε is statistically
satisfied.

The value of the threshold k(N S, 1 − ε, α) (to which, for simplicity sake, we
will refer, from now on, as k) will be chosen so that the probability we accept the
constraint by error is smaller than a fixed α, in which case p0 is strictly smaller than
1 − ε:

P(χ ≥ k) ≤ α (1)

For any fixed p0 < 1 − ε, P(χ ≥ k) is smaller than P(χ ′ ≥ k) when χ ′ ∼
B(N S, 1 − ε). So we can choose k such that P(χ ′ ≥ k) ≤ α.

Given x and ε, the parameterα can be interpreted as the type I error of the statistical
hypothesis test with the following composite hypothesis:

{
H0 : P (G(x, ξ) ≤ 0) < 1 − ε

H1 : P (G(x, ξ) ≤ 0) ≥ 1 − ε

H0 corresponds to the null hypothesis made by caution, which is (intuitively) the
hypothesis we wish to reject only if we have statistically significant reasons to do so.

Hence, we can conclude, with a high confidence level of at least 1 − α, that
p0 ≥ 1 − ε.

4.5.1.3 Sensitivity Analysis of the Parameters in RBA

Table 4.5 shows some minimal values for k in function of the sample size N S, of
ε = 0.10 and of α = 0.05. For example, for establishing that an inequality holds with
a preset probability level of 1−ε = 0.90 andwith a confidence level of 1−α = 0.95,
for a sample of size 50, the threshold k needed is at 48 and P(χ ≥ 48) ≈ 0.034. It
should also be noted that, for a practical use, the parameters ε and α should be of the
same order of magnitude.

We can also establish in advance the minimal size of the sample required for a
fixed level of the probability 1 − ε (with ε ∈ ]0, 1[) and a prespecified confidence
level 1 − α (with α ∈ ]0, 1[).
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Table 4.5 Examples values
for k(N S, 0.90, 0.05) in
function of N S

N S k(N S, 0.90, 0.05)

30 29

40 38

50 48

100 94

1000 915

10,000 9528

In particular, if p0 = 1 − ε and P(χ = N S) > α then we can affirm that the
sampling size is insufficient (which is true for N S = 10 and N S = 20). This formula
provides an easy way to determine theminimal number of realizations that need to be
drawn in order to statistically significantly (α) achieve the desired probability level
(1 − ε).

A further analysis consists in studying the effect of variations of 1−α and of ε on
the threshold k. For an acceptable risk error α (less than 10%) and a fixed probability
level 1− ε, the variation of k in function of α does not look so important (in average
a difference of 7 additional realizations for respecting the constrains and accept a
smaller risk of 0.01 instead of 0.1 for a sample size of 1000). Instead, the value of the
initial reliability level 1− ε has a greater impact on the threshold k for same sample
size. As expected, for an important probability guarantee, the number of realizations
satisfying the constraints has to be higher. For example, for a sample of size 1000 and
different levels of 1 − α, we remark an augmentation in the number of realizations
to hold the constraints (i.e., the value of k) of 85, in average, for ε = 0.01 than for
ε = 0.1.

4.5.1.4 Chance Constraints and Sampling

The statistical theory explained above can be applied for obtaining a statistically
significant approximation model to the initial program (CCP). In order to obtain a
relevant equivalent program to (CCP) model, the following assumptions about the
random vector ξ represented by a sample of size N S are made:

Assumption 1 N S, the size of the sample for the uncertain vector ξ , is finite and
sufficiently representative.

Assumption 2 The sample for ξ is composed of independent and identically dis-
tributed (i.i.d.) observations: ξ (1), . . . , ξ (N S).

The first assumption is not very restrictive, since even if the number of initial obser-
vations is not sufficient, we can resort to statistical methods for resampling, such as
bootstrapping [31]. However, it is important that the initial sample is representative of
the distribution. The second assumption, of independence, is on the different obser-
vations of the random vector and not on its components which (as already stated) can
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be dependent. Additionally, the assumptions above remain quite general. As many
previous studies do not mention, these assumptions are also necessary in the case of
methods using a probability model, as the model itself must be validated e.g., on a
Kolmogorov–Smirnov hypothesis test using an i.i.d. sample of experimental data.

Let us now define the binary variable χ̃i for realization ξ̃ i :

χ̃i =
{
1 if G

(
x, ξ̃ (i)

)
≤ 0,

0 otherwise.

Since the sum
∑N S

i=1 χi follows a Binomial distribution of parameters N S and p0
(again, by construction), it is possible to determine k(N S, 1 − ε, α). Therefore, χ̃i ,
the realization of the variables χi , can be used to replace the probability constraint

P(G(x, ξ) ≤ 0) ≥ 1 − ε

and to obtain the (RBP) formulation, equivalent to (CCP):

min
x

g (x) (RBP)

s.t.
N S∑

i=1

χ̃i ≥ k(N S, 1 − ε, α) (2)

G(x, ξ̃ (i)) ≤ (1 − χ̃i )L; i = 1, . . . , N S

χ̃i ∈ {0, 1}; i = 1, . . . , N S

The first constraint assures that the number of constraints which are satisfied for
the given sample are superior to the threshold k, fixed in advance in function of N S,
ε and α. Constraints of type 2 verify the respect of the initial constraint for each
realization i , making the link between x , ξ̃ (i) and χ̃i , with L a constant of large
size, depending on the problem structure but generally easy to find. For example, for
a knapsack constraint

∑m
i=1 wi xi ≤ C with wi ≥ 0 the weights of the items to be

placed, supposed uncertain, xi binary variables and C the maximal capacity allowed,
L is equal to

∑m
i=1 wi .

Minimizing the objective function g(x) for (RBP) model is equivalent to solving
the initial program (CCP) with a confidence level of at least 1− α. Additionally, we
emphasize once more that the validity of this approximation is independent of any
particular assumption on the joint distribution of the random vector ξ , in particular
with respect to inter-component dependencies.

Although it is well illustrated on the mathematical formulation (RBP), it should
be stressed out that RBA approach is not really appropriate in a mathematical pro-
gramming setting, since, for example, the reformulation of an original linear problem
contains many binary variables and it is more complex to deal with. However, the
method can be easily and efficiently adapted to heuristic approaches.
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4.5.1.5 Adapting (meha) Heuristics with RBA

When disposing of a sample verifying assumptions 1 and 2, by making use of RBA
method, any constructive algorithm relying on an oracle for testing solution admis-
sibility can be turned into an algorithm for the stochastic case. This can be done by
modifying the said oracle so as to count the number of constraint violations for the
given realizations and take an admissibility decision based on the threshold k.

Table 4.6 shows, as an example, the general structure of a greedy algorithm for
the deterministic case as well as its adaptation for the stochastic case. The input is
problem specific and consists, for the deterministic case, in giving the structure of the
objective g, the constraint function G, the parameter vector ξ as well as the domain
of definition for the decision variables. For the chance-constrained version, in which
we consider ξ as random, we also specify a sample of size N S for ξ , the probability
level ε, and, in order to apply the robust binomial approach, the confidence level α.
In both cases, R represents the set of decisions not yet made (or residual), D the
set of admissible decisions, g(S) the solution value for solution S, d∗ the current
optimal decision, and S∗ the optimal overall solution, build in a greedy fashion.
While there are residual decisions to be made, an oracle is evaluating them for
deciding the admissible decisions. Between the admissible decisions, only the one
with the greatest improvement on the optimal solution value is kept and the overall
solution S∗ is updated. If no admissible decision is found by the oracle, the algorithm
stops. As seen, the only major difference when considering chance constraints is in
establishing the set of admissible solutions, using a stochastic oracle Os instead of
the original one O (line 4). The deterministic oracle is establishing the admissibility
of a residual decision by verifying the respect of the constraints, while the stochastic
oracle is applying the robust binomial approach and it verifies if a residual decision
is stochastically significant with a confidence level of 1 − α. For the given sample,
it compares the number of constraints respected by the sample with the threshold k,
established in advance in function of N S, ε and α (see the procedures for O and Os

in Table 4.7).
Of course, any optimization algorithm relying on an oracle to determine whether

or not a solution is admissible (e.g., a neighboring method) can be turned into an
algorithm solving the stochastic case using the same method.

4.5.2 Bertsimas and Sim-Like Robust Models

Robust optimization (RO) has gained increasing attention in the last years as another
more simple framework for immunizing against parametric uncertainties in an opti-
mization problem. With very few assumptions on the underlying uncertainty, robust
methods are designed to solve special classes of programs (e.g., linear models,
quadratic programs, etc.) in a mathematical programming setting. Moreover, recent
models such as the ones of Ben-Tal and Nemirovski [7] and Bertsimas and Sim [13]
are also providing probability guarantees.
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Table 4.6 General schema for a constructive algorithm

Table 4.7 Deterministic oracle versus stochastic oracle

4.5.2.1 Basic Ideas and Motivation

There are two important properties of robust optimization methods that make them
appealing in practice [24]. First at all, robust linear models are polynomial in size
and can be formalized as linear programs or second-order cone programs. In this
way, one can use state-of-the art powerful and efficient LP and SOCP solvers (e.g.,
CPLEX 9.1) in order to solve small and medium-sized linear problems. Second, the
robust methods are not making assumptions on the underlying probability distri-
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butions for the stochastic parameters, which, as seen before, there are not always
available. Instead, they are applicable for cases in which only some modest distribu-
tion information is available (e.g., knownmean and support).We can however remark
that there are situations in which, even if the probability distribution is available, it is
easier to solve the RO-based models than the exact probabilistic formulation (robust
solutions obtained with several orders of magnitude faster than the exact solution).

The robust approaches are basedonuncertainty sets and, in functionof the assump-
tions made on the properties of these sets, there are different formulations, more or
less tractable. With the right class of the uncertainty set, RO tractable models have
been found for many well-known classes of optimization problems such as linear,
quadratic, semidefinite, or even some cases of discrete problems.

The first robust models constructed feasible solutions for any realization of the
uncertainty in the given set, and thus, they were too conservative. Meanwhile, the
recent robust approaches permitting to choose a level of probabilistic guarantee
allow more flexibility for choosing a trade-off between robustness of their solutions
and performance. In contrast to the sensitivity analysis, a post-optimization tool,
the probabilistic protection levels for the robust solutions are calculated a priori, in
function of the structure and of the size of the uncertainty set.

4.5.2.2 Some Popular Robust Models

As expected, in general, the robust counterpart to an arbitrary optimization problem
is of increased computational complexity. However, there are special classes of initial
problems and types of uncertainty sets for which the robust version can be handled
efficiently. In the following, we will present robust models for linear optimization
problems and some general results about other different formulations.

Without loss of generality, the robust counterpart of a linear optimization program
(LP) can be written as:

min
x

cT x (RLP)

s.t. Ax ≤ b, ∀A ∈ U

with A constraint data matrix m × n and U the uncertainty set.
Uncertain constraints in LP program were first discussed by Soyster [65] which

considered the case when uncertainty is “column-wise,” i.e., the columns of the
matrix A are data known to belong to convex sets A j ∈ K j and the constraints are
of the form:

∑n
j=1 A j x j ≤ b, x ≥ 0, ∀(A j ∈ K j , j = 1, . . . , n). Soyster showed

that, under these constraints, the initial problem is equivalent to
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min
x

cT x

s.t.
n∑

j=1

Ā j x j ≤ b

x ≥ 0

where āi j = supA j ∈K j
(Ai j ). This model is too “pessimistic” since corresponds to

the case when every entry of the constraint matrix is as large as possible and no
violations of the constraints are allowed. As such, it is a worst-case approach more
suitable to solve optimization problems in the context of hard real-time systems since
it assures the highest protection against data variations.

In fact, the general case consists in a “row-wise” uncertainty, i.e., the one in which
the rows of the constraint matrix are known to belong to convex sets: ai ∈ Ui , i =
1, . . . , m. In this case, one has to well specify the properties of uncertainty sets in
order to obtain formulations which can be efficiently solved.

Ben-Tal and Nemirovski [7] and El-Ghaoui [32] consider ellipsoidal uncertainty
sets and, thus, obtain less conservative models. The assumption made by Ben-Tal
and Nemirovski [7] is that the uncertainty set is “ellipsoidal,” i.e., an intersection
of a finite number of many “ellipsoids”—sets corresponding to convex quadratic
inequalities. This leads to an optimization problem over a quadratic constraint2 and
a resulting dual of type second-order cone program (SOCP).

As we will see further, this study is between the first one to propose, under some
restrictions, probabilistic guarantees for robust linear programs.

Also, under the same assumption of simple ellipsoidal uncertainty, one can obtain
robust counterparts in the form of semidefinite optimization problems (SDF) for
other classes of initial programs: quadratically constrained quadratic programs and
second-order cone programs.

Les us now present another interesting robust model with different assumptions
on the uncertainty set.

4.5.2.3 Bertsimas and Sim Robust Formulation

Let consider a particular row i in the constraint matrix A and Ji the set of coefficients
ai j in row i that vary. The model of data uncertainty proposed by Bertsimas and Sim
[13] suppose that each uncertain coefficient is a symmetric and bounded random
variable ãi j taking values in

[
ai j − âi j , ai j + âi j

]
.

The novelty of this approach is the introduction of parameter Γi ∈ [0, |Ji |], not
necessarily integer, allowing, for each row i , to adjust the robustness of the solutions
(against the level of conservatism). As such, a feasible solution is obtained for all

2A quadratic constraint is a constraint of type: αT
i x + αi ≥ ‖Bi x + bi ‖, ∀i = 1, . . . , M with αi

fixed reals, ai and bi fixed vectors, Bi fixed matrices and ‖.‖ standing for the usual Euclidean norm.
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cases in which up to �Γi are allowed to vary in the intervals
[
ai j − âi j , ai j + âi j

]

and one coefficient ait changes by (Γi − �Γi)âi t .
Under this assumption, for the initial linear program (3), one can obtain the equiv-

alent linear robust formulation (4). This program which can then be solved using
standard linear solvers (e.g., CPLEX, COIN-BC) permits to find approximate robust
solutions for problems of small and medium size.

min
x

cT x (3)

s.t. Ax ≤ b

1 ≤ x ≤ u

min
x

cT x (4)

s.t.
∑

j

ai j x j + ziΓi +
∑

j∈Ji

pi j ≤ bi ∀i

zi + pi j ≥ âi j y j ∀i, j ∈ Ji

− y j ≤ x j ≤ y j ∀ j

l j ≤ x j ≤ u j ∀ j

pi j ≥ 0 ∀i, j ∈ Ji

y j ≥ 0 ∀ j

zi ≥ 0 ∀i

Of course, when Γi = 0, the constraints are the same as for the nominal problem
(no uncertainty taken into account) and, if Γi = |Ji | for each i , we obtain Soyster’s
model.

Another interesting feature for the Bertsimas and Simmethod is that it can also be
applied, under same hypothesis as before, to some discrete optimization problems,
proposing a robustmixed integer linear equivalent to an initialmixed integer program.

4.5.2.4 Probability Guarantees

For linear optimization problems, Bertsimas and Sim [13] as well as Ben-Tal and
Nemirovski [7] obtain several probability bounds against constraint violations for
different uncertainty formulations.

As such, for constraints of type
∑

j ãi j x j ≤ bi , Ben-Tal and Nemirovski [7]
assume that the uncertain data are of the form ãi j = (1 + εξi j )ai j with ai j , the
nominal value for the coefficient, ε ≥ 0 the given uncertainty level, ξi j = 0 for
j �∈ Ji and {ξi j } random variables independent and symmetrically distributed in
[−1, 1].

They then show that, for every i , the probability that constraint:
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∑

j

ai j x j + εΩ

√∑

j

a2
i j x2j ≤ bi + δmax [1, |bi |]

(where δ > 0 is a given feasibility tolerance and Ω > 0 a reliability parameter) is
violated is, at most, exp(−Ω2/2).

As for Bertsimas and Sim model [13], the same parameter Γ controls the “price
of robustness”, i.e., the trade-off between the probability of constraint violation and
the feasibility of the solution. So, if more than �Γi coefficients ai j , j ∈ Ji are
varying, the solution remains feasible with a high probability. Several bounds for
probability that the constraints are guaranteed are established for the case when the
variables ãi j are independent and symmetrically distributed random variables on[
ai j − âi j , ai j + âi j

]
. Let x∗ be the optimal solution of formulation (4). Then, a first

bound B1 for the probability that each constraint i is violated is the following:

Pr

⎛

⎝
∑

j

ãi j x∗ ≥ bi

⎞

⎠ ≤ exp

(
− Γ 2

i

2|Ji |

)
.

Under same assumption of independence and symmetry for the random variables,
a more tight bound B2 for violation of constraints is established:

Pr

⎛

⎝
∑

j

ãi j x∗ ≥ bi

⎞

⎠ ≤ 1

2n

⎧
⎨

⎩(1 − μ)

(
n

�ν
)

+
n∑

l=�ν+1

(
n

l

)⎫
⎬

⎭

with n = |Ji |, ν = (Γi + n)/2 and μ = ν − �ν.
As for the case when the uncertain data is interdependent, Bertsimas and Sim

consider amodel in which only |Ki | sources affect the data in the row i and each entry
ai j , j ∈ Ji can be modeled as ãi j = ai j + ∑

k∈Ki
η̃ik gk j where ηik are independent

and symmetrically distributed random variables in [−1, 1]. Using this model, one
can also find a robust linear equivalent formulation for which the probability that
the solution remains feasible is guaranteed with high probability (i.e., bound B1 still
holds).

Also, since the assumption of distributional symmetry is too limiting inmany real-
time situations, Chen et al. [24] propose a generalized framework for robust linear
optimization with asymmetric distributions. Using some other deviation measures
for random variables such as the forward and the backward deviations, they obtain
an equivalent which is a second-order cone program, for which the probability of
constraint violation is again being guaranteed to a requested level.
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Table 4.8 Example for the
values of Γi in function of
n = |Ji | and a probability of
constraint violation of less
than 1% [13]

Ji Γi in function of
bound B1

Γi in function of
bound B2

5 5 5

10 9.6 8.2

100 30.3 24.3

200 42.9 33.9

2000 135.7 105

4.5.2.5 Sensitivity Analysis on the Model’s Parameters

Table 4.8 shows the choice of Γi as a function of n = |Ji | so that the probability that
a constraint is violated is less than 1% and bounds B1 and, respectively, B2 are being
used. It can be easily seen that the second bound dominates bound B1 which gives
unnecessarily higher values for Γi . For example, for |Ji | = 2000, in order to have a
violation probability of less than 1%, with B2, we need to useΓ = 105which is only
≈17% of the number of uncertain coefficients. When a lower number of uncertain
data is available, (e.g., |J | = 5), the model is equivalent to Soyster’s formulation
since a full protection is necessary. As such, the model of Bertsimas and Sim seems
a better choice for finding less conservative solutions for problems with constraints
containing a large number of uncertain data.

Moreover, as shown in [12], the Bertsimas’s robust model seems to be quite robust
when handling deviations in the underlying data: for a portofolio selection problem,
for perturbations at 5% level, the solution frontier is relatively unchanged while the
solution frontier for Ben-Tal and Nemirovski approach [7] is severely affected.

4.6 Case Studies

4.6.1 The Partitioning, Placement and Routing
of Dataflow Networks

As mentioned in Sect. 4.2.3, one important step in the compilation of dataflow appli-
cations for massively parallel systems is the resource allocation, with the associated
optimization problems of partitioning, placement, and routing.

In the problem of partitioning of networks of processes, the objective is to assign
the tasks to a fixed number of processors in order to minimize communications
between processors while respecting the capacity of each processor in terms of
resources (memory footprint, core occupancy, etc.). The chance-constrained case
considered in [66] consists in taking into account the uncertainty coming from the
execution times on the resources defining the weights of the tasks (e.g., core occu-
pancy) and, thus, have probabilistic capacity constraints for the sum of resources
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affected to a node. Since a multistart constructive algorithm was already available
for solving the nominal case, the authors took advantage of the existing implementa-
tion and adapt it, using the robust binomial approach to transform the deterministic
admissibility oracle into a stochastic one. The accent is putmore on the design-for-use
methodology and, for the experimental results, on the price of robustness compared
with the deterministic version for different thresholds on the involved parameters—
ξ , the probability guarantee, α, the confidence level and N , the size of samples. The
importance of taking into account the variations on the weights of the tasks is shown:
for half of the stochastic instances, the solutions of the corresponding deterministic
problems are not feasible.

Another possible application of the robust binomial approach is for the stochastic
problem of joint placement and routing [67] the purpose of it being to map dataflow
applications on a clusterized parallel architecture by making sure that the capacities
of the clusters are respected and that, for the found placement, there exists a routing
through the links of the underlying Network-On-Chip, respecting the maximal avail-
able bandwidth. If, again, the resources of the tasks depending on the uncertainty
times are uncertain, one has to be able to solve the chance-constrained problem with
probability capacity constraints for the nodes. The robust binomial approach was
applied in the framework of a GRASP (greedy randomized adaptive search proce-
dure) method and extensive computational tests were performed on 1920 synthetic
instances as well as on samples from a real application of motion detection. Different
configurations for the model parameters were tested, with ε, α ∈ {0.01, 0.1}. Under
same configuration, for more than 70% of instances, the quality of the stochastic
solutions is within 5% from the quality of deterministic ones. As for the computa-
tion time, as expected, it depends on the size of the initial problem: in this case, on
the number of clusters and of the size of the available sample.

4.6.2 The Dimensioning of Communications Buffers

Another crucial step in the compilation of an application ΣC is the memory dimen-
sioning for the communication buffers. Bodin et al. [16] treats thus one fundamental
problem for the compiler to solve in order to achieve performance, the minimization
of the buffer sizes under a throughput constraint. Let us explain more in detail the
formulation and point out where the uncertainty is ignored.

As said previously, aCSDFapplication can be seen as a directed graphG = (T, A)

with T, the set of actors (tasks) andA, the set of buffers (arcs or channels). Every actor
t ∈ T is decomposed intoφ(t) ∈ N

∗ phases and each kth phase (∀k ∈ {1, . . . , φ(t)}),
denoted tk , has a duration d(tk) ∈ R. Also, each actor is executed several times: for
every phase k, the nth execution of this phase of task t ∈ T is 〈tk, n〉.

For every couple (k, n) ∈ {1, . . . , φ(t)} × N
∗, the preceding execution phase of

〈tk, n〉 is:
Pred〈tk, n〉 =

{ 〈tk−1, n〉 if k > 1
〈tφ(t), n − 1〉 if k = 1
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Every arc a = (t, t ′) ∈ A has an associated buffer b(a) from actor t to actor t ′,
containing initially M0(a) ∈ N tokens of stored data. ∀k ∈ {1, . . . , φ(t)}, ina(k) ≥ 0
data are produced at the end of execution of tk and, similarly, ∀k′ ∈ {1, . . . , φ(t ′)},
outa(k′) ≥ 0 data are consumed before t ′k′ starts its execution.

Let us also define Ia〈tk, n〉 the total number of data produced by t in buffer
b(a) at the completion of 〈tk, n〉 which can be computed recursively as: Ia〈tk, n〉 =
IaPred〈tk, n〉+ ina(k). Similarly, Oa〈t ′k′ , n′〉 is the number of data, computed recur-
sively as OaPred〈t ′k′ , n′〉+outa(k′), consumedby t ′ in bufferb(a) at the completionof
〈t ′k′ , n′〉. The amount of tokens, respectively, produced and consumed in b(a) during
the entire iteration of actors t and t ′ are noted ia = Ia〈tφ(t), 1〉 and oa = Oa〈tφ(t ′), 1〉.

Let also suppose that each buffer b(a) associated with arc a = (t, t ′) is bounded.
This constraint can be modeled using a feedback arc a′ = (t ′, t) ∈ Fb(A) for
each arch a = (t, t ′) in A. As such, the initial size of the buffer is b(a) =
M0(a) + M0(a′) and, if θ(a) = θ(a′) is the size of data stored in b(a), the size
of the buffer will be exactly M0(a)θ(a) + M0(a′)θ(a′). The whole size of G is then∑

a∈{A∪Fb(A)} θ(a)M0(a).
If T h∗

G is the minimal required throughout, the problem consists in finding integer
values for each M0(a′) such that the throughput is at least T h∗

G and the whole buffer
size is minimal.

Using a periodic schedule, it is possible to model this problem as a linear integer
program less general and easier to define. Let S be a function defining a valid schedule
that, for each (t, k, n) with t ∈ T , ∀k ∈ {1, . . . , φ(t)} and n ∈ N

∗, associates a
starting time S〈tk, n〉 ∈ R for the nth execution of tk such that no data is read before
it is produced (the number of data in each buffer is positive). The throughput of a
periodic actor t is T hS

t = 1
μS

t
, where μS

t is the period of t for schedule S and then

the throughout of a schedule is equal to T hS
G = 1

μS
t qt

for any actor t ∈ T with qt the

repetition vector of G. The inverse of this throughout is the period of the periodic
schedule S, defined as Ω S

G = μS
t qt .

With this periodic schedule, S are defined precedence constraints on the phase
executions of tasks t and t ′. As such, for two executions 〈tk, n〉 and 〈t ′k′ , n′〉with n and
n′ in N

∗, the arc a = (t, t ′) and the couple (k, k′) ∈ {1, . . . , φ(t)} × {1, . . . , φ(t ′)}
we define the variables:

αmin
a (k, k′) = �max{0, ina(k) − outa(k′)} + Oa〈t ′k′ , 1〉 − Ia〈tk, 1〉 − M0(a)gcda

αmax
a (k, k′) = �Oa〈t ′k′ , 1〉 − IaPred〈tk, 1〉 − M0(a) − 1gcda

where gcda is the greatest common divisor between ia and oa for arc a, �α�γ =
� α

γ
� × γ and �αγ = � α

γ
 × γ .

Finally, for every arc a, let define the set of couplesYA = {(k, k′) ∈ {1, . . . , φ(t)}
× {1, . . . , φ′(t)}, αmin

a (k, k′) ≤ αmax
a (k, k′)}.

Let also assume that the period Ω S
G is fixed in advance. Using the above defined

variables, the optimization problemconsidered can be formulated as the integer linear
system (5) [16].
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min
a∈Fb(A)

θ(a)M0(a) (5)

∀a ∈ A,∀(k, k′) ∈ Y (a), S〈t ′k′ , 1〉 − S〈tk, 1〉 ≥ d(tk) + Ω S
G × αmax

a (k, k′)
ia × qt

∀a ∈ Fb(A),∀k ∈ {1, . . . , φ(t)},∀k′ ∈ {1, . . . , φ(t)},
S〈t ′k′ , 1〉 − S〈tk, 1〉 ≥ d(tk) + Ω S

G × fa(k, k′) × gcda

ia × qt

ua(k, k′) = Oa〈t ′k′ , 1〉 − IaPred〈tk , 1〉 − M0(a) − 1

fa(k, k′) × gcda ≥ ua(k, k′) − gcda + 1

fa(k, k′) ∈ N, ua(k, k′) ∈ N

∀a ∈ Fb(A), M0(a) ∈ N

∀t ∈ T,∀k ∈ {1, . . . , φ(t)}, S〈tk, 1〉 ∈ R
+

This mixed integer program is then solved for the deterministic case using the com-
mercial solver Gurobi optimizer tool [59].

One can analyze this model and see that the uncertainties associated with the
successive durations of the different phases for tasks executions are localized in
the coefficients d(tk) of the first and second sets of constraints. Therefore, after
reformulating the program in a convenient way (i.e., a model similar to (3)) and
under the hypothesis of a bounded and symmetric support, one could easily apply
Bertsimas and Sim approach [13]. We can then control the robustness of solutions
with the parameterΓ which size depends on T , the number of actors,φ(t) the number
of phases for each task t and n, the number of executions for a task.

4.7 Conclusion

The multicore and manycore systems are between the future architectures for server
acceleration and embedded devices. In order to fully exploit the huge potential of
these architectures, one has to be able to write parallel applications correctly and
efficiently. Dataflow paradigms seems a good choice for designing embedded appli-
cations without worrying about data synchronization and about the underlying par-
allelism, left in the “hands” of the compiler.

As such, the high parallel embedded architectures need also innovative compi-
lation techniques, making use of advanced operation research methods for better
optimizations. Recent advances in optimization under uncertainty approaches make
them appealing in an operational manner for domains where data are uncertain, as it
is the case of embedded systems where execution times are subject to variations due
to the application inputs and to certain modern hardware characteristics.

Since the execution times are random variables difficult to analytically charac-
terize, the most suitable methods of optimization under uncertainty for embedded
applications are nonparametric, with few assumptions on the distribution of the para-
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meters involved in the optimization model. In this chapter, we have presented meth-
ods from two distinct classes of approaches: the robust binomial approach [68], an
extension of the sample-based approaches grounded in statistical testing theory, and
the model of Bertsimas and Sim [13], from the robust optimization field. The former,
more adapted for a setting where the random variables are dependent and where it is
hazardous to make any particular assumption on the distribution, provides approx-
imation solutions for medium and large-sized difficult optimization problems. The
latter is more adapted for small and medium optimization problems in order to find
exact solutions, when one can make minor assumptions on the support and on the
variance of the uncertain parameters.We have also illustrated two possible user cases,
appearing in the compilation of cyclo-static dataflow applications.

While this work is only an introduction to the optimization under uncertainty
techniques, we hope it is a good starting point for those interested in the design of
high performing embedded manycore systems using advanced and robust operation
research methods.
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Chapter 5
Digital IIR Filter Design with Fix-Point
Representation Using Effective Evolutionary
Local Search Enhanced Differential
Evolution

Yu Wang, Weishan Dong, Junchi Yan, Li Li, Chunhua Tian, Chao Zhang,
Zhihu Wang and Chunyang Ma

Abstract Previously, the parameters of digital IIRfilterswere encodedwithfloating-
point representations. It is known that a fixed-point representation can effectively save
computational resources and is more convenient for direct realization on hardware.
Inherently, compared with floating-point representation, fixed-point representation
may make the search space miss much useful gradient information and, therefore,
raises new challenges. In this chapter, the universality of DE-based MA is improved
by implementing more efficient evolutionary algorithms (EAs) as the local search
techniques. The performance of the newly designed algorithm is experimentally
verified in both function optimization tasks and digital IIR filter design problems.
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5.1 Introduction

Considered as an important but very hard task in digital signal processing, digital
IIR filter design has attracted much research attention in recent decades [5, 6, 19,
24, 27, 68–70, 94]. Digital IIR filter is one of the most frequently used computation
tools in digital signal processing systems. In many applications, such as high-speed
and low-power communication transceivers, it is routinely employed as a custom
designed digital block [6].

The cascade form of an infinite impulse response (IIR) filter can be described as
follows [5, 6, 19, 24, 27, 68–70, 94]:

H(z) = K
n∏

k=1

1 + bk z−1

1 + ak z−1

m∏

i=1

1 + di1z−1 + di2z−2

1 + ci1z−1 + ci2z−2 (5.1)

where K is the gain, ak and bk for k = 1, 2, . . . , n are the first-order coefficients,
and ci1, ci2, di1, and di2 for i = 1, 2, . . . , m are the second-order coefficients.

5.1.1 Problem Statement

As described in [70], the important task of the designer is to find values of
[a0 . . . an, b0 . . . bn, c11 . . . c1m, c21 . . . c2m, d11 . . . d1m, d21 . . . d2m] that produce the
desired response. In EAs, the designing objective is represented in a fitness function,
which can be formulated as minimization of the magnitude response error. This situ-
ation can be simulated as the difference to the boundary of design requirement. The
fitness value can be calculated as follows, which have been used by [68, 94]:

Hp(ωp) =
{
1 − δ1 − |H(e jωp )|, |H(e jωp )| < 1 − δ1
0, |H(e jωp )| ≥ 1 − δ1,

(5.2)

where ω is in the passband and the Hp(ω) is the passband magnitude response error
at ω.

Hs(ωs) =
{ |H(e jωs )| − δ2, |H(e jωs )| ≥ δ2
0, |H(e jωs )| ≤ δ2,

(5.3)

where ω is in the stopband and the Hs(ω) is the stopband magnitude response error
at ω.

min f1 = 1

Pn

Pn∑

i=1

Hp(ωi ) + 1

Sn

Sn∑

j=1

Hs(ω j ) (5.4)

where Pn and Sn are the sampling frequency in the passband and stopband, respec-
tively.
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In order to make the designed filter feasible and implementable, the stability of
the candidates should be guaranteed. The stability requirement of digital IIR filter
has been summarized by [64]. The constraints used in this chapter can be expressed
as follows:

− 1 < a j2 < 1, (5.5)

− 1 − c j2 < c j1 < 1 + c j2. (5.6)

whereEq. (5.5) represents the stability requirement for first-order blocks andEq. (5.6)
denotes that for the second-order blocks.

5.1.2 Literature Review

In previous works, some classical methods have been proposed to tackle digital IIR
filter design. The bilinear transformation approach, illustrated by [5], is one of the
early techniques and has been widely adopted. Via this approach, a digital filter
is transformed to a corresponding analog low-pass (LP) filter. Then, well-known
LP filter design methods, such as Butterworth, Chebyshev Type I, and Chebyshev
Type II, can be used to accomplish the design of the analog LP filter. Finally, the
analog LP filter is transformed back to the digital filter by again using a bilinear
transformation. However, this procedure requires much pre-knowledge and shows
poor performance in most cases [70]. Therefore, this stimulated the research onmore
effective optimization approaches with less prior knowledge and higher accuracy to
obtain good digital IIR filter designs, which has been experimentally proven by
[68, 94].

Since the seminal work of [19], diverse evolutionary algorithms (EAs) have been
developed for digital IIR filter design. The major advantages of these EAs over other
methods were summarized by [76, 79]: (1) pre-knowledge of the problems is not
necessary for the application ofEAs,while the highly nonlinear characteristicmust be
approximated first for transformation methods and other mathematical optimization
approaches; (2) EAs usually work with a population of candidate solutions and can
handle constraints adaptively under the strategy set beforehand in a single run.

One of the design ways is parameter estimation, whose process can be described
as follows: given the settings of the digital IIR filter, themethod is expected to provide
a final digital IIR filter to meet all requirements. Important contributions of this class
are hybrid genetic algorithm proposed by [24], the hierarchical genetic algorithm
(HGA) introduced by [68], and the Taguchi-strategy enhancedGA (HTGA) designed
by [70]. Due to the fact that the fitness landscape of digital IIR filter design problems
contains too many local optima, [79] presents that the motivation of these algorithms
is to develop specific operators to strengthen the exploration ability. Two recently
published works of [79, 94] implemented multi-objective evolutionary algorithms
to simultaneously optimize three objectives: the magnitude response error, the linear
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phase response error, and the order. Especially in [79], without pre-knowledge, the
three objectives are considered equally important during the optimization procedure.
Based on the experimental results on four types of low order digital IIR filter design,
the multi-objective digital IIR filter design is very promising.

Another important design way is system identification. Compared with the above
class, the major difference is that the fitness value of one individual changes from
time to time. The reason can be ascribed to the different input test sequences, which
are always randomly or probabilistically generated. Therefore, it is apparent that
this problem belongs to the noise-induced optimization domain. The typical meth-
ods include ant colony optimization (ACO) [32], seeker optimization [7], artificial
immune systems [30], tabu search [31], and structured stochastic optimization [36].
Since these optimization algorithms work in uncertain environments, the accuracy
cannot be effectively guaranteed. Hence, all the above algorithms are only applica-
ble to very low order digital IIR filter designs (not higher than seven orders) and
furthermore, all algorithms in comparison in [7] cannot obtain satisfactory solutions
for some hard problems.

Although there have been a number of successful EA-based digital IIR filter
design works as summarized above, most of them only consider parameters that take
on value from a continuous domain. As presented in [27, 54, 71], very little research
takes fixed-point representations into consideration. However, in the development
and application of embedded systems, fixed-point implementations of digital IIR
filters are more and more common in real applications. Therefore, optimal design
based on fixed-point representations quickly gains significance. The previous limited
works on fixed-point digital IIR filter design just tackled some relatively simple
problems and are lack of necessary comparison analysis. In this chaper, we try to
bridge this gap by applying our proposed MA(DE-LS) to higher order and more
difficult digital IIR filter design problems.

5.1.3 Chapter Structure

The remainder of this chapter is structured as follows: In Sect. 5.2, the related
optimization methods, especially memetic algorithms are reviewed. In Sect. 5.3,the
framework MA(DE-LS) is first introduced, followed by the suboptimizers, includ-
ing global search method and local search techniques. Section5.4 experimentally
investigates the impacts of different suboptimizers. Section5.5 provides a further
experimental evaluation of theMA(DE-LS). Several state-of-the-art continuous EAs
andMAs, are utilized to provide comparisons. In Sect. 5.6, MA(DE-LS) is compared
with multiple techniques on four types of digital IIR filter design tasks. In Sect. 5.7,
the conclusion is given and the future work is outlined.
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5.2 Related Works in Optimization Algorithm

Over the past two decades, memetic algorithms (MAs) have attracted increasing
attention from the research community [29, 35, 45, 51]. MAs have been success-
fully implemented in various scientific and engineering applications, and have gained
better efficiency in many cases [26, 72]. As presented by [51], MAs is generally con-
sidered as a framework that combines population based global search algorithms
and local search techniques. The global search algorithms usually use modern meta-
heuristic search techniques such as evolutionary algorithms (EAs) [11, 12, 17], to
explore the search space [18, 20–23, 34, 40, 47, 58, 63, 67, 95, 96]. The search
procedure is usually a computational expensive process to find the optimal solutions.
On the other hand, local search techniques, such as the steepest descent method [9],
the conjugate gradient method [28] and quadratic programming [49], perform an iter-
ative search for the optimal solution within the neighborhood of a given candidate.
In comparison with the global search, an individual using local search strategy can
reach a near optimal solution (usually one local optimum in the multimodal prob-
lems) more easily. Therefore, by using a hybrid of global search and local search,
MA framework can benefit from the merits of these two aspects.

In many previousMA variants, differential evolution (DE), first proposed by [65],
has been frequently used as the global search method. DE-basedMAs are commonly
used in engineering optimization problems. For example, [62] combined a chaotic
control DE with sequential quadratic programming (DEC-SQP) for economic dis-
patch optimization of power system. Recently, [41] proposed an adaptive DE-based
MA, which hybridizes parameters adaptive DE and local random search together
to solve a dynamic economic dispatch task. Using a similar idea, [42] designed
another MA using an adaptive chaotic DE and chaotic local search operation for
short-term hydrothermal generation scheduling problem. Besides the mathematical
local search operators, [39] introduced that some other effective heuristic methods
can be applied to strengthen the exploitation capability. For example, random walk
with direction exploitation and harmony search were embedded into DE to form two
DE-based MAs for engineering design problems. For more comprehensive surveys
on DE-based MAs, please refer to the following tutorials: [4, 8, 35, 46, 52, 53]. As
most existing MAs were used for specific applications, [48] proposed a probabilistic
memetic framework (PrMF) for general use, in which DE and GA can be used as
the global search method. In PrMF, the global search and local search are balanced
by governing the learning intensity of each individual according to the theoretical
upper bound derived based on the feedback during the optimization procedure. The
function optimization results have effectively demonstrated the superiorities of PrMF
compared with classical MAs and fast EAs. However, the universality of PrMA still
needs to be improved. In order to accelerate DE for general use, [50] designed several
DE-based MAs by altering the local search technique. The influences of different
local search techniques in terms of efficiency and effectiveness have been experi-
mentally investigated on a test function suit.
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As presented above, most existing DE-basedMAs implement mathematical exact
methods as the local search techniques. Many other methods always embed some
heuristic methods with good efficiency to strengthen the exploitation ability of DE.
This is not surprising, because the diverse performance of different optimization
methods has been theoretically illustrated in no free lunch theorems proposed by
[84]. As presented by [55, 59, 60, 66, 73, 77, 78, 80–83], some newly proposed EAs
consider using more than one evolutionary new offspring generating operators. This
also implied the different strengths of different EAs. In this chapter, we investigate
how more robust local search techniques can be used to improve both efficiency and
effectiveness of DE in an adaptive MA framework MA(DE-LS). The highlights are
listed as follows:

• Two EAs are used as local search technique for purposive comparative study,
including covariancematrix adaptation evolution strategy (CMAES) [25] and self-
adaptive mixed distribution-based univariate estimation of distribution algorithm
(MUEDA) [76]. Based on the experiments, some important experiences of design-
ing MA(DE-LS) are obtained.

• To illustrate the advantages ofMA(DE-LS) overEAs,we compare ourmethodwith
several effective global search EAs on 26 functions with diverse characteristics,
such as unimodality, multimodality, rotation, ill-condition, and mis-scalability.
The experimental results MA(DE-LS) can perform better.

• Compared with traditional DE-based MAs and the state-of-the-art MAs, the pro-
gresses ofMA(DE-LS) are experimentally verified on function optimization tasks.

• A real-world application, the digital IIR filter design with fixed-point representa-
tion, is used to evaluate the practical applicability of MA(DE-LS). Compared with
several state-of-the-art EAs, MA(DE-LS) shows better generality, robustness, and
reliability.

5.3 Algorithm

MAs can be uniformly formulated in a fixed algorithmic framework, of which com-
ponents can be easily altered or modified in different variants [48, 53]:

• Initialization: population, external parameters;
• Loop:

– Global search: the new population is generated by global search method;
– Local search: update chosen individuals using local search technique within
adaptive computational budget;

• Output: best solution found and search information.
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5.3.1 Framework of MA(DE-LS)

In our proposed MA(DE-LS), the main structure follows closely with the general
MA framework. Our contribution lies in the implementation of the efficient EA local
search operators. MA(DE-LS) uses an effective gradual learning strategy to assign
computational budget to both global and local search phases. The framework of
MA(DE-LS) is shown in Table5.1.

The ideal resource allocationbetweenglobal search and local search inMAscanbe
described as follows: when the population is distributed widely or most individuals
are located far away from the global optimum, the global search should receive
more computational resources. When the population converge close to the global
optimum, the most suitable local search technique for the local fitness landscape
should be selected to play a leading role. In MA(DE-LS), the computational budget
of local search technique can be adaptively tuned during the optimization procedure.
At each iteration, the best solution found by global search is recorded as f ′

Gbest, and
the global computational budget is BGS = N P . After each iteration, the mean effect
of global search ξmeanGS is calculated as:

ξmeanGS = ( f ′
Gbest − fbest)

BGS
(5.7)

Similarly, the mean effect of local search technique ξmeanL S can by obtained by:

ξmeanLS = ( f ′
Lbest − f ′

Gbest)

BL S
(5.8)

Table 5.1 Procedure of MA(DE-LS)

MA(DE-LS)

Input

• Optimization task (including the criterion of determining the fitness values and the
dimensionality (D))
• a termination condition

Output The best solution found

Step (0) Initialization Randomly initialize a population X0 of population size NP. Set t = 0.
Set local search computational budget as BLS and global search computational budget BGS = NP

Step (1) Optimization procedure
• Step (1.1) Global search Apply DE to update Xt to Xt+1. Pick up the best solution xgbest with
fitness value f ′

Gbest• Step (1.2) Local search Apply local search technique to the top individual xgbest with
computational budget BLS. Pick up the best fitness value f ′

Lbest• Step (1.3) If f ′
Lbest < f ′

Gbest, update population• Step (1.4) Update BLS: ( f ′
Lbest − f ′

Lbest)/BLS > ( f ′
Gbest − fbest)/BGS ?

BLS = BLS + 30:BLS = BLS − 30
• Step (1.5) Update fbest. Set t = t + 1
• Step (1.6) If the termination criterion is met, go to step 1.1; else go to step 2

Step (2) Terminate and output
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where f ′
Lbest is the best fitness found by local search technique. In Step 1.4, the

computational budget of local search technique BLS can be adaptively tuned based
on the comparison of ξmeanGS and ξmeanLS.

5.3.2 Suboptimizers

In traditional MAs, GA serves as a common and effective choice for global search
[53]. In general, any EA with good exploration ability can be used as the global
search method. Since the performance of DE is highly improved on continuous
optimization tasks, more and more MAs employ DE as the global search technique.
This is especially true, when the MAs are designed for general purpose [48, 50]. In
this chapter, we mainly focus on investigating the feasibility of utilizing the efficient
EA techniques as the local searchoperators. For the selection of global searchmethod,
we implement an effective DE version Self-adaptive Differential Evolution (SaDE),
whose good exploration ability has been experimentally verified by [60].

The popular traditional mathematical local search techniques include the steepest
descent methods, the conjugate gradient methods [9], the conjugate gradient method
[28, 85–92], quadratic programming [13–16, 49, 74]. These approaches accomplish
a neighborhood search within very limited computational cost. Recently, an adaptive
PrMA (APrMA) proposed by [48] adopts a simple evolution strategy (ES) based
search technique as its local search operator, which belongs to the class of EAs. [50]
developed and embedded a new crossover-based local search into anMA. Compared
with the traditional local search techniques, the EA-based local search optimizers
have better robustness, although they usually require more computational cost. In
order to meet the requirement of local search, the adopted EAs should start working
on one single individual and search its neighborhood by using mutation or sam-
pling operators. Therefore, the ESs and EDAs with high convergence speed are the
good choices for local search. For example, the covariance matrix adaptation evolu-
tion strategy (CMA-ES) designed by [25] shows particularly reliable and excellent
performance for local optimization. In CMA-ES, it is stated that its convergence
speed is ten times slower than the Davidon, Fletcher, and Powell Strategy (DFP)
[57], but its robustness for difficult problems is far more excellent. Given an initial
individual, CMA-ES performs iterative self-adaptive Gaussian-based mutation and
recombination. CMA-ES has been successfully used as an advanced local search EA
in [1]. Moreover, as experimentally verified by [1, 2], its global search ability can be
effectively strengthened by incorporating a restart strategy. Differently, our designed
algorithm uses the global search EA to guarantee a good exploration.

Wang and Li [76] proposed a self-adaptive mixed distribution based univariate
EDA (MUEDA) for large scale global optimization. The fast convergence and good
scalability ofMUEDA has been experimentally proven in [75, 76]. However, sharing
the similar idea of [1, 10], Wang and Li [75] has to reduce MUEDA’s risk of being
trapped by local optima by incorporating a restart strategy. This shows its potentiality
of being adopted as a local search technique. Comparedwith CMA-ES, the execution
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cost of MUEDA is lower, since it avoids the complex processing needed for adaption
of the covariance matrix. However, its performance on rotated problems is relatively
poor. Therefore, based on different required computational costs, we can flexibly
apply purposive candidate local search techniques in MA(DE-LS).

5.4 Experimental Study of Different Local Search
Techniques

In this experiment, we attempt to obtain general rules of designing MA(DE-LS). To
avoid the influence of global search method, we use SaDE in different MA(DE-LS)
variants. The strengths and weaknesses of different local search techniques can be
summarized from the experiments on diverse kinds of optimization problems.

5.4.1 Experimental Settings

The algorithms under comparison are shown as follows:

• SaDE: self-adaptive differential evolution [60];
• CMAES: covariance matrix adaptation evolution strategy [25];
• MA(DE-LS)(SaDE-CMAES): global search method: SaDE, local search tech-
niques: CMA-ES;

• MUEDA: self-adaptive mixed distribution based univariate estimation of distrib-
ution algorithm [76].

• MA(DE-LS)(SaDE-MUEDA): global search method: SaDE, local search tech-
niques: MUEDA;

In order to fully reveal the impacts of local search techniques, we adopt a test
function suite containing 26 numerical optimization problems with different charac-
teristics, such as unimodality, multimodality, rotation, ill-condition, mis-scale, and
noise. Themathematical definitions of the test functions are summarized in Table5.2.
The first three groups contain separable problems. Test functions of group 2 and 3
have mis-scaled variables and noisy landscapes, which are much more challenging
for optimization. For group 4 problems, the classical test functions are rotated by
z = M(x −o), where M is an orthogonal rotation matrix, to avoid local optima lying
along the coordinate axes while retaining the properties of the test functions. We set
the dimensions (Ds) of all problems to be 30, and the fitness evaluation size to be
10,000 × D. A run is considered to be successful if at least one solution was found
during its course whose fitness value is not worse than (fit(x∗) + 1e − 5).

The ranking of the algorithms is based on the success performance S P [1], which
is defined as follows:
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Table 5.2 Classical benchmark problems to be minimized

Group 1: Classical test functions (nonlinear, separable, scalable) (z = x − o)

Num Shifted Rotated Problems Objective function

fun1
√

Shifted Sphere f1(x) = ∑n
i=1 z2i + fbias

fun2
√

Shifted Schwefel 1.2 f2(x) =∑n
i=1(

∑i
j=1 z2j ) + fbias

fun3
√

Shifted Schwefel 2.22 f3(x) =∑n
i=1 |zi | + ∏n

i=1 |zi | + fbias

fun4
√

Shifted Schwefel 2.21 f4(x) = max |zi | + fbias

fun5
√

Shifted Rochenbrock f5(x) = ∑D
i=1(100(z

2
i −

zi+1)
2 + (zi − 1)2) + fbias

fun6
√

Shifted Ackley f6(x) =
−20 · exp(−0.2

√
1
n

∑n
i=1 z2i ) +

e − exp( 1n
∑n

i=1 cos(2π zi )) +
20 + fbias

fun7
√

Shifted Griewank f7(x) = 1
4000

∑n
i=1 z2i + 1 −∏n

i=1 cos( zi√
i
) + fbias

fun8
√

Shifted Rastrigin f8(x) = ∑n
i=1(z

2
i ) −

10cos(2π zi ) + 10 + fbias

fun9
√

Noncontinues Rastrigin f9(x) =∑n
i=1(y2i ) − 10cos(2πyi ) + 10,

yi+1 ={
zi , i f |zi | < 1/2

round(2 ∗ zi )/2, otherwise,

fun10
√

Shifted Penalized 1 f10 =
π
30 {10 sin2 + ∑2

i=1 9(yi − 1)2 ·
[1+10 sin2(πyi+1 + (yn −1)2)]
+ ∑30

i=1 u(xi , 10, 100, 4)}, u
and y are shown in [93]

fun11
√

Shifted Penalized 2 f11 = 0.1{sin2(π3x1) +∑2
i=1 9(xi − 1)2 · [1 +

sin2(3πxi+1)] + (xn − 1)2}
·[1 + sin2(2πx30)] +∑30

i=1 u(xi , 5, 100, 4)}, u and y
is shown in [93]

Group 2: Test functions that are mis-scaled (z = x − o)

fun12
√

Shifted Rochenbrock100 f12(x) = ∑D
i=1(100((ai zi )

2 −
(ai+1zi+1))

2 + ((ai zi ) − 1)2) +
fbias, ai = 10

i−1
D−1

fun13
√

Shifted Rastrigin10 f13(x) = ∑n
i=1((ai zi )

2) −
10cos(2π(ai zi )) + 10 + fbias,

ai = 10
i−1
D−1

fun14
√

Shifted Rastrigin1000 f14(x) = ∑n
i=1((ai zi )

2) −
10cos(2π(ai zi )) + 10 + fbias,

ai = 1000
i−1
D−1

(continued)
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Table 5.2 (continued)

Group 1: Classical test functions (nonlinear, separable, scalable) (z = x − o)

Group 3: Test function with noise (z = x − o)

fun15
√

Noise Schwefel 1.2 f15(x) =
(
∑n

i=1(
∑i

j=1 z2j ))(1 +
0.4|N (0, 1)|) + fbias

Group 4: Rotated test functions (nonlinear, nonseparable, scalable) (z = M(x − o))

Num Shifted Rotated Problems Objective function

fun16
√ √

Rotated Sphere f16(x) = ∑D
i=1 z2i + fbias

fun17
√ √

Rotated Tablet f17(x) =
(1000x1)2 + ∑D

i=2 z2i + fbias

fun18
√ √

Rotated Ellipse f18(x) =
∑D

i=1(20
i−1
D−1 zi )

2 + fbias

fun19
√ √

Rotated diff pow f19(x) = ∑D
i=1 z2+ai

i + fbias,

ai = 10
i−1
D−1

fun20
√ √

Rotated Schwefel 2.21 f20(x) = max |zi | + fbias

fun21
√ √

Rotated Rochenbrock f21(x) = ∑D
i=1(100(z

2
i −

zi+1)
2 + (zi − 1)2) + fbias

fun22
√ √

Rotated Ackley f22(x) =
−20 · exp(−0.2

√
1
n

∑n
i=1 z2i ) +

e − exp( 1n
∑n

i=1 cos(2π zi )) +
20 + fbias

fun23
√ √

Rotated Griewank f23(x) = 1
4000

∑n
i=1 z2i + 1 −∏n

i=1 cos( zi√
i
) + fbias

fun24
√ √

Rotated Rastrigin f24(x) = ∑n
i=1(z

2
i ) −

10cos(2π zi ) + 10 + fbias

fun25
√ √

Noise Schwefel 1.2 f25(x) =
(
∑n

i=1(
∑i

j=1 z2j ))(1 +
0.4|N (0, 1)|) + fbias

fun26
√ √

Noise Quadric f26(x) =∑n
i=1 i z4i +random[0, 1)+ fbias

S P = mean(function evaluations of successful runs)

× all runs

number of successful runs
(5.9)

Small values of S P are preferable. As shown in [60, 73, 80], the empirical cumulative
distribution of normalized S P can strongly benchmark the performance of multiple
algorithms. The overall performance on a suite of test problems can be described in
the empirical distribution of the normalized success performance picture, in which
small values of normalized S P and large values of the empirical distribution are
preferable. As indicated by [60], the first one that reaches the top of the graph will
be considered as the best algorithm.
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Fig. 5.1 Empirical distribution of normalized success performance of MA(DE-LS) and its subop-
timizers on 26 function optimization tasks

5.4.2 Experimental Result and Discussion

The empirical distribution of the normalized success performance picture is shown in
Fig. 5.1. It can be easily observed that CMA-ES provides top convergence speed for
over 50% problems. However, for over 30% problems, it fails completely. The other
local search techniqueMUEDA, which is mainly for large scale global optimization,
shows similar properties, but poorer performance than CMA-ES. The reason is that
MUEDA treats the variables separately, which inevitably results in poor performance
on rotated problems.

The global search method SaDE used in MA(DE-LS) shows relatively reliable
performance, which can solve almost 90% problems. However, its efficiency is not
satisfactory, see Table5.1. The performance of two MA(DE-LS) versions is dis-
tinctly different. MA(DE-LS)(SaDE-CMAES) shows top overall performance. With
the help of local search technique CMAES, it even can solve more problems than
using SaDE only. Contrary, the performance of MA(DE-LS)(SaDE-MUEDA) is
slightly worse than SaDE. It is not surprising, because MA(DE-LS) has to use some
computational cost to accomplish the local search computational budget adaption.
This is especially true for the rotated problems.
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Based on this comparison study, we have the following observations:

• Using local search method alone is not sufficient for reliably solving diverse tasks.
This is also the main reason for applying restart strategy in [1, 76].

• Using the same global search method, different local search techniques may result
in remarkably different performance. A bad choice of the local search technique
may even result in poorer performance in both effectiveness and efficiency than
the global search.

• With the help of suitable local search technique,MA(DE-LS) can not only enhance
the efficiency like the other MAs, but strengthen the effectiveness of the global
search method.

5.5 Experimental Comparison with State-of-the-Art
EAs & MAs

In order to comprehensively benchmark MA(DE-LS), we design three experimental
studies in this section. The merits and demerits of MA(DE-LS) can be clearly shown
via comparison with diverse State-of-the-art EAs, DE-based MAs and other MAs.

5.5.1 Comparison with State-of-the-Art Global Search EAs

In order to show the superiority of MA(DE-LS) over the effective global search
methods, we compared it with six recently proposed state-of-the-art EAs:

• SaDE: self-adaptive differential evolution [60];
• jDE: differential evolution with parameter adaption [3].
• SLPSO: self-adaptive learning based particle swarm optimization [80];
• CLPSO: comprehensive learning particle swarm optimizer [38];
• FIPS-PSO: fully informed PSO [43];
• FDR-PSO: Fitness-distance-ratio based PSO [56];

Specifically, the SLPSO and SaDE self-adaptively utilize offspring generating strate-
gies from PSO and DE respectively to strengthen the robustness. CLPSO has exhib-
ited the top capability of handlingmultimodal problems [38] among the PSOvariants.

Figure5.2 depicts the comparison between MA(DE-LS) and six global search
EAs. The superior capacity in universality of SLPSO and SaDE compared the other
PSO and DE variants has been experimentally confirmed in [60, 80]. It is observed
that they have similar empirical cumulative distribution curves and significantly
outperform jDE and the other PSOs. Compared with SLPSO and SaDE, MA(DE-
LS) has significantly better convergence speed and universality. For almost 60%
problems, MA(DE-LS) provides the fastest optimization speed. Furthermore, when
its empirical cumulative distribution curve reaches the top, the normalized SP value
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Fig. 5.2 Compared with state-of-the-art global EAs on 26 function optimization tasks

is still very small (≤2). In Fig. 5.3, the comparison of optimization curves on six
representative problems again confirms this viewpoint. Therefore, the advantages of
the MA(DE-LS) compared with effective global search EAs are definitely verified.

5.5.2 Comparison with State-of-the-Art DE-Based MAs

In order to show the superiorities of MA(DE-LS) over the other DE-based MAs, we
compareMA(DE-LS) with four DE-basedMAs. Besides, the classical DE is adopted
to provided comparative results. The algorithms under comparison are as follows:

• DE: mutation parameter F = 0.9 crossover parameter Cr = 0.1 for separate
problems and Cr = 0.9 for separate problems [61].

• DEahcSPX:DEwith the adaptive hill-climbing local search and simplex crossover
(SPX) operation [50];

• DEfirSPX: DE with the adaptive hill-climbing local search with length adaption
and (SPX) operation [50];

• DExhcSPX: DE with the adaptive crossover-based local search and simplex
crossover (SPX) operation [50];

• SaDE-L: self-adaptive differential evolution with local search DFP [59].
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Fig. 5.3 Optimization curves of function optimization with 30 D. (Sphere, Schwefel 2.21, Rochen-
brock, Rastrigin, Noise Schewefel 1.2, and Rotated Rochenbrock)

The reasons of selecting these algorithms are: (1) the convergence speedof threeSPX-
based DEs is accelerated by different kinds of local search techniques. (2) SaDE-L
performs DFP, a mathematical exact search technique, after a fixed interval.

Due to diverse characteristics, the CEC05 competition function suite has been
widely used to benchmark different optimization algorithms [73]. As required in [2],
we set the maximum number of function evaluations is set to be 10,000× D. For all
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Table 5.3 Comparison with State-of-the-art DE-based MAs on CEC05 functions

Fcec1 Fcec2

DE 0.00E+00 ± 0.00E+00 5.49E−08 ± 1.20E−07

DEahcSPX 0.00E+00 ± 0.00E+00 6.52E−05 ± 4.84E−05

DEfirSPX 0.00E+00 ± 0.00E+00 1.05E−03 ± 1.29E−03

DExhcSPX 0.00E+00 ± 0.00E+00 9.40E−04 ± 1.80E−03

SaDE−L 0.00E+00 ± 0.00E+00 9.71E−08 ± 4.86E−07

SaDE−(CMAES) 0.00E+00 ± 0.00E+00 0.00E+00 ± 0.00E+00

Fcec3 Fcec4

DE 2.89E+05 ± 1.93E+05 5.04E−01 ± 8.58E−01

DEahcSPX 1.29E+06 ± 9.22E+05 4.62E+00 ± 8.78E+00

DEfirSPX 1.73E+06 ± 1.22E+06 1.04E+01 ± 1.75E+01

DExhcSPX 1.54E+06 ± 1.15E+06 6.69E+00 ± 1.06E+01

SaDE−L 5.05E+04 ± 1.58E+05 5.82E−06 ± 1.45E−05

SaDE−(CMAES) 0.00E+00 ± 0.00E+00 3.79E+00 ± 9.11E+00

Fcec5 Fcec6

DE 2.35E+02 ± 1.83E+02 3.77E+00 ± 2.71E+00

DEahcSPX 9.00E+02 ± 4.79E+02 3.84E+00 ± 3.75E+00

DEfirSPX 1.15E+03 ± 6.68E+02 1.65E+01 ± 4.72E+01

DExhcSPX 1.01E+03 ± 4.31E+02 1.41E+01 ± 1.86E+01

SaDE−L 7.88E+02 ± 1.24E+03 2.12E+01 ± 1.34E+01

SaDE−(CMAES) 2.78E+01 ± 2.11E|+01 4.86E−01 ± 1.32E+00

Fcec7 Fcec8

DE 9.65E−01 ± 9.14E−02 2.09E+01 ± 6.25E−02

DEahcSPX 7.39E−03 ± 6.32E−03 2.09E+01 ± 1.12E−01

DEfirSPX 4.53E−03 ± 6.92E−03 2.10E+01 ± 4.61E−02

DExhcSPX 7.98E−03 ± 9.48E−03 2.09E+01 ± 7.41E−02

SaDE−L 8.27E−03 ± 1.14E−02 2.01E+01 ± 5.73E−02

SaDE-(CMAES) 9.09E−03 ± 3.54E−03 2.04E+01 ± 4.65E−01

Fcec9 Fcec10

DE 0.00E+00 ± 0.00E+00 6.16E+01 ± 4.56E+01

DEahcSPX 2.04E+01 ± 8.19E+00 5.27E+01 ± 4.84E+01

DEfirSPX 2.47E+01 ± 7.72E+01 6.96E+01 ± 5.39E+01

DExhcSPX 2.80E+01 ± 7.75E+00 6.79E+01 ± 4.80E+01

SaDE-L 2.27E−15 ± 1.14E−14 3.58E+01 ± 6.08E+00

SaDE-(CMAES) 0.00E+00 ± 0.00E+00 3.56E+01 ± 1.11E+01

test functions, the algorithms carry out 25 independent runs on 30D problems. The
mean values and standard deviation values are summarized in Table5.3.

For the unimodal problems Fcec1–5, MA(DE-LS) can provide top performance
except for Fcec4, SaDE-L is better. It is apparent that the effective local search
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technique used in MA(DE-LS) plays a leading role. For the other multimodal prob-
lems, it is interesting to see that the performance of MA(DE-LS) still keeps on a high
level. Only for Fcec7 and Fcec8, MA(DE-LS) is slightly worse than the best results.
In summary of these, we can conclude that MA(DE-LS) shows better reliability than
the other DE-based MAs.

5.5.3 Comparison with State-of-the-art MAs

To demonstrate the advantages of MA(DE-LS) over the other MAs, we compare
MA(DE-LS) with threeMAversions from the IEEECongress on Evolutionary Com-
putation 2005 (CEC05) function optimization competition:

• SaDE-L: self-adaptive differential evolution with local search DFP [59];
• DMS-L-PSO: dynamic multi-swarm particle swarm optimizer with local search
[37];

• BLX-MA: real-coded memetic algorithm with adaptive local search probability
and local search length [44].

Besides these three MAs, another recently proposed MA for general problems and
a related EA are also adopted:
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• APrMA: adaptive probabilistic memetic algorithm [48];
• L-CMA-ES: restart CMA-ES [1];

In general, they have different strengths. APrMA is proposed for general problems,
and has shown distinct progress compared with otherMAs. The essential of L-CMA-
ES is to restart local CMA-ES versions when the search fails. Therefore, L-CMA-ES
is made of multiple runs of CMA-ES on many problems.

In this experiment, a run is considered to be successful if at least one solution
was discovered during its course whose fitness value is not worse than (fit(x∗) +
1e − 6) for the functions 1–5 and (fit(x∗) + 1e − 2) for the other functions. The
overall performance on the first 16 problems in empirical accumulative distribution
of normalized S P is described in Fig. 5.4.

From Fig. 5.4, we can observe that MA(DE-LS) is definitely the best, because of
the higher optimization speed and the higher number of solved problems. For the
other algorithms, the performance of APrMA, SaDE-L, DMS-L-PSO and L-CMA-
ES is similar and cannot solve more than 70% of the problems that can be solved by
MA(DE-LS).

5.6 Experimental Study on Digital IIR Filter Design
with Fixed-Point Representation

In order to provide comprehensive impression of the utility of our MA(DE-LS), we
adopt twelve test problems belonging to four types of digital IIR filters with different
settings, including low-pass (LP), high-pass (HP), band-pass (BP), and band-stop
(BS). The detailed settings of the test problems are summarized in Table5.4.

Table 5.4 Settings of the test problems

Problem Type Passband Stopband δ1 (dB) δ2 (dB) Order

1 LP [0 0.5π ] [0.6π π ] 1 80 9

2 LP [0 0.5π ] [0.6π π ] 1 110 11

3 LP [0 0.5π ] [0.6π π ] 1 140 13

4 HP [0.6π π ] [0 0.5π ] 1 80 8

5 HP [0.6π π ] [0 0.5π ] 1 110 11

6 HP [0.6π π ] [0 0.5π ] 1 140 13

7 BP [0.4π 0.6π ] [0 0.3π ]
⋃

[0.7π ] 1 55 12

8 BP [0.4π 0.6π ] [0 0.3π ]
⋃

[0.7π ] 1 70 14

9 BP [0.4π 0.6π ] [0 0.3π ]
⋃

[0.7π ] 1 90 16

10 BS [0 0.25π ]
⋃

[0.75π π ] [0.4π 0.6π ] 1 55 9

11 BS [0 0.25π ]
⋃

[0.75π π ] [0.4π 0.6π ] 1 70 13

12 BS [0 0.25π ]
⋃

[0.75π π ] [0.4π 0.6π ] 1 90 14

The number of variables to be optimized is 2×order
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For the digital IIR filters represented by Eq. (5.1), we restrict all of the parameters
in [−2, 2], but most of the parameters locate in [−1, 1]. Therefore, for a word length
of nL , when the parameter is in [−1, 1), we use nL − 1 bits to represent the decimal
part and 1 sign bit. For the parameters with values in [−2,−1)

⋃[1, 2), we use 1 bit to
represent the integer part, (nL −2) bits to represent the decimal part and 1 sign bit. In
this experiment, the coefficients of all filters are quantized with a word length of 16
bits. To verify the superiors of MA(DE-LS), we compare its performance with those
of five state-of-the-art EAs. The algorithms for comparison are listed as follows:

• SaDE: self-adaptive differential evolution [60].
• jDE: self-adaptive control parameters in differential evolution [3].
• PSO-cf-local: local version of particle swarm optimization with constriction factor
[33].

• CLPSO: comprehensive learning particle swarm optimizer [38].
• MUEDA: self-adaptive mixed distribution based univariate estimation of distrib-
ution algorithm [76].

These algorithms have different strengths: CLPSO proposed by [38] has shown
remarkable capability in handling multimodal problems amongst various PSO
variants; The convergence speed of PSO-cf and MUEDA are very high, and they
perform well on unimodal problems; SaDE and jDE have very good capability and
generality of handling diverse problems.

5.6.1 Experimental Results

We set the maximum number of function evaluations to be 10,000× D, where D is
number of variables to be optimized. The parameter settings for all algorithms are
inherited from the referenced papers. For all test problems, we carry out 30 indepen-
dent runs for each algorithm. Statistics gathered from the results are summarized in
Table5.5. The mean and standard deviation (std) and the number of successful runs
(Sruns) are recorded. A run is considered to be successful if at least one solution was
discovered during its course whose fitness value is 0. Moreover, when all 30 runs are
successful, the average number of function evaluations (NFE) required to find the
global optima are also recorded.

5.6.2 Discussion

The problems 1–3 belong to digital LP IIR filter design. These three problems are
relatively easy, comparedwith the other kinds of problems. On the first two problems,
MA(DE-LS) can provide 30 successful runs, followed by SaDE, which uses more
computational cost. On the third problem, none of algorithms can provide 100%
succeed rate, but MA(DE-LS) also performs the best in terms of NFE. For the other
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three algorithms, the success rate is very limited. The experimental results on the HP
problems 4–6 is similar to the first three ones, on which MA(DE-LS) also provide
the top performance. Instead of SaDE, MUEDA now obtains the second place. The
reason may be that the HP problems require more exploitation ability, which is
the most important strength of MUEDA. It is presented by [33] that the convergence
speed of PSO-cf is very high, but its performance on these problems is very poor (see
Table5.5). This is because the landscapes of these problems are full of local optima,
which inevitably impede the search of the particles, while themixed distribution used
in MUEDA is able to effectively avoid this ([76]).

On the BP problems 7–9, only MA(DE-LS) can succeed in finding the desirable
filters in every run, while the other algorithms show poor performance. The reason is
MA(DE-LS) can balance the exploration and exploitation well, and provide effective
and efficient performance on different kinds problems. The three BS problems are
the most difficult in this test suite. On these problems, only MA(DE-LS) can provide
satisfactory performance, although it requires significantly more NFS than in the
above problems. On the BP problems, MUEDA, which shows effective performance
on the LP and HP problems, completely fails. Therefore, the effect of the two-stage
framework is clearly verified. Besides, the success rates of SaDE on BP problems
decrease to lower than 50%. The difficulty level of BS problems is also very high.
Even MA(DE-LS) fails in some runs on problems 11 and 12, on which MUEDA
provides comparable results.

In summary, MA(DE-LS) achieves the best performance on all test problems in
terms of both effectiveness and efficiency.

5.7 Conclusion

In the previous research, DE has been frequently used as the global search method
in MAs. However, because of the limited performance of the conventional local
search operators, the performance of previous DE-related MAs still needs further
improvement. In this chapter, we investigate the feasibility of using efficient EAs as
the local search techniques in an adaptive MA framework, which can fully extract
the strengths of both global and local search techniques. Two MA(DE-LS) variants
are generated by applying different local search techniques, including CMAES and
MUEDA. The impacts of local search techniques have been experimentally revealed.
Some interesting observations are obtained, which is very useful for designing DE-
related algorithms.

In order to comprehensively show the effectiveness and efficiency ofMA(DE-LS),
we experimentally compare MA(DE-LS) with state-of-the-art EAs, DE-based MAs,
and other MAs. The superior performance of MA(DE-LS) in terms of efficiency,
effectiveness, and reliability have been clearly verified. In order to show its practical
applicability, we apply MA(DE-LS) to digital IIR filter design with fixed-point rep-
resentation. The experimental results definitely verify the promising performance of
MA(DE-LS).
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Due to MA(DE-LS)’s promising performance, the research direction of apply-
ing efficient EAs as the local search operators deserves more attention from both
academic and engineering communities.
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Chapter 6
Applying Operations Research to Design
for Test Insertion Problems

Yann Kieffer and Lilia Zaourar

Abstract Enhancing electronic circuits with ad hoc testing circuitry—so-called
Design for Test (DFT)—is a technique that enables one to thoroughly test circuits
after production. But this insertion of new elements itself may sometimes be a chal-
lenge, for bad choices could lead to unacceptable degradations of features of the
circuit, while good choices may help reduce testing costs and circuit production
costs. This chapter demonstrates how methods from Operations Research—a scien-
tific discipline rooted in both mathematics and computer science, leaning strongly
on the formal modeling of optimization issues—help us adress such challenges and
build efficient solutions leading to real-world solutions that may be integrated into
electronic design software tools.

6.1 Introduction

This chapter presents an overview of how optimization techniques from Operations
Research can help improve the performance and reduce the cost of electronic chip
testing. Operations Research allows one to design efficient optimization algorithms
to solve optimization issues arising in the design of electronic design software to
facilitate chip testing.

6.1.1 Electronic Chip Testing

The semiconductor industry owes its success to the ever-growing performance and
integration of electronic chips. This is usually summarized under the term “Moore’s
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law”, which is an empirical observation of the pace of improvement of electronic
circuit density.

But this race to higher and higher density means on one side more and more com-
plex design and fabrication methodologies; and on the other an increased difficulty
for circuit testing.

Let us give just two figures. Some electronic chips production rate as low as 30%
yield, meaning that out of 100 chips produced, only 30 are functional and will be
shipped. Trying to push the limits of the technology accounts for such a low figure.

Our second figure is the number of nonfunctional chips that may be shipped in a
batch of chips to the customer. A typical figure would be, for example, 50ppm (parts
per million), meaning that no more than 50 nonfunctional chips can be shipped in a
batch of a million chips.

To achieve such low rates, one needs to use specific testing techniques. This is the
reason why Design For Test (DFT) emerged as a set of techniques. We will present
DFT in Sect. 6.2.1.

6.1.2 Electronic Design Automation

With chips numbering well into the hundreds of millions of transistors, sometimes
even billions of transistors, it is quite clear that computers and specific software are
needed both to handle chip designs and also to carry out some operations for their
implementation. Electronic Design Automation is the generic name for all the effort
to provide software tools for electronic design, circuit implementation, and circuit
fabrication preparation.

No design methodology can exist without support from EDA tools. In the case
of DFT, some techniques are supported by specific tools tailored to that particular
technique. Other techniques may be supported as libraries of ready-to-use electronic
components.

6.1.3 Operations Research

The attempt to optimize some product or process can be conducted in two ways.
One of them is to improve one’s knowledge of the application field, and bring in

new ideas or new methods, leading to a more complex and more efficient system or
service.

The other has a particular application context. It can be used only when choices
have to be made depending on the input data for the particular process or design task,
and those choices have an impact on the overall quality or cost.

The best example of such a case in electronic design is the so-called place&route
step. It takes as input an abstract circuit presented as gates and their connections; it
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produces a geometrical placement in space of the gates and the metallic connections
inside the chip.

Obviously, all the placement information of individual gates andwires are choices
that need to be made during this step; and unwise choices can lead to a dramatic
increase of the overall size of the resulting chip.

This kind of optimization problem calls for an optimization algorithm,meaning an
algorithm taking input data, and computing from that data a solution or combination
of good value, according to some numericmeasure of the values of possible solutions.

The whole discipline dealing with optimization algorithms design, validation,
and implementation is called Operations Research. Its emphasis is on optimization
problem identification (also called the modeling step), and optimization problem
resolution. It is a set of tools and techniques belonging both to mathematics and
computer science, and helps one to design algorithms that compute good solutions
within reasonable computation times.

Some electronic design automation (EDA) tools face optimization challenges for
which Operations Research is the right answer. We exemplify this statement in this
chapter in the case of Design For Test insertion.

6.1.4 Chapter Contents

This chapter has three main parts. The first part presents Design For Test, how it
raises optimization challenges, and gives a general outline of how to tackle these
challenges.

The second and third part are two case studies that illustrate the general statements
from the first part. The first case study is about the insertion of scan chains at the
Register-Transfer Level (RTL). The second case study handles the optimization of
on-chip memory testing components.

6.2 Design for Test Optimization Challenges

Before describing themain optimization challenges related toDesign For Test (DFT),
we first present what is DFT and why it is important. Key techniques of Design
For Test are then introduced, followed by key optimization criteria related to DFT
insertion. Finally, we give hints at a general method for optimizing DFT insertion.

6.2.1 Design for Test: What Is It?

Once a circuit has been produced, its functioning is fixed, and cannot be changed.
Whatever use can be made of the circuit depends only on the design decisions before
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production. This is a major factor influencing all aspects of the design of electronic
circuits (so-called ASICs, application-specific integrated circuits).

Another important fact is that with advanced fabrication processes, not all circuits
produced are functional. Actually, the fallout rate can be quite high. Since detecting
faulty circuits after integration is too costly, circuit producers do their best to deliver
only functional circuits. This means testing each circuit one by one before delivery
to the customer.

But testing has to be thorough, unless the circuit’s malfunction only shows at use
time. The complexity of the internal part of the circuit, (up to hundreds of millions
of transistors) as compared to the low number of access ports (usually less than one
thousand) makes testing a very challenging step. Actually, testing time for one chip
is a key parameter, since chips get produced by batches, but tested one by one.

Additionally, testing is done using an ad hoc device called a tester, which is a
very high precision machine, costing millions of dollars. Series of chips get tested
in parallel over several testers.

The key parameter for the test phase is its cost. This cost is directly proportional
to the testing time of an individual chip. Hence minimizing this time is a key problem
for integrated circuits fabrication.

It is a well-known fact that efficient testing of a complex circuit cannot be car-
ried out quickly without enhancing the design of the circuit. Adding testing circuitry
(“testing logic” is the jargon term) enables one to increase observability and control-
lability of the circuit. These terms refer respectively to the ability to set, and to read,
at the time of testing, the state of any particular part of the circuit. Ideally, one would
like to have 100% observability and controllability of the chip, to actually be able
to test thoroughly all parts of the chip.

This additional design phase is what is called Design For Test, DFT for short. It
is the final design test: DFT has to be done before the transformation of the circuit
description to layout, masks, and actual circuits. But it is usually done after the chip
designer has delivered a functional design: it is seldom undertaken by the designer
itself, and is usually left to specialized teams.

To sum up, testing is mandatory to sort out functioning chips from dysfunctional
ones after production. But testing is very costly, and it is important to reduce its
time. Testing time and testability are the two main criteria. Testability has to be near
100%, and testing time should be minimized. The only known way to reach these
objectives is to add testing logic to the design in a phase known as DFT, after the
functional design is produced, but before the chip gets to the implementation and
production phases.

6.2.2 DFT Techniques

DFT is a set of practices, technologies, andmethodologies enabling the chip designer
to enhance the testability of the circuit and enable a timewise efficient testing of the
circuit.
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DFThas core techniques for actually instrumenting the circuit part to be tested; and
integrating techniques and technology to put together and orchestrate the functioning
of the testing part of the circuit, and also offer an interface to the outside world
through pins of the circuit. DFT techniques is a very comprehensive topic; the reader
is referred to reference texts such as [10] for more details.

The present chapter focuses on the optimization challenges of the DFT phase of
chip design. Optimization issues arise when implementing a test technique requires
many choices, and these choices may vary greatly in terms of performance or cost.

The instrumentation of a part of a circuit in order to test it generates such opti-
mization challenges. We are not aware of optimization problems arising from the
integration of test systems, at least from the point of view of chip design. We will
touch on a test integration challenge in the perspectives part at the end of this chapter.

We now present briefly the two main testing techniques: the so-called scan chain
insertion, and the BIST methodology.

Scan chain insertion is a technique for testing irregular parts of the circuits. We
say that a circuit or part of circuit is regular when it contains small structures that are
repeated a big number of times. Two good examples of regular circuits are memories
and CCDs. What one usually thinks of as a digital circuit—a piece of hardware that
somehow computes something—is usually irregular.

The irregular case is the most difficult to handle. Scan chain insertion is a very
costly technique in terms of chip area, but it is also very efficient. The difficulty in
testing an irregular circuit is to access its internal state. Scan chain insertion removes
this difficulty by actually transforming each and every storage element of a circuit
into one that is freely readable and writable at testing time. Hence, the state can be
completely known and set, and testing is reduced to testing the right function of the
computational part of the circuit (combinatorial part in electronic parlance).

How this is achieved is simply stated as: all memory elements of the circuit are
chained together into a shift register, together with the necessary logic to either
enable this register (test mode) or leave it aside (functional mode). The technique
will be presented in more detail in the first case study, which presents work on the
optimization of scan chain insertion in a special case.

Before presenting the methodology of BIST, let us explain how any circuit is
tested, be it instrumented through DFT or not.

The circuit to be tested (DUT, device under test) is placed on an industrial tester. A
test program, which has been designed before the chip production, is run on the chip.
Testing involves some analog part (so-called parametric testing) and some digital
part (test vectors application). Test vectors are just arrays of 0’s and 1’s, or low and
high voltage values, that are fed in sequence to the testing input pins of the circuit,
while 0’s and 1’s get read from the output pins. Output values are tested against
expected values. One bad value means that the chip is dysfunctional; dysfunctional
chips are disposed off.

In the case of scan chain testing, the test vectors are actually states of the chip
that get uploaded to the chip. Then the chip is activated for one step, and the state is
again read out.
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Regular circuits do not usually need such expansive means of testing. Memories,
for example, can be tested directly on an industrial tester. Testing is done using
regular functions of the memory, the main difference being that the testing patterns
that are applied are regular, and are meant to thoroughly ascertain the function of the
memory, while regular usage accesses are random and not tailored for testing limit
cases.

The ease with which regular structures are tested justifies the ability to embed
most of the test methodology on the chip, reducing the tester’s work to that of an
orchestra conductor: requiring test to begin, and getting back the test result. Such
reduction of the job on the tester’s part is meaningful if more than one part of the
circuit get tested at the same time.

Embedding the testing logic in the circuit is the main idea behind the techniques
collectively known as BIST, for Built-In-Self-Test. BIST has other benefits, like
allowing the chip to test itself once it has come out of the industrial production
environment.

BIST is mainly used in practice for regular structures, although it could be used
also for irregular ones. Our second case study presents work on optimizing the testing
architecture in the case where many small memories are embedded in a chip.

6.2.3 DFT Insertion Key Parameters

For most circuits, DFT is a necessity, for testability of the circuit would be much too
lowwithout it. AdoptingDFT brings one new parameter into the picture—namely the
fault coverage rate. Since DFT is meant to increase fault coverage, the fault coverage
rate should be closely looked after.

Inserting DFT also brings a couple of challenges and constraints.
Since DFT is added circuitry, its addition will increase the area of the final chip.

This increase is not always just a fixed cost in area, as will be clearly illustrated in
the case of scan insertion (Sect. 6.3).

Another cost is the added complexity of the design flow when DFT is used. This
has no incidence on the product itself, only on project management. We will thus
disregard it in this work.

Testing a chip is an actual step after production of the chip. Chips are put on
costly machines called testers. After the test, the machine emits a PASS or FAIL
result. During the test, the chip is powered by the tester. But the power needed for
the test may be unrelated to the power needed for normal use. It is common practice
to design the power budget according to functional use of the chip, and to adapt the
testing step so that it works within this power limit. Hence testing power should be
watched, lest the chip be burnt and destroyed during the test.

Finally, as already mentioned in Sect. 6.2.1, the testing costs of a series of chips
are proportional to the testing time of an individual chip of the series. Decreasing the
testing time of one chip by 20% means reducing the whole testing costs by 20%.
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To sum up, testing involves four key parameters: testability as measured by fault
coverage, area increase, power use during test, and testing time.

6.2.4 DFT Optimization: Some Hints at a General Method

We will first set a general context for our discussion, and then give an outline of a
method that encompasses the work of both the case studies presented below.

6.2.4.1 DFT Insertion Challenges

Our concern is DFT,meaning the design of additional circuitry that facilitates or even
enables one to do chip testing after chip production. The objective while resorting
to DFT is to enhance the testability of the circuit—this parameter should never be
forgotten.

Another important part of the context is the setting for the optimization. Usually,
our input will be a circuit that is to be enhanced with DFT. Sometimes, the input may
be greatly simplified, as in case study B where only the memories of the circuit are
considered.

As will be illustrated in both case studies, the insertion of this circuitry is based
on two factors. First, a testing technology has to be chosen or designed. Second, the
way this technology is added to the circuit should be considered wisely, for wrong
choices could lead to unacceptable results.

The first part is the job of the DFT engineers, and has not much to do with
mathematics or computer science. It is when the second factor exists that Operations
Research may really help with DFT insertion.

Some additional input may be parameters that restrict the possible design choices
for DFT elements; such will be found out by a close analysis of what DFT structures
may be included in the circuit.

At least three factors will have to be considered when inserting DFT. The first
factor is the increase of area of the circuit. Since no function can be added without
an addition of circuitry, inserting DFT means increasing the area of the chip. Chip
production costs are directly correlated to chip area. This area increase may be
negligible, or not, depending on the DFT technology used.

The two other factors are related to the actual testing phase. The cost of chip
testing is in direct relation to the time of testing. This is because testing uses costly
resources (namely industrial testers). In fact, the cost of testing is becoming an
increasing proportion of the total cost of chip production.

The time for testing all the chips in a series is roughly proportional to the time for
testing one of the chips. For large series of chips, many testers are used in parallel to
allow for not-too-long testing phases, meaning sometimes weeks. Time and money
limits put real pressure on the testing phase. Hence, any technique that may help
reduce testing time is appreciated.
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One such general principle is that of testing several functions of the chip at the
same time—it is some kind of parallel test at chip level. Testing functions 2 by 2
may reduce the testing time by a factor of 2, meaning financial gains of a factor of 2
for the testing part.

But this idea has a limit in that the testing phase consumes power, and the power
source for testing is actually the same as the power source for the function of the
chip. Testing several functions at once increases the power needed for testing, and
this power has to be kept within certain bounds, lest the chip be burnt during testing.

The way chips are designed and produced today leads to the following context:
chip power sources are calculated to accommodate the necessary power for normal
function of the chip; and testing power has to stay within this power range. Hence
from the point of view of a testing scheme, what is important is the testing peak
power, meaning the instant power value at the time of testing when it is greatest.

As will be illustrated in our second case study, testing time and testing peak
power are competing parameters. If one accepts to increase one of them, it does help
to reduce the other. Higher peak power means more testing may happen in parallel,
and this may enable testing time reduction.

Other parameters may show up as directly related to DFT insertion choices. One
such example is the number of testing pins in case study A. One has to be careful
though not to confuse actual optimization parameters, which are quantities that one
would like to see minimized or maximized in the resulting circuit, with other quan-
tities that one thinks would be helpful reducing or increasing in order to optimize
those aforementioned quantities.

Finally, as in any optimization phase, one should keep inmind that the time needed
for the optimization computations should be kept within reasonable bounds. Most
DFT insertion tools need to give an answer within 15min; overnight computations
are usually not considered a viable option. Those time limits are consequences of
the way electronic design is carried out: many tools have to be used in succession,
and some step in the whole flow may fail, in which case one has to go back up to
some previous step in the design flow. Finally, the time for traversing the whole flow
is limited also, because of time-to-market considerations.

6.2.4.2 How to Approach DFT Insertion Optimization Challenges

At the onset, any DFT insertion requiring optimization would seem to optimize the
following five criteria:

1. maximize testability
2. minimize area expansion
3. minimize individual testing time
4. minimize testing peak power
5. minimize optimization computation times

This is a reduced list: some parameters may be added after thorough analysis of
the DFT technique used.
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This would seem to place all DFT insertion issues into the field of multi-criteria
optimization. Our experience show it is not always the case. This will be illustrated
in case study A, where only one criterion is optimized. Our recommendation is to do
the utmost to reduce the number of objectives before working on any optimization
solution (method or algorithm).

Let us illustrate our argument with a real life example. Say you want to buy a
new car. You like fast cars; but you would also like to spend as little as possible. The
car dealer will make it clear to you that the fastest car is not the cheapest, and the
cheapest car is not among the fastest ones.

In the case of a car purchase, you may be able to compromise between speed and
price. This is difficult to automatize. In the case of DFT insertion, it may be that
some optimization parameters may be left aside during the optimization phase.

The foremost reason to not care about an optimization parameter is that your
optimization choices do not impact the value of the parameter. In both case studies
below, testability was in no way impacted by DFT architecture considerations.

A weaker form of the same is when a parameter increase or decrease is negligible.
For example, it may be that the area expansion in the worst case is less than 1/1000th
area of the circuit. Then optimizing area increase may have no real industrial benefit.

Finally, some parameter may need to be kept within some limits, for example
below some threshold, without any added value if it is further reduced. In that case,
this apparent optimization criterion is better considered as an optimization constraint,
therefore reducing the number of optimization parameters.

Minimizing optimization computation time is not to be considered a real optimiza-
tion parameter; it is rather a modality of how optimization should be conducted. It
is an ever-present concern, but is never explicitly mentioned in Operations Research
studies.

If after all these simplifications, one there is still more than one parameter to
optimize, then it is advisable to do the following analysis.

Let us first present two extreme cases:

1. Two parameters are clearly in competition, one with the other. In the case of DFT,
it will usually be the case between testing peak power and testing time—if they
are still to be considered at this step of the analysis.

2. All parameters improve when one particular parameter is improved. This para-
meter may or may not be one of those already considered.

All pairs of parameters have to be taken and assessed with regards to thier inter-
action to each other and try to estimate whether they are in competition, or may
improve together, or are indifferent one to the other.

In case one parameter is indifferent to all others, optimization can be separated
into several phases: one for this parameter, and one for the rest.

If two parameters are found to be in competition, then theremust be a compromise
to decide how to choose between competing parameters? Is it the responsibility of
the chip designer, or may the DFT insertion tool provider already offer a satisfactory
solution?
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If it is preferable to leave the choice to the designer, then we are really facing a
multi-objective optimization problem.

In the extreme case when all parameters increase with the increase of only one
of them, we fall back to single criterion optimization, which is the most comfortable
scenario to tackle optimization problems.

Intermediate casesmay happenwhen one parameter ismore important to optimize
than another; in that case, optimizationmay again be decomposed into several phases,
where each successive phase takes as input the result of the optimization of the
previous phase.

Once this analysis of optimization criteria is done, it is a matter of going back to
the usual method of work in Operations Research, which is:

1. Give a precise, mathematical formulation of the optimization problem, separat-
ing input data, output data, constraints that the output should satisfy, and a list
of the optimization criteria together with optimization direction (maximize or
minimize);

2. Simplify or reformulate problem into an equivalent problem, possibly simpler, or
closer to classical optimization problems from the literature;

3. Adapt or design a solution method for the problem;
4. Validate on numerical data, and iterate the solution step if necessary.

6.3 Case Study A: RTL Scan Insertion

In this case study, we present work on the optimization of the process of inserting
scan chains when it is done at the Register-Transfer Level (RTL). We first review the
electronic design context of RTL scan insertion; we then apply our methodology to
find out which key parameters should be optimized when inserting scan; and finally
present our resolution method together with numerical results.

6.3.1 RTL Scan Insertion: Electronic Context

To review the electronic context of RTL scan insertion, we first give an overview
of the scan chain technique. A presentation of the implementation flow for circuits
follows. We end up with a discussion of the value of scan insertion at the RT level.

6.3.1.1 The Scan Chain Technique

Testing the so-called logical part of the design, that is the part that actually “com-
putes”, is quite a challenge if the design is not properly instrumented. The internal
state of the design is one of 2N if N is the number of memory elements of the design.
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Putting the design into one of those states just through inputting determined values as
input is not a realistic endeavor. Besides, a complete test would involve 2N+i cases,
where i is the number of inputs, since all input stimuli (2i ) should be tried against
all internal states. Current designs, even small parts of designs, have N bigger than
1000, so this is definitely not a feasible approach.

The state of the art in testing is to model circuit faults on one hand, and diagnose
them with efficient tools on the other. It is for this second part that scan chaining
was introduced. With the help of a scan chain, the design can be put in any required
state; and the state of the design can also be fully read. Between two such operations,
running the design for the length of one clock cycle allows the detection of nearly
all faults of the simplest types.

The scan chain technique aimed at enriching the functional design with another
mode called test mode. In order to provide it, the memory elements of the circuits
are chained into a unique long shift register, with the help of multiplexer in front of
the inputs of the memory elements. Outputs are sent to the next element of the chain,
and multiplexers indicate whether the input is to be taken from the previous memory
element (test mode) or from the circuit (functional mode).

This technique is usually implemented on Netlists, which are abstract represen-
tations of circuits by way of gates, nets (“wires”) and their connections. But the
same can also be carried out directly in the RTL code, producing an enriched RTL
of the design, providing a test mode alongside the functional mode of the design.
We will explain the reason for doing such a thing after a short presentation of the
implementation flow.

6.3.1.2 The Implementation Flow

As can be seen in both parts of Fig. 6.1, the implementation flow is the part of the
design process that starts from a design description in RTL (handed over by a design
engineer), and ends with the layout description of the circuit. The layout, as its name
suggests, describes how the circuit is to be laid out as parts of a semiconductor
substrate, metal layer, and insulating layers: it is the spatial representation of what
the circuit will look like once produced.

The two main steps of the implementation are the synthesis step, which produces
a Netlist from an RTL design; and the place&route step which produces the layout
from a Netlist. This is a gross simplification of the whole process, but it is quite
enough for our discussion about the place of scan in the implementation flow.

The usual way to insert scan is to do it on a Netlist, as shown on the left part
of Fig. 6.1. The context of this work is the flow shown on the right, where scan is
inserted already in the RTL design. We do not have to argue about this methodology
here since it is part of the context of the study. But we do summarise the benefits of
such a method for the reader who is not familiar with it.
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Fig. 6.1 Classical scan insertion versus our method

6.3.1.3 RTL Scan Chain Insertion

We now discuss when in the design flow of a circuit the scan chains insertions step
should take place.

The commonpractice amongdesigners, and indeed the only onebroadly supported
in VLSI CAD tools, is to insert scan chains between the synthesis and place-and-
route steps. Synthesis is the transformation from design “lines of code” (so-called
RT-level descriptions) to circuit elements (gates, ports and nets for connecting them);
while place-and-route is the geometric step of choosing where electronic elements
should be placed, which means passive and active gates, and also connecting wires.
Placement is a 2D process, and routing is happening in three dimensions: The circuit
is laid out on a 2D floorplan, with several layers of metal above. Gates are assigned
to the lowest level, and connections can be realized either in this level or in the higher
metallic levels.

Placement and routing are the most important and most visible discrete opti-
mization problems in the whole VLSI design flow. This chapter is an illustration of
other issues in VLSI design for which the techniques of Operations Research can be
applied.

Research has been carried out to investigate the possibility to take DFT steps,
especially scan chain insertion, before synthesis is started [1, 2, 4, 6, 9]. The two
possibilities are presented in Fig. 6.1. Part of the rationale for this is that DFT is
actually a design step, and thus should not be mixed with implementation steps such
as synthesis of place-and-route. Another strong point is the fact that synthesis design
tools try hard to optimize the design transformation to actual gates and wires; while
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scan insertion can be a costly step in terms of additional logic. Hence it is better to
have it done before synthesis, so that synthesis can optimize away unneeded circuitry.

Such a move is usually referred as “RT-level DFT” of “RT-level scan chain inser-
tion”. The main challenge with RT-level scan chain insertion is that the scan chain
technique is initially a gates-and-wires technique, in that it is meant to test actual
(combinatorial) gates, by using the state gates also known as flip-flops (FFs). It has
been observed that the FFs generated by the synthesis tool can be computed before-
hand; and that the scan chain function itself can be described as an additional piece
of RTL code [1, 9].

But inserting scan chains at RTL induces another challenge: deciding what is
a good order for chaining the memory elements together. This is also an issue in
traditional scan chain insertion, but it is less of a problem in the traditional way of
doing it since more information is available regarding the actual cost of chaining.

We will present in this study our work on how using Operations Research on the
RT-level scan insertion problem led to an elegant and efficient solution, showing that
this apparent hurdle of choosing the chaining order can be overcome.

6.3.2 RTL Scan Optimization: Delineating the Optimization
Problem

Following our methodology as presented in Sect. 6.2.4, we set out to identify the
optimization problem inputs and output, and the quality measure of possible solu-
tions.

The input in this case is the actual design of the electronic block that is to be
instrumented by scan. In the case of RTL scan, this block is presented in RTL code—
either Verilog or VHDL.

The output of the optimization problem in itself is the way in which memory
elements in the design will be chained. A scan chain is a succession of memory
elements. The only rule is that each memory element should appear exactly once in
one of the scan chains of the design. There is no restriction on the admissible order
of the memory elements inside a chain, although it is pretty clear that the order will
have an impact on the quality of measurement of the set of chains.

The electronic parameters related to the chaining, and that are candidates for
evaluating the quality of a set of chains are many. Let us list them.

1. Number of scan chains: having multiple scan chains enables to load and unload
chains in parallel, thus saving on testing time.

2. Longest scan chain: testing time is proportional to the longest scan chain, since
most of the time during scan testing is the time needed to load and unload chains.

3. Testability.
4. Power during test.
5. Expansion of area of chip due to scan insertion.
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As outlined in Sect. 6.2.4, it is always best to try to optimize only one criterion,
for two criteria might already be in competition one with the other. We have listed
five parameters; we now clarify which parameters really change with the choices of
chaining, and then try to reduce the set of parameters to the minimum possible—
ideally only one.

The number of scan chains is actually irrelevant as an optimization parameter,
since it is only the length of the longest scan chain that dictates the testing time. But
the number of chains is also the number of testing ports of the chip, and this may
very well be upper bounded by design constraints. Hence the number of scan chains
is to be considered as limited by a fixed constant C known at design time.

The longest scan chain is to be minimized. Since all memory elements need to be
chained, minimizing the longest scan chain means having all scan chains of about the
same length, which is the total number of memory elements divided by the number
of chains, and an extra chain to accommodate for rounding up numbers. This is then
fixed at design time, and does not need to be optimized.

Increasing testability is the reason why we insert scan chains in the first place. But
testability is not affected by the chaining scheme, and thus is not to be considered
for optimization.

Power during test has two components: power dissipated by the activity of switch-
ing gates; and power dissipated in nets. The switching power is not affected by the
chaining scheme. The power dissipated in nets increases with the length of the wires.
Hence power during test can be approximated by the total added wirelength due to
scan chaining. Minimizing power during test can be achieved by minimizing total
added wirelength.

Finally, scan insertion may lead to a dramatic increase of the chip size at the
place&route step, and this is certainly to be considered as the main parameter for
optimization. Unfortunatly, it is difficult to estimate precisely this quantity starting
just from a scan chain scheme and the design. Analyzing the cause for area increase
leads to two sources of increase. Chaining replaces gates by others, or adds gates
in certain cases, but this impact on area cannot be too extreme. Chaining also add
wires, actually one connection per memory element of the design. This is a much
more forceful operation, and can dramatically alter the routability of the block. It is
this component that should be kept in check, or optimized if at all possible.

Again, routability is difficult to estimate just from a design and a scheme of
chaining. Placement software gives a congestion estimate, but it is the result of a
complex algorithm, and cannot be easily incorporated in a mathematical model.

We somehow need to measure something that relates to the increase of the risk of
congestion, butmay bemore easily evaluated.We found out that the addedwirelength
due to chaining is such a parameter. Indeed, the longer the wires that are added, the
more stress is applied to the routing step. So minimizing the wirelength should help
minimize congestion during place&route.

Keeping the added wirelength as the only optimization parameter is both satisfac-
tory andunsatisfactory.Theupside is that it represents the two remainingoptimization
criteria after analysis, namely power during test and area increase.
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The downside is that it cannot be directly estimated based on the input and output
of the optimization step, namely the RTL design and the chaining scheme. We make
for this shortcoming as part of our resolution methodology for this problem.

6.3.3 RTL Scan Optimization Problem Resolution

In order to present our solution, we first give problem simplifications that allow it
to fit better known optimization problems; then we solve the issue of not being able
to evaluate solutions by replacing the added wirelength metric with a more suitable
one; we then present the algorithmic solution to the resulting problem, together with
numerical results.

6.3.3.1 Problem Simplifications

We recap from the previous section the optimization problem that we have to solve:

Optimization problem 1 Given an RTL design with N memory elements, and a
maximum number of chains C , define C scan chains (i.e., sequencing of memory
elements of the circuit) each of length at most N

C + 1 such that the added wirelength
after place&route is minimized.

Now this problem has as a subproblem the case when C = 1, i.e., when there is
only one scan chain:

Optimization problem 2 Given an RTL design, define a total ordering of the
memory elements for stitching a scan chain such that the added wirelength after
place&route is minimized.

Experimentation shows that optimization problem 1 can be reduced to optimiza-
tion problem 2 simply by cutting the chain returned by a solution to optimization
problem 2 into segments of the right size: the global added wirelength is not much
different in one case from the other.

Hence it is optimization problem 2 that we will tackle in the following.

6.3.3.2 Another Measure for Solutions Quality

Our aim is to find a reflection in the world of the RTL design and its possible
scan chains of the quality measure we have chosen for our problem—namely added
wirelength due to chaining. However, between the final version of the design given
by the designer, which is the input to the scan stitching tool, and the point in the flow
where the wirelength can be measured—which is after place & route, there are two
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major transformations occurring, namely the synthesis step and the place & route
step.

Synthesis replaces high-level descriptions with lower level descriptions, and this
is not a big issue for our present concern.

Place & Route are the tools that actually decide where each element will be in the
design, together with the routing of the connections. We need to gather some insight
about how the placing and routing tools work to find out a correct reflection of our
objective in the design world.

We focused on this observation: the geometrical distance defined by the placement
tool is likely to reflect the logical distance in the design. By logical distance or logical
proximity, we mean the number of components to go across to actually go from one
memory element to the other in the design. This makes perfect sense in a Netlist,
since a Netlist is a kind of labeled graph where some nodes represent gates and
some nodes represent nets, with adjacencies between gates and nets that are actually
connected in the circuit. The Netlist is the output of the synthesis tool and the input
of the place&route tools.

According to [1], it is also possible to infer memory elements from an RTL
description of the design; and with the help of a light synthesis step, which is to
be included into the scan stitching tool, a generic kind of Netlist can be generated,
which allows one to do the same work as described in the previous paragraph.

More precisely, given a design presented as a Netlist, this can be modelled into a
so-called Design Graph (D-graph in the following) with gates and nodes linked as
described above.

From a D-graph, we compute the so-called Proximity Graph (P-graph in the
following) in the following way. P-graph vertices are the memory elements of the
design. P-graph edges represent paths in the D-graph that do not go through another
memory element. The edges are valued with the number of elements that are gone
through by the path.

The whole process is illustrated in Fig. 6.2, which shows (a) an example design,
(b) the associated D-graph, (c) the associated P-graph.

Computation of the P-graph, although easy to describe, can be a computation
bottleneck. Our implementation uses breadth-first search on the P-graph, together
with a threshold value t above which no edge is inserted in the P-graph when paths
are longer than t .

6.3.3.3 Optimization Algorithm for Scan Chain Stitching

Now the problem to be solved is:

Optimization problem 3 Given an undirected graph G with values on the edges,
find a total ordering on the set of vertices that minimizes the sum of the values along
the sequence.

This is actually not a correct formulation, for what is to be counted as the cost of
going from vertex u to vertex v when there is no edge uv in the graph?
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(a)

(b)

(c)

Fig. 6.2 Example design and associated graphs G P and G D . a Example design, b D-graph, c
P-graph

Anatural answer is to assign to such a pair the length of the shortest path between u
and v in this graph. Since values on edges represent proximity, this proximity function
can naturally be extended by computing the shortest paths for pairs of unconnected
vertices.
After this operation, we are left with this problem:

Optimization problem 4 Given a complete graph G with values on the edges, find
a minimum cost path traversing each vertex exactly once.

This problem is a classical problem: it is the hamiltonian path version of the
traveling salesman problem (TSP). In TSP, one looks for a cycle traversing each
vertex exactly once; in our problem, we look for a chain, meaning we do not have
to come back to our starting vertex. One problem can be reduced to the other by
addition of a vertex joined to all other vertices, with equal weights on all the new
edges.

Nowwe have a good range of well-known algorithms to solve this problem. Since
TSP is known to be a difficult problem (NP-complete is the technical term), there
is little hope to find an efficient algorithm that finds the best solution every time.
Actually, a good solution is enough, since our model is an approximation anyway,
so investing a lot of time to find the absolute best solution makes little sense.

We have to keep in mind that all these problem transformations translate to actual
computations to prepare the input data for the optimization algorithm that will be
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used. Since one wants to handle big enough data sets, some of these transformations
may be too costly in practice.

For example, computing all the shortest paths for all pairs of vertices can become
prohibitive if the input graph is too big. This is the reason why we solve problem 4 by
working on the data of problem 3. One algorithm in particular allows this change of
input easily. It is a nameless algorithm,which is classic in the literature on TSP. Let us
call it the 2-approximation for the TSP. A 2-approximation optimization algorithm
means that each solution given by the algorithm is at most twice the value of the
optimal solution.

This algorithm starts by computing a minimum cost spanning tree on its input
edge-valuated graphG. It so happens that the actual cost of a solution of this algorithm
when run on a graph that is not complete is the same as that obtained by running the
algorithm on the graph completed as in problem 4.

Hence the solution given by this algorithm is actually a solution for the TSP
problem on a complete graph that we never need to compute.

Extensive testing of this method has been carried out on both academic and indus-
trial designs. An industrial synthesis, place-and-route flow has been used for the tests.
Our method has been tested against the integrated scan insertion tool from the same
design flow.

The results are very good, with an overall reduction of wirelength for the whole
design (not just added wirelength due to scan insertion) between−5 and 20% (−5%
being an actual increase in wirelength).

For more details on the method used to solve this particular problem, together
with numerical results, the reader is referred to [12, 13].

6.3.4 Conclusion

Trying to insert wisely scan chains at the RT level seems at first to be a daunting
problem, for minimizing the area expansion is difficult to model. Furthermore, each
DFT insertion problem appears to be multi-objective. We have shown how in the
case of a scan, the optimization problem can be reduced in several steps to a mono-
objective optimization problem, and then solved with well-known algorithms.

6.4 Case Study B: Integrated Memory Testing in SOCs

We now illustrate our methodology on another testing-related optimization problem,
namely the optimization of the architecture for testing memories with a particular
shared testing technology.
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6.4.1 General Context and Objectives

After presenting the context and stakes of memory testing for SOCs, we describe
the testing technology which our optimization problem arises from. We identify the
general nature of the optimization challenge, and give a first high-level description
of the optimization problem we are facing.

6.4.1.1 Introducing the Memory Testing Challenge for SOCs

The previous case study addressed logic testing, with the scan chain technique.
This case study focuses on memory testing [7]. Memory testing, from the point

of view of DFT, is becoming an increasingly difficult problem. The main point is
that Systems On Chips (SOCs) have more and more embedded memories; and where
yesterday’s chips had just a couple ofmemories, today’s chipsmay have thousands of
them.Where as manual techniques were operative just a few years ago, automatizing
is now mandatory.

We recall themain fact concerning testing: although chips get efficiently produced
in series, testing always has to be carried out chip by chip, be it onwafer or in package.
The mass production scheme is what allows costs per unit to decrease, but it entails
an increase of complexity for the testing phase.

Memory testing went from tester-based, to autonomous testing, called BIST for
Built-In Self-Test. In BIST testing, the tester only sends the signal that the memory
should test itself, and embedded logic drives the whole testing procedure, delivering
a result of PASS or FAIL back to the tester. Since memories are regular structures,
testing them with the BIST methodology is both feasible and desirable, where it is
seldom used for logic testing.

Implementing BIST with several memories calls for a BIST design to architec-
ture the test system. Several such architectures have been proposed in the literature
[3, 16].

The adoption of BIST allows parallel testing, where different blocks are tested at
the same time. This brings a new challenge, which is to ensure that the power budget
for the testing operations does not exceed the initial functional power budget for the
SOC.

In this case study, we address the optimization problem that emerges with the
choice of a particular sharing architecture for the memory testing components. This
architecture is broadly presented in the next section.

The optimization objective is the joint design of a shared testing architecture for
embedded memories, and a scheduling for the actual testing of those memories.
Schedule and architecture are linked, since the components in the architecture define
the temporal behavior of the test—typically, sequential testing and parallel testing
for subparts of the block define when each memory test actually begins.
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Fig. 6.3 Full-dedicated testing architecture, versus shared architecture

Although this study illustrates the architectural features of a shared BISTmemory
testing solution, the focus is mainly on the optimization challenge associated to its
use for block testing.

6.4.1.2 Testing Architecture

After production of the chip, each memory in a SOC has to be tested. In the case of
BIST, most of the work for the test of each memory is actually carried out by a ded-
icated component, called a testing wrapper (or simple “wrapper” in the following).

This component has as its only function the test of memories. But under certain
conditions, one such component can orchestrate the test of several memories; such
wrappers are called shared wrappers. In the case when a wrapper tests only one
memory, we call it a dedicated wrapper.

There are two kinds of shared wrappers. Parallel wrappers test all their memo-
ries simultaneously. Sequential wrappers test their memories in sequence. Shared
wrappers may have cardinality constraints—meaning that there may be an limit to
the number of memories that can be attached to a single wrapper. In this work, both
sequential and parallel wrappers could be connected to at most four memories.

The possibility of sharing wrappers is restricted according to the kinds of mem-
ories. Some pairs of memories can be shared in sequence, others cannot. The same
goes for parallel sharing.

Eachmemorymust be attached to exactly onewrapper.When awrapper is attached
to a singlememory, it is then a dedicatedwrapper, which is areawise the smallest kind
of wrapper. The bigger area of shared wrappers (due to its more complex function) is
compounded by the fact that it is shared: thus the amortized area is smaller than that
of a dedicated wrapper, and thus sharing helps decrease the additional area dedicated
to memory testing.

From a technological point of view a central source, called the controller supplies
stimulious signal to all wrappers. The rule in this architecture is that the work done
by each wrapper is started at t0, the moment the whole block is supposed to start
its test. The time when a memory gets tested depends on the kind of wrapper it is
attached to. For dedicated wrappers and parallel wrappers, all memories attached to
them get started at t0. For sequential wrappers, the first memory in the sequence is
tested at t0, the second one after the first is finished, and so on.
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Figure6.3 shows two memory testing architectures. The one presented on the
left uses one wrapper for each memory. The one on the right gives an example of
a sharing architecture. The number of wrappers is less; and the memory test might
also be taking less time, depending on the architecture choices that were made.

6.4.1.3 Optimization Challenge

It is assumed that the designer has designed his block, and chosen the exact types of
embedded memories. Some of these can share testing wrappers. Sharing a parallel
wrapper allows for quicker testing, and decrease area. Sharing a sequential wrapper
allows for less power-hungry testing, and decrease area also. Some memories need
to have their own wrapper and cannot be shared. Some memories may also have
dedicated wrappers, in case the optimization package cannot find a suitable sharing
for this particular memory. Dedicated wrappers use less area than sharing wrappers;
but since sharing wrappers are shared, the total area for wrappers is less when sharing
than when using dedicated wrappers.

So it appears that a shared memory testing methodology brings the ability of
reducing both area and testing time, as compared to testing all components one
by one in sequence—which was the usual memory testing practice for less complex
blocks. But decreasing testing timemeans increasing power consumption, and power
consumption usually cannot be increased indefinitely, unless the chip is burnt during
testing.

The optimization objectives for this problem are thus threefold: chip area, chip
testing time, and chip testing power.

One could hope that chip area and chip testing power could be determined before
chip design, leaving only chip testing time as the key parameter. Indeed, the cost
of testing is directly proportional to testing time, thus each decrease of testing time
is valuable. Unfortunalty, the practice of design today is such that area and power
budget cannot be predicted at block-level, and are knownonly at the level of thewhole
SOC. Unrolling the whole design flow and tools is necessary to assess precisely the
block area and the block functional power budget.

So the three objectivesmust be kept and optimized together. It is up to the designer
using this optimization software package to choose the best compromise solution
between these three factors.

Finally, not all pairs of memories can share wrappers, since sharing is restricted
based on the actual characteristics of the different memories. This sharing ability is
also distinct for sequential and parallel sharing.

So the optimization problem to tackle is the following:

Optimization problem 5 Given a set of memories, and compatibility groups for
parallel and for sequential sharing, devise a sharing architecture optimizing the three
parameters: chip area, testing time, and testing peak power.
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6.4.2 Optimizing the Memory Testing Architecture

6.4.2.1 Detailed Methodology

We first describe the input data of the problem and the expected output. Then we
present the formulas allowing us to assess the three performances criteria that are:
area overhead due to wrapper insertion in the chip, consumption during the test phase
and test time.
Input:

• A list of memories M , with for each memory m four parameters:

– Test time Tm , power consumption Pm , memory wrapper area Am , and number
of bits Bm ;

• Compatibility groups for sequential sharing;
• Compatibility groups for parallel sharing;
• Amaximal number of memories N p

max (resp. N s
max) that a parallel (resp. sequential

wrapper) can contain;
• A maximal number of bits (bitwidths) B p

max (resp. Bs
max) that a parallel (resp.

sequential wrapper) can contain;
• A reduction factorαp(k) (resp.αs(k) ) on eachmemorywrapper area if it is sharing
a parallel (resp. sequential) wrapper composed with k memories.

Output: We need to partitionM in three sets of wrappers (D, S , P) such that:

• For all sequential wrappers W ∈ S , all memories m ∈ W are compatible with
each others in sequential,

∑
m∈C Bm ≤ BS

max and |W | ≤ N S
max;

• For all parallel wrappersW ∈ S , all memories m ∈ W are compatible with each
others in parallel,

∑
m∈W Bm ≤ B P

max and |W | ≤ N P
max.

Evaluation criteria:

• Test time: All wrappers are launched simultaneously during test. Hence the test
time T for the whole BIST architecture B is the maximum among the test times
of the BIST wrappers in the design:

T = max
w∈B

Tw (6.1)

With Tw the test time needed by wrappers, w: Tw = Tm for dedicated wrappers,
Tw = ∑

m∈w Tm for sequential wrappers, and Tw = maxm∈w Tm for parallel
wrappers.

• Peak power: All wrappers are launched simultaneously during test. Hence the
peak power consumption P of the whole BIST architecture B is given by the sum
of all individual wrappers contributions:

P =
∑

w∈B

Pw (6.2)
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With Pw the power consumption needed by wrapper, w: Pw = Pm for dedicated
wrappers, Pw = maxm∈w Pm for sequential wrappers, and Pw = ∑

m∈w Pm for
parallel wrappers.

• Area overhead: The total area A of the BIST architecture B is the sum of the area
of different wrappers.

A =
∑

w∈B

Aw (6.3)

With Aw the area needed by wrapper w: Aw = Am for dedicated wrappers, Aw =∑
m∈w Am ×αs(|w|) for sequential wrappers, and Aw = ∑

m∈w Am ×αp(|w|) for
parallel wrappers.

Dealing with a multi-objective optimization, with contradictory objectives such
as peak power and test time, there is no unique optimum. Therefore, we want to give
to the user a set of good solutions and let him choose the best compromise (Fig. 6.4).

6.4.2.2 Problem Resolution : Designing an Adhoc Genetic Algorithm

Due to the complexity of our problem, we chose evolutionary multi-objective tech-
niques to solve our problem. In fact, Evolutionary Algorithms (EAs) are particularly
suited for multi-objective optimization problems since they work with sets of fea-
sible solutions, and our expected outcome is a set of good compromise solutions
[5]. We developed an optimization algorithm inspired by multi-objective genetic
algorithms that we call Simple Multi-objective Genetic Algorithm For Memory Test
Optimization (SMGA-MTO) as represented in Fig. 6.5.Our SMGA-MTO is a genetic
algorithm that has been designed to produce sets of nondominated solutions.

6.4.2.3 The Chromosome

Genetic algorithmswork on sets of feasible solutions to the optimization problem. To
each solution is associated a representation known as the chromosome. In our case,
each gene of the chromosome is associated to a particular memory of the design, and
contains two pieces of information: the wrapper to which it is attached, and the way
this wrapper is shared.

An example is depicted in Fig. 6.6. The chromosome length denoted by m corre-
sponds to the number of memories present in the design: in the example, m = 6.

6.4.2.4 Initial Population

The initial population is created randomly. For this, we pick randomly a wrapper for
each memory of the design with one of the three possible configurations (dedicated,
parallel or sequential) with respect to sharing constraints. The initial population
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Fig. 6.4 Full-dedicated testing architecture versus shared architecture

size is a design parameter denoted by N , and depends on the requirements of the
application. In our case, we fixed it through experimentation.

A random chromosome may not represent a feasible solution. Wrapper sharing
typesmaybe incompatible amongdifferent genes, and some sharingmight not respect
the sharing constraints. We apply a repairing routine that solves these issues while
trying to retain the random character of the population.

6.4.2.5 Selection Operator

The operator used in this is the tournament selection. The three criteria, area, test
power, and test time, are used for the evaluation. The tournament selection is applied
as follows: individuals are picked at random in pairs; only the best survives. To
decide which one is the best, Pareto dominance is used. In this context, a solution
is Pareto-dominated if it is worse than another solution on each objective function:
area, power consumption, and test time. The formulas for evaluating each solution
for the three criteria are described in Sect. 6.4.2.1.

6.4.2.6 Genetic Operators

The traditional genetic operators are crossover and mutation. They help increase the
diversity of traits among the solutions population.

Several crossover operators have been proposed in the literature of genetic algo-
rithms. A single crossover operator is applied followed by a single mutation in our
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Fig. 6.5 Genetic algorithm scheme

Fig. 6.6 Chromosome representation of a chip with 6 memories

approach. Objective values and dominance are not considered at this stage. They are
applied later, at the replacement stage. The details about these two operators used in
this study are described here.
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Crossover

As reported previously, the single point crossover operator is used. This operator
starts by choosing randomly a pair of survival solutions, with a probability Pc, and
selects randomly a crossover point c, 0 < c < m − 1. At this crossover position,
the genetic behaviors of the parents are exchanged to build new children solutions.
For this, we copy the first c memories of the parent’s solution p1 and p2 to their
respective children s1 and s2. Then copy the last (m − 1 − c) memories of parent’s
p1 and p2 to the children s2 and s1, respectively. After this step, s1 and s2 become
the new individuals.

Then the repair operation mentioned earlier is applied, to ensure that the resulting
solution is feasible.

Mutation

The mutation operator consists here on switching randomly a wrapper configuration
assigned to a memory, with a probability Pm . The mutation operator is applied with
probability generally low compared to the crossover. The choice of a wrapper is done
by generating a randomnumber, if this number is less than the probability ofmutation
Pm then mutation operator is applied to this wrapper as follow: if its configuration
is initially dedicated then a configuration is chosen parallel or sequential randomly
and if the corresponding memory is compatible in parallel or sequentially.

The new individual is checked for feasibility. If it is feasible, it replaces its parent.
If not, it is discarded.

6.4.2.7 Parameters Determination

These are mainly determined through experiments. One iteration consists of the
selection process, crossover, and mutation. The new population obtained at the end
of iteration replaces the previous generation. We stop after a certain number of gen-
erations denoted by K . This number K is fixed experimentally based on the required
quality of the solutions and computation time required. We conducted extensive
experimental tests over large chips. Our findings are reported in the next section.

6.4.2.8 Numerical Results and Discussion

In order to estimate the practical relevance of our approach we conducted several
numerical evaluations using real-world designs provided by an industrial partner.

For all the cases, the genetic algorithm was used with an initial population of 200
individuals, evolving for 5 generations. The crossover probability was set to 0.995
and the mutation probability to 0.05.

For all designs, the optimization time is less than 10 s.
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Table 6.1 Numerical results for the multi-objective genetic algorithms method ([11])

Dedicated
solution D

Sampled genetic algorithm solutions

S0 S1 S2

Design 1 Time 38 40 38 38

Area 2173 1538 1692 1625

Power 973 774 734 786

Design 2 Time 122 125 122 130

Area 2658 2133 2120 2132

Power 1192 975 1052 972

Design 3 Time 40 40 50 43

Area 3538 2895 2862 2890

Power 1543 1317 1219 1252

Table6.1 shows for each design the values of area (A), test power (P), and test
time (T) for the dedicated solution (D), and for the three solutions provided by the
algorithm that can best match this solution (S0, S1, S2). The real values are hidden
by the application of a multiplication factor. Hence, no units are given. This does not
alter the value of the following analysis and discussion.

From results in Table6.1 the following observations can be made. For Design 1,
the user can choose a solution matching the test time of a dedicated solution, having
a 22% reduction in area and a 24% reduction in power S1, or a 25% reduction in
area and a 19% reduction in power S2. Or the user can go for area reduction with S0
(29%), with a test time only 6% longer.

In Design 2, all three solutions reduce the area by 20%; S1, with a test time
matching that of the dedicated solution, reduces power by only 12%; S0, taking 2%
longer to test, achieves 18% power reduction.

In Design 3, solution S0 matches the minimum test time, while allowing for 18%
less area and 15% less power than using dedicated wrappers only. For a 9% increase
in test time, S2 has slightly less area, and achieves a 19% power reduction. If the
user allows for more time, S1 goes to 21% power reduction and 19% area reduction,
costing 25% more test time.

Other tests have shown that the running times stay within 20s even for designs
containing as much as 500 memories.

The strengths of this approach are its short running time, the fact that it takes
all three optimization criteria into account, and its actual capability to release the
circuit designer from any optimization work, enabling him to stay focussed on his
task, which is electronic design, with its many constraints and challenges.

The only alternative work on the same topic known to the authors is that of [8].
The method presented in this article works by finding cliques in graphs, accounting
for a fast-growing complexity. It is benchmarked on designs with up to 50 memories.
It is not clear whether this method can be adapted for use on designs with more than
100 memories.
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6.4.2.9 Memory BIST Architecture Optimization Summary

Using Operations Research on the memory testing architecture problem, we were
able to design a multi-objective optimization algorithm for a problem which, before
that, was left in the hands of test engineers formanual solution, despite themnot being
specialists either in multi-objective optimization, nor in BIST architecture design.

More details on the context of the problem, and the method used to solve the
problem, can be found in [14, 15].

6.5 Conclusion and Perspectives

We conclude our journey in the land of DFT and its optimization challenges. The
technologies of DFT are quite complex, and approaching their optimization chal-
lenges may be daunting at first. Operations Research invites one to neatly separate
what is related to the optimization issue fromwhat is not. Once the real stakes for the
optimization are identified, and the optimization problem is formalized, the classical
techniques and tools from Operations Research apply to actually solve the problem.

This is actually the main stanza of Operations Research: defining the optimization
problem before trying to solve it! The focus on the notion of Optimization Problem
is a main ingredient of Operations Research, allowing it to classify optimization
problems, before classifying solution methods for those problems.

Both case studies presented make a point for the application of this discipline in
the case of DFT insertion. Actually, it may be surmised that the same attitude would
help in other contexts of electronic design where optimization issues arise.

A perspective of this work would be to explore more fully the possibilities of
parallelizing the tests that are applied to the chips. Tests are thought of as tasks that
are to be effected in sequence, and not much has been proposed for testing several
different parts of a chip at the same time. The interest of such an undertaking lies
once more in the reduction of the testing time of an individual chip, and thus of a
whole series of chips.

The hurdles to overcome are again of two orders. Technology has to be devised
to enable this possibility. But once the technology has appeared, planning software
should help the designer in deciding the right architecture and right planning to
actually reap some gain from this new possibility. Since one is not usable without the
other, some kind of codesign is needed to actually make those two kinds of devices
appear in usable products.

Finally, those two tools have to be integrated into the design and production flows
in order to be of any use to the semiconductor company; this is another major hurdle
that allows observers to safely bet that such rational methods for test planning will
not be ready for use in the industry in the near future!
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Chapter 7
Low-Power NoC Using Optimum Adaptation

Sayed T. Muhammad, Rabab Ezz-Eldin, Magdy A. El-Moursy and
Amr M. Refaat

Abstract Two power-reduction techniques are exploited to design a low leakage
power NoC switch. First, the adaptive virtual channel (AVC) technique is presented
as an efficient way to reduce the active area using a hierarchical multiplexing tree of
VC groups. Second, power gating reduces the average leakage power consumption
of the switch by controlling the supply power of the VC groups. The traffic-based
virtual channel activation (TVA) algorithm is presented to determine traffic load status
at the NoC switch ports. The TVA algorithm optimally utilizes virtual channels by
deactivating idle VC groups to guarantee high leakage power saving without affecting
the NoC throughput.

Keywords SoC · NoC · AVC · Power gating · Leakage power reduction · High
throughput

7.1 Introduction

Systems-on-Chip (SoC) is introduced to offer high performance solution to satisfy
the increasing communication demands of complex VLSI circuits [1]. SoC provides
high productivity by reusing predefined and preverified Intellectual Property cores
(IPs) [2]. SoC used to interconnect IPs through busses but shared medium busses
could harm the throughput. As the complexity of SoC increases, limitations on system
scalability, operating frequency, and power dissipation are becoming major problems.
Large SoC causes significant increase in interconnection requirements which leads
to large power consumption and delay. Network-on-Chip (NoC) is a new generation
of SoC which is proposed as a solution for the interconnection problem of large-scale
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SoCs [3–6]. NoC is composed of processing elements interconnected by Network
Interface (NI), switches, and communication channels [7–9]. NoCs achieve high
scalability, reliability, and high performance of the on-chip interconnection wires
[10]. In NoC, the traditional interconnections such as point-to-point wires and busses
(which suffer from low resource utilization) are replaced with switches which route
the data flits (packet segments act as flow control units [11]) from source to destination
IPs [12]. NoC uses routing algorithms similar to computer networks (i.e., XY and
Odd–Even algorithms [13, 14]). Splitting NoC switch input port into set of Virtual
Channels (VC) enhances the network throughput [15, 16], which provides better
utilization of the net bandwidth [17] and improves the latency in high traffic loads
[18]. Higher number of VCs improves the throughput while trading-off area and
power dissipation.

With the increased complexity of interconnection networks, power consumption
becomes a major design constraint for NoC [19]. Power consumption is taking signif-
icant attention due to the rapid growing market of portable battery-powered devices.
Power dissipation is inversely proportional to battery life [20]. Reducing power
consumption extends battery lifetime. Longer battery life is an increasing technical
challenge, where reducing the power dissipation with low impact on performance
is a key design issue. Dynamic power and leakage power are the main components
of power dissipation in NoCs. Reducing leakage power is taking a lot of attention
since it is dominating the power dissipation in today’s and tomorrow’s technologies.
Devices which stay idle for long time leak considerable amount of power. Leakage
power represents a significant proportion of the total power dissipation of NoCs [21].

Many research articles discussed reducing NoC power [22–24]. Few of such
researches achieved simultaneous low power dissipation and high throughput NoC.
The stoppable clock technique is used to reduce the power dissipation of NoC by
reducing the network interface power [25]. The stoppable clock module can transfer
or stop the local input clock of each submodule to shut down the switching power
when the module is not running. This technique is concerned with only the dynamic
power, while leakage power is not considered. Boomerang is another power-saving
methodology for NoC [26]. Boomerang wakes up the response buffers ahead of use.
When the buffer gets empty, Boomerang deactivates a response buffer to save power
dissipation. This technique considers only the internal buffers without enough details
about the circuit implementation.

The main focus of this chapter is to present a low leakage power switch using
two techniques. The proposed switch reduces the leakage power dissipation and the
dynamic power of a network switch. The proposed switch allows efficient power
gating to be employed to reduce power dissipation. Traffic-based Virtual Channel
Activation (TVA) algorithm that adopts AVC is also proposed as shown in Fig. 7.1.
TVA is an efficient algorithm to highly utilize the VC. TVA algorithm offers reducing
the leakage power dissipation with negligible impact on the network throughput.
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Fig. 7.1 Block diagram of NoC switch with AVC port

Contributions: This chapter has the following contributions:

• Introduce efficient techniques to reduce power dissipation of NoC switch.
• Introduce new algorithm for VCs activation/deactivation based on traffic load.
• Illustrate overhead of TVA algorithm.

The chapter is organized as follows: The proposed low leakage power switch
is demonstrated in Sect. 7.2. TVA algorithm is presented in Sect. 7.3. Two types of
simulators are employed on two levels of abstraction. Low-level hardware circuit
simulator is used to analyze power dissipation as described in Sect. 7.4. Sensitiv-
ity analysis for TVA parameters along with simulation results are demonstrated in
Sect. 7.5. Section 7.6 contains the architecture-level performance analysis. Finally,
some conclusions are provided in Sect. 7.7.

7.2 Low Leakage Power Switch

The proposed switch is designed to use two leakage power reduction techniques
which allow controlling each block individually to save power. Each port of the
switch is designed using the proposed adaptive virtual channels technique as shown
in Sect. 7.2.1. Switch port blocks are power gated to save leakage power as discussed
in Sect. 7.2.2.

7.2.1 Adaptive Virtual Channel Technique

Adaptive Virtual Channel technique (AVC) is proposed to enable/disable the appro-
priate number of idle VCs of the switch port [27–29]. The optimum number of active
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VCs is determined using NoC traffic status (as discussed in Sect. 7.4). AVC is used to
configure IN/OUT ports. The number of available VCs is divided into power-of-two
cells of configurable VCs. Each cell could be switched ON or OFF. AVC multiplex-
ing tree where the VCs are located at the leaves of the tree and the physical port is
located at the root (leveln) is illustrated in Fig. 7.2. Cells at level1 are named Leaves
Virtual Channel cells (LVCs) (i.e., LV C1 . . . LV C2n Root Stage Cell (RVC) is the
multiplexing cell which passes traffic to the physical channel. Stage Virtual Chan-
nel cells (SVCs) are the cells which connect LVCs to RVC. The tree is developed
as a binary tree to optimize circuit implementation. The number of virtual channels
equals 2g where g = m + n. The number of VCs per LVC is 2m · n is the number
of multiplexing levels. The number of LVCs in the tree is. 2n · m and n are positive
integer numbers where m ≥ 1 and n ≥ 0. Every two cells in a low level of the tree
are connected to one cell in the upper level. The total number of cells in the tree is
given by

k = 2(2n − 1), (7.1)

The RVC consists of one multiplexer 2 × 1 and one grant circuit 2 × 2 as shown
in Fig. 7.2. Every SVC of the tree consists of one arbiter 2 × 2 [30] and one mul-
tiplexer 2 × 1. LVCs consists of one multiplexer 2m × 1 and one arbiter 2m × 2m.
At the root, only one VC is granted the physical port. m and n introduce a single
degree of freedom in designing the switch. The tree structure can be created with g
different implementation options. m and n define a trade-off between circuit delay
and configurability. For n equals zero, the tree contains only the RVC and all VCs
operate simultaneously. Eliminating the multiplexing hierarchy reduces the circuit
delay but the flexibility of configuring the VCs is minimum and no saving in power
is possible as described in the following subsections. On the other hand, increasing
the multiplexing levels n has negative effect on delay as described in the following
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section. Tree structure hardware implementation is optimized to enhance the area of
switching circuitry with increasing n as described in Sect. 7.2.2.

LVCs are grouped into LVC sets (LS). Each LS includes LVCs connected to certain
SVC. Multiplexing tree activation/deactivation is LS-based process. Inactive VCs are
power gated to reduce the leakage power dissipation as described in Sect. 7.2.2. n
should be maximized to maximize the circuit configurability, minimize circuit area,
and maximize the power saving as describe in Sect. 7.4.

7.2.2 Power Gated NoC Switch

Power dissipation of the switch could be defined as the summation of power dissipa-
tion of the crossbar, input port, and output port. The total power dissipation of each
switch component is the summation of leakage (Pleakage), dynamic (Pdynamic) and
short-circuit power (PSC), and is defined as follows: [31–33]

Ptotal = Pleakage + Pdynamic + PSC, (7.2)

Pdynamic = α.Cl.V
2
dd .fCLK , (7.3)

Pleakage = Ileakage.VDD, (7.4)

where α is the switching activity factor. Pdynamic is proportional to the product of the
load capacitance Cl, the square of voltage supply VDD and the operating frequency
fCLK . Pdynamic can be reduced by decreasing the total load capacitance. Pleakage is
directly proportional to the leakage current Ileakage. Power gating is an effective
technique to reduce Pleakage.

Power Gating (PG) is used to enable/disable block(s) of the operating port accord-
ing to the operating mode (input or output). Assuming that the switch has � ports, p of
them are set to operate as input ports and q are set to operate as output ports. Each port
consists of input adaptive virtual channels (INAVC), header decoder, output adaptive
virtual channels (OUTAVC), and PG as shown in Fig. 7.1. Each block in the switch
port is power gated using one or more power gating circuitry. Header decoder and
crossbar require only one power gating switch for each to be activate/deactivate. How-
ever, IN/OUT AVC requires k power gating switches for each one as shown in Fig. 7.3.

Power gating is exploited to configure the switch ports to active/inactive modes.
PG activates the INAVC and header decoder at the input mode as highlighted in
Fig. 7.3. Therefore, the OUTAVCs are deactivated. The crossbar switch is activated
during input mode. For the output mode, only the OUTAVC is activated. PG is
employed to perform two tasks, deactivate the virtual channels connected to cells for
IN/OUT AVC and deactivate header decoder, crossbar, INAVC, and OUTAVC during
the operation mode. Header decoder, crossbar, and each cell in IN/OUT AVC has
one power gating switch. Power management is performed using a PG controller in
addition to the sleep transistors. The flexibility of enabling/disabling the switch ports
and activating only the operating blocks during the required mode increases the power
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saving. In Sect. 7.2.2.1, the sleep controller is described. Circuit implementation of
power switching is presented in Sect. 7.2.2.2.

7.2.2.1 The Sleep Controller

Sleep controller is used to control activating /deactivating the switch port, configure
the switch port as input/output mode and activate the virtual channels during the
operating mode. The controller manages the sleep transistor of each cell, as well
as two sleep transistors for header decoder and crossbar of each switch port. The
sleep controller unit has three inputs and two output signals as shown in Fig. 7.4.
A ctrl_sleep signal is used to enable/disable the switch port. This signal turns OFF
the whole switch. The IO_req signal configures the switch port in input or output
operating modes. The nt signal (i bits) indicates the status of NoC traffic.

The output signals inp_ctrl/out_ctrl are used to control the sleep transistors of
IN/OUT AVC. Header decoder and crossbar are turned ON when the switch is in ac-
tive mode and the switch port is operating as input port. It is required to find a general
canonical representation of the truth table for the first level of the inp_ctrl/out_ctrl of
the sleep controller. Taking into consideration that the number of bits for inputs and
outputs changes depending on the traffic heaviness, the number of controlled LVCs
is indexed as shown in Fig. 7.2. Therefore, the upper cell in of the tree has the lowest
index of zero. The index increases going from top to bottom. The index of the bottom
LVC in level1 is (2i−1). The equation is algebraically expressed in a sum of minterms
form and it is considered as a general form for two signals inp_ctrl/out_cntrl

inp_ctrlx(nto, nt1, . . . nti−1) = �(0, 1 . . . , x − 1) , 1 ≤ x ≤ 2i − 1, (7.5)
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Fig. 7.4 The switch port
controller block diagram ctrl_sleep
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where x is the index of the LVC. This equation produces (2i − 1) columns of the
output truth table, each column controls one LVC in level1. At x = 0, the column of
inp_cntrl0 equals zero which means always activate LV C1 regardless of the traffic
load. Turning on a child LVC in level1 requires activating all parents SVC of this
child. Therefore, the truth table of every LVC which has even index is the same truth
table of all parent SVCs in the same path from level1 to RVC.

The output signals inp_ctrl/out_ctrl has k bits depending on the number of cells in
the switch port as shown in Fig. 7.4. The inp_cntrl and out_cntrl signals are used to
manage sleep transistors of IN and OUT AVC, respectively, according to the required
number of VCs to be activated. Depending on the value of the inp_ctrl/out_ctrl sig-
nals, some sleep transistors are switched ON to activate its connected cells. The other
sleep transistors are switched OFF to ensure that the connected cells are deactivated.

When ctrl_sleep signal is 1, all the bits of the inp_ctrl/out_ctrl are 1 and hence all
the sleep transistors are switched OFF. Thereby, the switch port is forced to turn OFF
regardless of the value of the IO_req and nt. When ctrl_sleep signal is 0 and IO_req
signal is 1, the sleep controller activates input AVC, header decoder and crossbar.
When ctrl_sleep signal is 0 and IO_req signal is 0, the sleep controller activates the
output AVC and switches OFF the other blocks.

During input/output modes, the sleep controller calculates the value of the inp_ctrl
and out_ctrl signals according to input signal nt which activates certain number of
virtual channels. Activating VCs depends on the traffic heaviness which can take
different levels. The number of traffic heaviness levels depends on granularity of
activating the VCs which equals 2i. For example, for number of VCs of eight and
for m = 1, there are four levels of traffic heaviness (i = 2), “Very Heavy,” “Heavy,”
“Light,” and “Very Light.” For m = 2, there are only two levels of traffic heavi-
ness, “Heavy” and ”Light.” With very heavy traffic profile, all VCs are activated by
switching ON all cells.

The granularity of activating the VCs is 2m. For m = 1, binary multiplexing tree
is used and two VCs are activated at a time. For m = 2, four VCs are activated
simultaneously. For small m, large power saving is achieved since power gating
could be applied with higher granularity. On the other hand, as m increases, the
depth of the multiplexing tree decreases reducing the area overhead and the critical
path delay. The proposed hierarchical switching increases the flexibility of activating
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the VCs making the switch more adaptive to the changes in the traffic characteristics.
Accordingly, reducing m increases the power saving. Activating the VCs is achieved
using the power switching presented in Sect. 7.2.2.2.

7.2.2.2 Circuit Implementation of Power Switching

The power switching block consists of 2(k + 1) sleep transistors. In the proposed
architecture, the sleep transistors are implemented by PMOS transistors to gate the
power supply. Sleep transistor acts as a switch to turn OFF the supply voltage during
the sleep mode. On the other hand, sleep transistors in the active mode are ON and
hence the value of the virtual supply node is VDD. Sizing the sleep transistor affects
both circuit performance as well as the efficiency of power saving. There is a trade-
off between power saving and performance in sizing the sleep transistor. During
the active mode, the sleep transistor impedes the flow of the supply current. The
transistor is required to be up-sized to keep circuit performance. On the other hand,
sizing up the sleep transistor reduces its ability to mitigate the leakage current and
power. In addition, the PG control circuit dissipates more dynamic power with larger
sleep transistor.

The traffic heaviness signal nt is assumed to arrive to the target switch one clock
cycle before the actual cycle at which the signal is needed to activate the cells.
This assumption allows only one clock cycle to switch the cell from sleep-to-active
mode. The switching time from sleep-to-active (TSA) must be less than or equal to
the critical path delay td of the cell circuitry. The cell is considered active when its
virtual supply voltage node reaches 90 % of. Equation (7.6) is used as the most tight
design constrain to size the sleep transistors

TSA ≤ td, (7.6)

Sleep signal and control signals are sent by algorithm that evaluates traffic status and
consequently change signals’ values. The algorithm is introduced in Sect. 7.3.

7.3 Traffic-Based Virtual Channel Activation Algorithm

The traffic load of any NoC varies up and down according to applications running
on IP cores [34, 35]. Traffic variation is reflected on the number of VCs requests that
arrive to Virtual Channel Allocator (VCA). In order to efficiently utilize VCs, idle
VCs at any time should be powered OFF. The challenge is to adaptively control the
PG unit according to the traffic variation. TVA is designed to efficiently achieve this
goal [36]. PG block controls the delegation of power signal from the supply to each
and every VC via PG controller. TVA algorithm lies at the heart of VCA. TVA employs
VCA to control the PG according to incoming traffic load via passing control signals
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Fig. 7.5 Components of
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and sleep signal to PG controller. As illustrated in Fig. 7.5, TVA is mainly composed
of storage and logic.

Storage stores NoC settings, LVCs and LSs status. TVA logic determines the traffic
status of the switch according to the amount of requests for VCA. It enables the
required number of LSs to serve the incoming requests and deactivates idle sets. TVA
parameters and variables as defined and discussed in Sect. 7.3.1. TVA procedures are
presented in Sect. 7.3.2.

7.3.1 TVA Parameters and Variables

TVA defines a set of parameters and variables to measure traffic heaviness. Parameters
hold design-time values and declare some architecture settings. Parameters are fully
accessible at design-time and remain the same at run-time. Variables are used locally
to hold run-time values (i.e., counters) which give feedback about the traffic status
at any point of time. Variables are not accessible at design time.

7.3.1.1 TVA Parameters

The network is parameterized to optimize the algorithm for minimum power while
maintaining the throughput. The defined network parameters are:

startupType: denotes how NoC starts up. Two startup options are proposed for ini-
tializing NoC. Assuming “v” LVCs
“HP”: Highest Performance at startup by enabling all the v LVCs at startup.
“LP”: Lowest Power dissipation at startup by deactivating whole the binary tree.
HPTime: denotes High Performance Time, this parameter is used only when
startupType = HP, during this time all VCs are ON, so if HPTime = ∞, switch port
operates as if TVA does not exist which represents the base line design point.
vcsPerCell: denotes the number of virtual channels per LVC.
numVCsPerPort: denotes number of virtual channels per input port.
lvcsPerSet: denotes number of LVCs per LS.

Also, two maximum waiting periods are defined
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maxWP: which denotes the traffic maximum waiting period for VC to be released.
It should be less than the time to switch-ON a cell.
maxIdlP: denotes maximum time for the cell to be idle.

VCA should wait before activating LS to serve a traffic for a time less than or equal
maxWP. Also, before switching-OFF idle LSs, VCA should wait for time bounded
by maxIdlP.

7.3.1.2 TVA Internal Variables

The variables in TVA could be divided into two types; architecture variables and
performance variables. Architecture variables are related to the network architecture.
Performance variables control the network efficiency and behavior.

(a) Architecture variables:

Two tri-state numerical flags indicate LVC and LS status
vcCellStatus: denotes LVC status. It has the value of 0 if LVC is idle (all cell VCs are
idle), 1 if LVC is busy (all cell VCs are in traffic service), and 2 if LVC is partially
busy pBusy (some VCs are in service and some are out).
lsStatus: indicates LS status. It has the value of 0 if LS is idle (all cell LVCs are idle),
1 if LS is busy (all cell LVCs are busy), and 2 if LS is partially busy pBusy (some
LVCs are pBusy).

Six numerical variables are used to keep track of the number of LVCs and LSs
which have different status (idle, pBusy or busy)

numIdleL : number of idle LVCs. numBusyL : number of busy LVCs.
numPBusyL : number of pBusy LVCs. numIdleS : number of idle LSs.
numBusyS : number of busy LSs. numPBusyS : number of pBusy LSs.

(b) Performance variables:

Two numerical variables are used as counters for VCA waiting periods.
idleP: idle period, denotes how long the LS remains idle.
tWP: traffic waiting period, denotes time for the incoming traffic waiting for free
channel, TVA instantiates a tWP variable for each incoming traffic waiting for service.

Statistical analysis for different TVA variables is introduced in Sect. 7.6. Traffic
heaviness of any switch is to be determined by evaluating idleP and tWP. If no flits
arrive to switch ports for maxIdlP, idle LSs is switched-OFF to save leakage power.
If traffic arrives while there is no active free channel, traffic waits for busy channel
to be released then no further LS are activated. If the waiting time reaches maxWP,
an inactive LS is activated. Switching-OFF idle virtual channel cells has minimum
effect on throughput while reducing leakage power. Flowcharts are provided in the
following section to demonstrate the algorithm.
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Fig. 7.6 Startup procedure flowchart

7.3.2 TVA Procedures

The proposed algorithm can be divided into four procedures; Startup (algorithm
initialization), VC Request Handling, VC Release Handling, and Post-Allocation
Procedure (PAP). The details of each procedure are described below:

7.3.2.1 Startup

The algorithm initiates both architecture and performance variables according to
startupType value as shown in Fig. 7.6. It either switches ON or switches OFF all
cells. Data Values DV1 and DV2 are design-dependent waiting periods which are
assigned to maxWP and maxIdleP, respectively.

Both values are in the range from 0 to the time required to activate a cell and
allocate one of its VCs to traffic DV3 is the type of startup option.HPTime, lvcsPerSet,
numVCsPerPort and vcsPerCell are initialized by DV4, DV5, DV6, and DV7. Total
number of cell sets v is initiated by numVCsPerPort

vcsPerCell∗lvcPerSet .

7.3.2.2 VC Request Handling

Whenever traffic reaches the switch input port requesting VC, request handling takes
one of the following paths, as shown in Fig. 7.7. If there is a free VC in an active
pBusy LS, the VC is allocated to the traffic. If there is no free VC (only busy LSs), the
traffic waits for time less than or equal maxWP. If a VC is released during waiting
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Fig. 7.7 VC request handling procedure flow chart

time, traffic is interrupted. The VC is allocated to that traffic. If there is no VC to be
released, the traffic waits till maxWP. In this case, the VCA searches for idle LS. If
idle LS is found, the traffic is allocated to one of its VCs. If the VCA does not find
an idle cell, it searches for OFF LS. If there is inactive LS, VCA activates set and
allocates one of the VCs to the traffic. If no OFF-LSs are found, the traffic waits for
VC to be released. If any VC request arrives while previous VC request handling is
in progress it waits for VC to be released and queued (first come first served). After
every VC allocation, PAP is executed.

7.3.2.3 VC Release Handling

As illustrated in Fig. 7.8, whenever a virtual channel becomes traffic-free, it is al-
located to a waiting traffic and the architecture variables are updated. If there is no
waiting traffic, the PAP is executed to update the status. After that there are two
possibilities. If the LS status is idle and startupType equals HP, LS waits for further
traffic requests within HPTime.

If HPTime passes and LS is still idle or startupType is LP, LS waits for traffic.
When maxIdlP time passes without allocating the VC to incoming flits, the cell
set is switched-OFF. When the SVC has no active LVCs connected to its input, it
is switched-OFF as well. Hence, the full path to RVC becomes OFF to achieve
maximum power saving. If the LS status is not idle after VC is released, nothing
happens and the cell set is ready for further traffic allocation requests. When LS
becomes idle after starting up port with HP case (all LSs are ON), VCA waits for
HPTime then counts maxIdleP to switch-OFF the LS. X-Idle node in the flow chart
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Fig. 7.8 Virtual channel release handling procedure flow chart

is the start point of a sub-procedure which runs only once after startup to cover the
case when LS becomes idle after starting up port with HP (all VCs are ON).

7.3.2.4 Post-Allocation Procedure

PAP runs after VC allocation to update both architecture and performance variables
and terminate VC requests. PAP transition diagram is shown in Fig. 7.9. PAP is com-
posed of two sub-procedures which run sequentially for updating LVCs variables and
LSs variables. At the cell level, if the number of idle VCs equals vcsPerCell, the LVC
becomes idle (vcCellStatus = 0). If the number of in-service VCs equals vcsPer-
Cell, LVC becomes busy (vcCellStatus = 1). Otherwise, the LVC becomes pBusy
(vcCellStatus = 2). numIdleL, numBusyL and numPBusyL are updated according
to LVCs status (e.g. if LVC status is idle and become busy, numBusyL is incre-
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Fig. 7.9 PAP state transition diagram

mented and numIdleL is decremented). At the set level, if the number of idle LVCs
equals lvcsPerSet, the LS becomes idle (lsStatus = 0). If the number of busyLVCs
equals lvcsPerSet, LS becomes busy (lsStatus = 1). Otherwise, LS becomes pBusy
(lsStatus = 2). numIdleS, numBusyS and numPBusyS are updated according to LSs
status. Different circuit-level implementation options of AVC and PG are introduced
in the upcoming section as well as the circuit-level simulation results (i.e., area and
leakage power dissipation).

7.4 Circuit-Level Implementation

The proposed technique is implemented using the ADS tools. 45 nm technology is
used with supply voltage of 1 V. In Sect. 7.4.1, sizing the sleep transistors for each
block of switch port is presented. Different implementation of IN/OUT AVC and the
reduction in the leakage power with each implementation are discussed in Sect. 7.4.2.
In Sect. 7.4.3, the leakage power dissipation of the main components of switch port
and total power dissipation for conventional and proposed NoC switch are presented.
The saving in leakage power dissipation of the proposed switch with different number
VCs is provided in Sect. 7.4.4.

7.4.1 Sleep Transistors Sizing

A switch port with VCs is considered. The trade-off between TSA switching time
and the critical path delay of the cell is presented in Fig. 7.10. To increase power
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Fig. 7.10 Critical path delay
and TSA for different sleep
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saving, the sleep transistor needs to be sized down. On the other hand, TSA could
not be larger than td since only one clock cycle is allowed to switch the cell from
sleep-to-active mode. More relaxed timing constraints could achieve larger reduction
in leakage power. However, the minimum degradation of performance is the target
of our proposal.

The intersection point on td and TSA curves is used as the optimum size for
high-performance and low-power switch design. Based on that, the width of sleep
transistors of different components of switch port is determined to be, 0.15, 0.45 and
0.35µm for crossbar, header decoder and each cell of IN/OUT AVC, respectively.

7.4.2 Depth of the Multiplexing Tree IN/OUT AVC

For eight VCs, there are g = 3 implementation options

⎧
⎨

⎩

option a : m = 3, n = 0, k = 0
option b : m = 2, n = 1, k = 2
option c : m = 1, n = 2, k = 6

(7.7)

For option a, the tree structure consists of only the root. In option b, the available
virtual channels are divided into two sets using four virtual channels per set. The
available virtual channels are divided into four sets using binary multiplexing tree
and two multiplexing levels in option c. There are a total of six cells in the tree where
at least two can be simultaneously activated.

The required area to implement the three options, including the area of the sleep
controller and sleep transistors, is shown in Fig. 7.11.

The area of the multiplexing tree of option c is less than the area of the multiplexing
tree of option a and b. As compared to option a, the area decreases in option b by
48.37 and by 53.03 % for option c. The overhead in the input gate capacitance (sleep
controller and sleep transistors) in option c is 22.49 % of the total port capacitance. In
option b,the overhead is only 8.7 %. The area overhead increases the dynamic power
dissipation. However, the overhead circuitry has less activity factor than the switch
since the switching in the overhead circuitry occurs only during reconfiguration when
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Table 7.1 Maximum operating frequency and leakage power for three implementation options

m Maximum
operating
frequency (GHz)

Leakage power

Reduction (%) Pwt−pG (nW) Pmax−red (%)

3 18.99 – 2821.11 –

2 12.18 35.86 616.85 78.13

1 8.44 55.76 363.32 87.12

the traffic characteristics change. Accordingly, the overhead in dynamic power is less
than 23 %.

The hierarchical tree implementation has twofold effect in reducing power dissi-
pation of the switch. The leakage power is decreased with light traffic since power
gating is more efficient. In addition, the dynamic power is reduced for the reduction
in the input gate capacitance of the switch. With hierarchical multiplexing, dynamic
power of the switch could decrease by up to 54 %. On the other hand, the hierarchical
tree structure increases the critical path delay of the circuit reducing the maximum
operating frequency. The maximum operating frequency and leakage power for the
three implementation options are listed in Table 7.1.

Maximum power reduction Pmax−red is determined using (7.8), where Pmax−leak
equals the leakage power without using PG when all VCs are OFF.

Pmax−red = Pwo−PG − Pwt−PG

Pmax−leak
, (7.8)

where, Pwo−PG is the leakage power without using PG and Pwt−PG is leakage power
with using PG. The maximum operation frequency and leakage power decrease
with increasing the number of levels. The leakage power for option c decreases by
87.12 % as compare to the leakage power of option a. A pipeline stage could be used
to maintain the operating frequency but latency of switching would increase.
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7.4.3 Power Dissipation of On-Chip Switch

Using the ADS tools, the leakage power of main component of switch port for active
mode and sleep mode are determined as reported in Table 7.2. Using hierarchical
multiplexing tree (m = 1 and n = 2), the power dissipation of one switch port while
being active is 1.66µW during input mode and 1.2µW during output mode.

The leakage power for each switch port of the conventional NoC switch for � = 6,
g = 3 without using hierarchical multiplexing tree (m = 3) is determined to be
36.26µW. When the proposed switch is configured to operate with three input ports
(p = 3) and three output ports (q = 3). The average leakage power of the proposed
switch during active mode is 8.78µW. The leakage power of the proposed switch
is reduced by 75.7 % as compare to the power dissipation of the conventional NoC
switch when the proposed techniques are employed.

7.4.4 Power Saving with Different Number of Virtual Channels

For total number of VCs of eight (p = 3), m = 1 and n = 2, as shown in
Fig. 7.12, there are four levels of traffic heaviness. The network traffic is used to
control the number of active VCs. Since n = 2, two, four, six, or eight VCs could
be simultaneously activated depending on the traffic of the network. The reduction
in leakage power dissipation is illustrated in Fig. 7.12 for different network traffic
characteristics.

The power saving increases as the number of active VCs decreases. Power saving
could reach up to 81 % when only two VCs are simultaneously activated. When
no VCs are activated, power saving increases by up to 97 %. AVC with hierarchical
multiplexing tree significantly decreases the power consumption of the switch.

To evaluate AVC with different port sizes, NoC with 16 VCs and 8 LVC (each
has 2 VCs) is assumed. Pmax−red is calculated using Eq. (7.9), where Pmax−leak is
determined to be 1963.2 nW. The power saving with inactive VC cells is determined

Table 7.2 The leakage power of the switch port components using the proposed technique

Switch port
components

Leakage power

Active mode (nW) Sleep mode (nW) Reduction (%)

IN/OUT AVC 923.25 29.5 96.80

Header decoder 341.16 6.913 97.97

Crossbar 55.467 1.107 98.00

Total during input
mode

1660 381.03 77.05

Total during output
mode

1200 373.01 68.92
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for even numbers VCs = 2, 4, 6, 8 . . . 16. Power numbers are reported in Table 7.3.
Pwo−PG and Pwt−PG are listed in the second and third columns, respectively. In-
creasing number of inactive virtual channels reduces the leakage power dissipation.

According to AVC, at the circuit-level, the minimum cell set size is 2 cells. In
the rest of the chapter “LS = 1” is used to refer to set size of 1 cell and “LS = 2”
refers to lvcsPerSet = 2. The LS = 1 case effectively utilizes the VCs since it
avoids activating useless LVCs with negative impact on throughput as discussed in
next section. The hardware overhead to achieve LS = 1 case is high. Features of a
simulator developed for TVA are introduced in next section in addition to algorithm
operation states.

7.5 Implementation of TVA

Network Interconnect Routing and Application Modeling (NIRGAM) is a SystemC-
based discrete-event, cycle accurate simulator which is used to simulate the NoC and
determine the throughput and latency [37]. NIRGAM is extended to incorporate AVC
using TVA. In order to apply the proposed algorithm, the number of virtual channels

Table 7.3 Leakage power with and without PG for different number of VCs

Number of active VCs Leakage power

Pwo−PG (nW) Pwt−PG (nW) Pmax−red (%)

14 165.2 4.8 8.2

12 331 14.7 16.1

10 768.3 19.5 38.1

8 936.2 29.5 46.2

6 1266.9 34.4 62. 8

4 1399.5 43.9 69.1

2 1732.6 47.2 85.9

0 1963.2 59 97
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per switch needs to be changed according to traffic heaviness. The simulator code is
re-structured and re-developed to meet our design target. The new simulator for AVC
is named (NIRGAM_AVC). NIRGAM_AVC has the ability to configure the number
of VCs per switch port, maxWP, maxIdleP, vcsPerCell, lvcsPerSet, and startupType.
Different leakage power levels are made reconfigurable (i.e., leakage power of 4,
8, and 12 VCs) which is another feature added to NIRGAM in NIRGAM_AVC. The
developed simulator calculates the overall power of the NoC and the power reduction
Pmax−red using (7.9) which means that all calculations are provided using real circuit-
level simulation.

The major feature in NIRGAM_AVC is the number of active VCs that changes
according to VC requests. TVA operates in two operating states; transient state and
steady state. Transient state begins when TVA launches (time = 0) with all LSs are
ON or OFF according to startupType. startupType takes two values; 0 for HP and 1
for LP. Startup type of TVA has perceptible effect on performance and leakage power
saving. It adds flexibility to TVA to meet high performance design needs. LP startup
makes the ports start with zero active LVCs and starts to switch-ON LSs upon VCs
requests. As NoC runs, more LSs are switched-ON/OFF to serve incoming traffic.
Hence, the variation in the number of active VCs is large. Transient state is identified
by the high number of switching times of LSs which is considered an overhead. On the
other hand, reducing the number of idle LSs saves more leakage power. Steady state
starts when the change in the number of active VCs becomes relatively infrequent
(i.e., around 10 % change in the considered NoC). TVA is auditing idle LSs and waiting
traffic to decide to turn-ON or turn-OFF LSs. The variation of number of active VCs
depends mainly on cell size and startup type. As the cell size increases, more VCs are
activated. The number of active VCs versus simulation time for different cell sizes
of the configured NoC for LS = 2 is shown in Fig. 7.13a for LP startupType.

HP startup type obligates the NoC to operate with full capacity of VCs during
HPTime. Variation of the number of active VCs with simulation time for TVA with HP
startup type is illustrated in Fig. 7.13b for different HPTime values. The number of
active VCs remains constant until HPTime passes, then all idle LSs are deactivated
after maxIdleP (which is configured to be 0 ns) plus one clock cycle (limited by
circuit-level simulation). LS = 1 always employs less number of VCs to serve
traffic.When LS = 1 is used, number of active VCs reaches steady state lower
than when LS = 2. Since number of VCs to be activated (startupType = LP) or
deactivated (startupType = HP) is the half of LS = 2 case.

Leakage power dissipation is tightly coupled with the alteration of the number
of VCs. Leakage power savings for LS = 2 is shown in Fig. 7.14a for different cell
dimensions with LP startypType and no idle time. High power savings are achieved
at transient period when small number of VCs are in service. Steady state is char-
acterized by the stable level of power dissipation since the change in number of
active VCs is small. HP pledges that all VCs stay active for HPTime which cause
zero leakage power savings during HPtime as illustrated in Fig. 7.14b for different
values of HPTimes. TVA leakage power savings varies due to variation of number
of inactive VCs. Transient state leakage power saving is either zero during HPTime
(for HPstartupType) or extremely high (for LPstartupType).
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Fig. 7.13 Number of active VC for LP startup during simulation for 4 × 4 NoC with constant bit
rate traffic. a LP with different cell sizes in LS = 2 b HP with different HPtimes
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Fig. 7.14 Leakage power reduction during different states for 4 × 4 NoC with constant bit rate
traffic. a LP different vcsPerCellLS = 2 case b HP with different HPtimes

NIRGAM_AVC calculates power values in steady state with step defined by a
configurable parameter named PWR_CALC_TIME_STEP (i.e., in results section the
steady state starts at 30 ns and PWR_CALC_TIME_STEP is configured to be 2 ns then
power values are calculated for 30, 32, 34 ns …etc.). Average steady state leakage
power saving is calculated as the average of the power values at different time steps.
Hence, increasing HPTime beyond transient state causes significant degradation in
steady state leakage power.

The network throughput without using TVA is considered as the baseline through-
put to calculate throughput reduction using (7.9).

Thred = Thwo−T V A − Thwt−T V A

Thwo−T V A
, (7.9)

where, Thred is throughput reduction, Thwo−TVA is throughput without TVA and
Thwt−TVA is throughput with TVA. In next section, throughput overhead is discussed.
NIRGAM_AVC new parameters are changed to show the efficiency of TVA and effect
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of each parameter on steady state leakage power and throughput reduction. Statistics
gathered by NIRGAM_AVC about TVA variables are also shown and discussed.

7.6 TVA Simulation Results

Leakage power saving and throughput values of NoC which uses TVA are tightly
coupled to different TVA parameters. This section illustrates the effect of those para-
meters on power savings and throughput. TVA is implemented using NIRGAM_AVC
with the following NoC configuration: clock frequency of 8GHz, and OE routing
algorithm, constant bit rate (CBR) traffic and 16 VCs per port are assumed. Other
NIRGAM_AVC new parameters are changed to show the efficiency of TVA. Without
using TVA, the network throughput is considered as the reference throughput used
to calculate throughput reduction using (7.9). In the rest of this section, results are
demonstrated for 4 × 4(16 tiles), 8 × 8(64 tiles), and 16 × 16(256 tiles) networks.
Throughput overhead of TVA is illustrated in Sect. 7.6.1. Startup types are discussed
in Sect. 7.6.2. Variables statistics are shown in Sect. 7.6.3. Effect of port size, leaf
cell size, and idle periods on throughput reduction and leakage power reduction are
discussed in Sects. 7.6.4, 7.6.5 and 7.6.6 respectively.

7.6.1 Throughput Overhead

The circuit architecture guarantees a single clock cycle overhead to activate a VC
set. Switching overhead degrades NoC throughput. The impact of TVA on through-
put is determined in NIRGEAM_AVC by enumerating the number of times LSs are
switched-ON then add it to the total number of clock cycles which is inversely propor-
tional to throughput. Normalized TVA throughput (ThTVA-Norm), for different TVA pa-
rameters for LS = 1 and LS = 2 is shown in Fig. 7.15, where, ThTVA-Norm = (Thwt-TVA
/Thwo-TVA). ThTVA-Norm of different cell sizes for TVA with numVCsPerPort = 16,
startupType = “LP” and maxIdleP = 0 is shown in Fig. 7.15a. vcsPerCell = 2
achieves ThTVA-Norm of 0.993 for LS = 2 and 0.938 for LS = 1 which means less
than 7 % degradation in throughput due to the switching ON/OFF activity. Increasing
vcsPerCell reduces the switching times and hence increases ThTVA-Norm which equals
to 0.997 and 1 for vcsPerCell = 8 for LS = 2 and LS = 1, respectively. The effect
of using different values of LSmaxIdleP is illustrated in Fig. 7.15b for TVA with
numVCsPerPort = 16, startupType = “LP” and vcsPerCell = 2. Higher cell set
idle time causes low overhead since LSs stays ON longer. ThTVA−Norm for different
port sizes is shown in Fig. 7.15c for TVA with startupType = LP, maxIdleP = 10 ns
and vcsPerCell = 2. Increasing port size increases the probability of idleLSs which
leads to additional overhead. ThTVA-Norm for numVCsPerPort = 8, 12 and 16 equals
0.997, 0.997 and 0.995, respectively for LS = 2 and 0.993, 0.996 and 0.996, re-
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Fig. 7.15 Normalized TVA throughput for different TVA parameters of 2D-Mesh NoC a cell size
b Cell set idle period c number of VCs per port d HPTime

spectively for LS = 1. The effect of changing HPTime when startupType is “HP”
and maxIdleP = 0 ns for port size =16 NoC is shown in Fig. 7.15d. During HPTime,
all LSs are ON which add zero overhead. Increasing HPTime decreases the over-
head. HPTime of 10 ns corresponds to ThTVA-Norm of 0.985 for LS = 2. HPTime
beyond transient state enhances the throughput. For HPTime = 30 ns, ThTVA-Norm is
enhanced to reach 0.995 for LS = 2 and 0.959 for the LS = 1. Despite the existence
of the overhead, TVA has negligible effect on the overall throughput of the NoC with
maximum throughput degradation of 1.5 % for LS = 2.

ThTVA-Norm for 16 tiles, 64 tiles, and 256 tiles NoC for both LS = 1 and LS = 2
is illustrated in Fig. 7.16 for 2D-Mesh and 2D-Torus topologies. The 256 tiles NoC
suffers from the highest throughput degradation of 0.88 and 2.65 % for LS = 2
and LS = 1, respectively, when 2D-Torus topology is used and 0.69, 2.39 % when
2D-Mesh topology is assumed. Other NoC dimensions have negligible throughput
degradation, i.e., throughput degradation is less than 3 %.

7.6.2 TVA Startup Type

NoC average leakage power reduction and average throughput degradation for 16,
64, and 256 tiles 2D-Torus networks with different startupTypes are reported in
Table 7.4 with numVCsPerPort = 16 and vcsPerCell = 2 for LS = 2. Increasing the
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Fig. 7.16 Minimum
Normalized TVA throughput
of 16 tiles, 64 tiles, and 256
tiles NoC for LS = 1 and
LS = 2 for 2D-Mesh and
2D-Torus topologies
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Table 7.4 Average power savings and throughput reduction of LP and HP for 2D-Torus NoC

Startup type
(ns)

16 tiles NoC 64 tiles NoC 256 tiles NoC

Average
power
reduction
(%)

Throughput
reduction
(%)

Average
power
reduction
(%)

Throughput
reduction
(%)

Average
power
reduction
(%)

Throughput
reduction
(%)

LP, 0 82.98 0.08 78 −0.04∗ 72.02 0.43

HP, 5 82.98 0.08 78 −0.06∗ 72.02 0.41

HP, 15 84.06 0.03 78.27 −0.05∗ 72.08 0.24

HP, 25 84.06 0.03 78.18 0.31 72.19 0.55

HP, 40 73.76 0.03 68.57 0.32 62.93 0.88
∗Negligible increase

HPTime enhances the power reduction. For LS = 2, highest leakage power savings
of 84.1, 78.3, and 72.2 % are achieved for 16 tiles, 64 tiles and 256 tiles networks,
respectively. Implementing LS = 1 improves the power reduction to 90, 83, and
78.6 % for 16, 64 and 256 tiles 2D-Torus NoC, respectively.

The results for NoC with the same configurations for 2D-Mesh topology are listed
in Table 7.5. HP startupType achieves the highest leakage power reduction of 79.7,
75.6 and 70.6 % for 16 tiles, 64 tiles and 256 tiles NoCs, respectively. startupType
achieves high leakage power reduction with negligible impact on NoC throughput.
HP startupType achives higher power savings than LP. LS = 1 saves (5–9) % of
leakage power above LS = 2.

Leakage power saving is significantly decreased for HP startup with HPTime
greater than 30ns since steady state starts after 30ns (for the tested NoC) e.g. for
HPTime = 40 ns no power saved at 30, 32, 34 ns . . . 40 ns. HP with HPTime less
than the start of steady state achieves high power saving.
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Table 7.5 Average power savings and throughput reduction of LP and HP for 2D-Mesh NoC

Startup 16 tiles NoC 64 tiles NoC 256 tiles NoC

Average
power
reduction
(%)

Throughput
reduction
(%)

Average
power
reduction
(%)

Throughput
reduction
(%)

Average
power
reduction
(%)

Throughput
reduction
(%)

LP, 0 78.31 0.08 75.28 0.1 70.42 0.2

HP, 5 78.31 0.08 75.28 0.08 70.42 0.18

HP, 15 79.74 0.03 75.6 0.08 70.51 −0.02∗

HP, 25 79.74 0.03 75.49 0.44 70.56 0.69

HP, 40 69.98 0.03 66.21 0.45 61.57 0.58
∗Negligible increase

7.6.3 TVA Variables Statistics

TVA variables which represent the number of LVCs and LSs with difference status (i.e.,
numIdleL, numBusySetc.) are presented in Sect. 7.3.1.2. Histogram charts for those
variables are illustrated in Fig. 7.17. 2D-Mesh NoC with LP startup with maxIdleP =
0 ns, LS = 2 and LVC = 2. Number of occurrences (number of clock cycles)
of numIdleL, numBusyL,numPBusyL and number of OFF LVCs in case of 16 tiles
NoC is shown in Fig. 7.17a. TVA minimized numIdleL occurrence to 0.39 %, number
of OFF cells occurrence to 83 % with mean equals to 96,008 cycles and standard
deviation of 149,491cycles. PAP is executed only 34 times during 1000 cycles. 64
tiles NoC cell variables histogram is illustrated in Fig. 7.17b. numIdleL occurs 1.34 %
while OFF LVCs occupy 80 % of the cycles with μ = 448,008, σ = 662,421 and
PAP execution frequency of 1026 per 1000 cycles. 256 tiles NoC histogram of LVC
status variables is shown in Fig. 7.17c with μ = 1,920,010, σ = 2,268,030 and PAP
frequency equals 6393.

LS variables (numIdleS, numBusyS and numPBusyS) histograms are shown in
Fig. 7.18a–c respectively. LS = 1 shows significant increase in PAP execution fre-
quency, NoC has PAP frequency of 1930, 7086 and 26,564 in case of 16 tiles, 64 tiles
and 256 tiles networks, respectively. For different NoC dimensions, TVA maximize
the existence of OFF VCs to be (20–80)% of clock cycles which has positive effect
on power saving.

7.6.4 Number of VCs per Port

NoC using TVA with 2D-Torus topology, LP startuptype, zero maxIdleP and
vcsPerCell = 2 is assumed. Percentage steady state power and throughput reduc-
tion of different NoC dimensions for numVCsPrtPort = 6, 8 . . . 16 is reported in
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Table 7.6. TVA with numVCsPerPort = 14 achieves the highest leakage power sav-
ings of 83.7, 78.9 and 72.68 % for 16 tiles, 64 tiles and 256 tiles NoC, respectively.

With 14 VCs per port leakage power saving is more than that of 16 VCs port
because in the 14 VCs port the VCs are divided into 3 LSs each contains 4 VCs and
one LS has only 2 VCs where the 16 VCs port has 4 LSs each with 4 VCs. In case
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Table 7.6 Leakage power reduction and throughput reduction with numVCsPerPortof 2D-Torus
NoC

Port size 16 tiles NoC 64 tiles NoC 256 tiles NoC

Average
power
reduction
(%)

Throughput
reduction
(%)

Average
power
reduction
(%)

Throughput
reduction
(%)

Average
power
reduction
(%)

Throughput
reduction
(%)

6 62.32 0.1 61.11 0.19 55.23 0.33

8 66.62 0.08 64.63 0.39 58.36 0.55

10 76.95 0.08 72.97 0.39 67.3 0.05

12 79.54 0.08 74.95 0.21 68.71 0.27

14 83.66 0.08 78.93 0.18 72.68 1.08

16 82.98 0.08 78 −0.04∗ 72.02 0.43
∗Negligible increase

Table 7.7 Leakage power reduction and throughput reduction with numVCsPerPort for 2D-Mesh
NoC

Port size 16 tiles NoC 64 tiles NoC 256 tiles NoC

Average
power
reduction
(%)

Throughput
reduction
(%)

Average
power
reduction
(%)

Throughput
reduction
(%)

Average
power
reduction
(%)

Throughput
reduction
(%)

6 50.61 0.1 55.92 0.29 52.45 0.7

8 56.54 0.08 60.02 0.45 55.93 −0.05∗

10 70.17 0.08 69.5 0.51 65.28 0.84

12 73.76 0.08 71.82 0.33 66.71 0.6

14 79.12 0.08 76.31 0.33 71.1 0.57

16 78.31 0.08 75.28 0.1 70.42 0.2
∗Negligible increase

of light traffic (i.e., 1 or 2 VCs are needed), TVA turns OFF all LSs and allocates the
LS that has 2 VCs of numVCsPerPort = 14 which means that numVCsPerPort = 16
has more idle VCs than numVCsPerPort = 14. TVA achieves the same results with
heavy traffic when the number of VCs which are needed to serve incoming traffic is
not multiple of 4, i.e., 5, 6, 9, 10, and 13.

2D-Mesh NoC is used with the same settings to get the results listed in Table 7.7.
Port size of 14 VCs achieves the highest leakage power reduction of 79.1, 76.3 and
70.1 % for 16 tiles, 64 tiles and 256 tiles networks, respectively. Increasing numVC-
sPerPort enhances both throughput and leakage power saving since the available
VCs to serve traffic is higher and the number of VCs to be deactivated, when traffic
is light, increases.
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7.6.5 Number of VC per Leaf Cell

Power and throughput reduction for 2D-Torus NoCs for LP startup and maxIdle
P = 0 are listed in Table 7.8 for different cell sizes. As shown in the table, minor
change in throughput is observed. vcsPerCell = 2 achieves the highest leakage power
savings of 83, 78 and 72 % for 16 tiles, 64 tiles and 256 tiles NoC with LS = 2,
respectively. LS = 1 improves power savings by at least 5 % with negligible impact
on NoC throughput.

vcsPerCell has similar effect on 2D-Mesh NoC as reported in Table 7.9. The main
difference is that 2D-Mesh NoC has less power saving than Torus NoC because
the first has less number of input ports which means less number of VCs. The 16,
64 and 256 tiles NoCs achieve 78.3, 75.3 and 70.4 % of leakage power reduction,
respectively, for LS = 2 with maximum throughput degradation of 0.1 %.

Increasing cell size improves the NoC throughput since the number of available
VCs to serve traffic is increased. Lower leakage power saving is a negative impact of
increasing vcsPerCell since the probability of idle VCs existence beside busy VCs
is higher when the traffic is light which means that cell status is PBusy and cannot
be powered OFF.

Table 7.8 Average leakage power reduction and throughput reduction for different vcsPerCell of
2D-Torus NoC

Cell size 16 tiles NoC 64 tiles NoC 256 tiles NoC

Average
power
reduction
(%)

Throughput
reduction
(%)

Average
power
reduction
(%)

Throughput
reduction
(%)

Average
power
reduction
(%)

Throughput
reduction
(%)

2 82.98 0.08 78 −0.04∗ 72.02 0.43

4 74.77 0.08 69.89 0.08 64.53 0.09

8 54.56 0.08 53.8 0.08 47.21 0.09
∗Negligible increase

Table 7.9 Leakage power reduction and throughput reduction for different vcsPerCell of 2D-Mesh
NoC

Cell size 16 tiles NoC 64 tiles NoC 256 tiles NoC

Average
power
reduction
(%)

Throughput
reduction
(%)

Average
power
reduction
(%)

Throughput
reduction
(%)

Average
power
reduction
(%)

Throughput
reduction
(%)

2 78.31 0.08 75.28 0.1 70.42 0.2

4 67.36 0.08 65.93 0.21 62.42 0.12

8 40.42 0.08 47.63 0.21 43.85 0.04
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7.6.6 Cell Maximum Idle Period

Increasing the maxIdleP means that LVCs would stay idle longer, which gives the
opportunity for the incoming traffic to be served without waiting for VCs to be
released. Hence, the throughput would increase. On the other hand when LS stays
idle for longer period more leakage power is dissipated.

Power reduction × Throughput (PRT) is a new metric proposed to show the power
reduction and performance of a NoC with TVA. PRT is listed in Table 7.10 for 2D-
Torus NoC with LP startupType, vcsPerCell = 2 and different maxIdleP values.
maxIdleP = 0 ns achieves the highest PRT of 0.78GW.Bps (83 % power savings),
2.41GW.Bps (78 % power savings) and 7.86GW.Bps (72 % power savings) for 16
tiles, 64 tiles and 256 tiles NoCs, respectively in LS = 2.

PRT for 2D-Mesh NoC is reported in Table 7.11 for different maxIdleP. Zero idle
time achieves the highest PRT 0.55GW.Bps (78.3 % of leakage power reduction),
2.04GW.Bps (leakage power saving of 75.3 %) and 7.21GW.Bps (70.4 % of leakage
power saved) for 16 tiles, 64 tiles and 256 tiles NoCs, respectively, for LS = 2.
Using zero idle periods achieves the highest leakage power saving since idle LSs are
turned-OFF immediately without leaking any power.

7.7 Conclusions

Low leakage power switch is proposed to reduce power dissipation of NoC circuit.
Two techniques are applied for the proposed switch to reduce the leakage power
dissipation of the switch. Circuit-level simulation shows that, AVC reduces the area of
switch port which decreases the dynamic power by up to 54 %. The power dissipation

Table 7.10 Power reduction × throughput for different maxIdlP 2D-Torus topology

Idle Time (ns) 16 tiles NoC 64 tiles NoC 256 tiles NoC

PRT (GW.Bps) PRT (GW.Bps) PRT (GW.Bps)

0 0.78 2.41 7.86

5 0.78 2.33 7.53

10 0.78 2.32 7.5

Table 7.11 Power reduction × throughput for different maxIdlP 2D-Mesh topology

Idle Time (ns) 16 tiles NoC 64 tiles NoC 256 tiles NoC

PRT (GW.Bps) PRT (GW.Bps) PRT (GW.Bps)

0 0.55 2.04 7.21

5 0.55 1.95 6.84

10 0.55 1.94 6.83
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of the proposed switch during the active mode is reduced by up to 81.4 % as compare
to the conventional NoC switch. At inactive mode of the switch port, leakage power
saving could increase to 97 %.

Using AVC, Traffic-based VC Activation (TVA) algorithm is proposed for low-
power NoC. TVA minimizes power dissipation for a target throughput by activat-
ing/deactivating the VCs based on traffic conditions. NIRGAM_AVC simulator is
developed to simulate NoC while employing TVA. In spite of VC switching over-
head, TVA has negligible impact on overall NoC throughput. Increasing number of
VCs per input port reduces the leakage power. TVA achieves high leakage power
reduction for different topologies and different dimensions. TVA saves 84 % of 16
tiles 2D-Torus NoC leakage power with no impact on network throughput. TVA with
low-power startup, zero idle time, and 14 VCs port saves 78.9 and 76.3 % of leakage
power of 16 tiles NoC with 2D-Torus and 2D-Mesh topologies, respectively. NoC
achieves power savings of 72.7 and 71.1 % when it run on 256 tiles medium size
2D-Torus and 2D-Mesh NoC, respectively, with 14 VCs input port size. TVA saves
leakage power with negligible throughput reduction of 1.08 % in case of 2D-Torus
topology and 0.84 % of 2D-Mesh network. TVA is evaluated for different topolo-
gies with different dimensions. Implementing VC cell set of size one enhances the
leakage power savings by (5–8) % with negligible (less than) 5 % degradation in
throughput. The power of TVA is utilized when the smallest cell and set sizes are
used with smaller idle periods.
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Chapter 8
Decoupling Network Optimization
by Swarm Intelligence

Jai Narayan Tripathi and Jayanta Mukherjee

Abstract In this chapter, the problem of decoupling network optimization is
discussed in detail. Swarm intelligence is used for maintaining power integrity in
high-speed systems. The optimum number of capacitors and their values are selected
to meet the target impedance of the system.

Keywords Signal integrity · Power integrity ·High-speed systems · Power delivery
networks ·Optimization ·Decoupling capacitors · Stochastic optimization · Particle
swarm optimization

8.1 Introduction

Power Integrity (PI) is associated with quality of power delivered in a high-speed
system. In a Power Delivery Network (PDN) sufficient and stable power should be
delivered to each component with proper efficiency. A PDN has off-chip and on-chip
components. The components in a PDN have different impedance profiles which
are dominant in different frequency ranges. In order to maintain power integrity,
the cumulative impedance profile of the PDN should be below target impedance
which is defined based on the maximum allowable ripple in the system. To maintain
the impedance profile of the PDN, various designing and optimization techniques
are used. This chapter focuses on damping cavity mode effects in power delivery
networks by metaheuristic optimization techniques. The optimization techniques
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are used for selecting and placing decoupling capacitors on power planes. The
S-parameters data of power plane geometry and capacitors are used for the accu-
rate analysis including bulk capacitors and VRM, for a real-world problem. There
are two case studies presented, one with the continuous optimization for a theoret-
ical case and the other one with discrete optimization problem which is real-world
problem from industry. A generic methodology is developed which can be used for
design of decoupling network in any real-world power delivery network, based on
its s-parameters files.

The main components of the power delivery network are die, package, the PCB
planes, decoupling capacitors, bulk capacitors, and the voltage regulator module.
The decoupling capacitors help the voltage regulator to supply current when there
is high demand of current into the chip by supplying the charge stored in them. In a
typical PDN, the electrolytic bulk capacitors are effective only at very low frequencies
(< 10MHz) and the high-frequency ceramic decoupling capacitors are effective up to
a hundreds of MHz and the package decoupling capacitors can be effective up to a
few hundred MHz [2]. After this frequency range, the on-die capacitance affects the
PDN in the range of GHz. The frequency range of interest for decoupling network is
decided by the current transient requirements of the chip, as described in the following
subsection. In the earlier published literature, the range analysis optimization and
analysis of decoupling network are done with bare board only, without taking the
effect of bulk capacitors, package, and VRM. Though they do not significantly affect
thePDN in the rangewhere the decoupling network is dominant, all these components
affect the amplitude at the upper and lower limits of the frequency range of analysis
taken. The previous research work published in [3, 4] did not take into account such
analysis with VRM, bulk caps, and package and that is why, is inaccurate.

8.1.1 Power Planes

Power planes are the simplest structures used as power bus. Figure8.1 shows the
simplest and most popular power plane structure which is a rectangular power plane.
VRM is mounted on the power plane to supply power. With VRM, bulk capacitor is
used to store the charge supplied by the VRM. The package is also mounted on the
power plane.

8.1.2 Power Plane Cavity Model

At lower frequencies, rectangular power planes can be analyzed as lumped com-
ponents but at higher frequencies distributed modeling is necessary. These can be
considered as rectangular cavities for easier computations, compared to the full-wave
numerical modeling techniques [5–8]. Various methods can be used for modeling
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Fig. 8.1 Rectangular power plane

of power planes such as cavity model, Finite Element Method (FEM), Transmission
Matrix Method (TMM), Finite Difference Time Domain (FDTD) method, etc.

If the cavity model is taken into account for computation, the impedance of the
power plane can be expressed as a double infinite sum of the terms corresponding
to the cavity modes. This is shown in Eq.8.1. The impedance ZLd( f, X f , Y f ) of a
power plane (of the size (Wx × Wy × Wz) observed at (X f , Y f ) which is point M in
Fig. 8.1, fed by current Is at source point (Xs, Ys), loaded by Nu loads at positions
(X L , YL ), can be given by Eq.8.1 [4].

ZLd ( f, X f , Y f ) =
∞∑

m=0

∞∑

n=0

γmn · cmn(Xs , Ys) · cmn(X f , Y f ) · Wz
Wx Wy

εω
Q + j

(
εω − k2xm+k2yn

ωμ

)
+ γmn .Wz

Wx Wy

∑Nu
u=1 cmn(X Lu, YLu) · Y

′
Lu

(8.1)

where

cmn(Xi , Yi ) = cos(Kxm Xi ) · cos(KynYi ) · sinc
kxm pxi

2
· sinc

kyn pyi

2
(8.2)

kxm = mπ

Wx
, kyn = nπ

Wy
, ω = 2π f (8.3)

Q =
[

tanδ +
√
2/ωμkW 2

z

]−1

(8.4)
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Y ′
L =

Nu∑

u=1

c2mn(X Lu, YLu) · Y ′
Lu (8.5)

Y ′
Lu =

[
RLu + j (ωL Lu − 1

ωCLu
)

]−1

(8.6)

γmn is 1 if both m and n are 0, is 4 if m �= 0 as well as n �= 0, and is 2 if any of
them is 0. tanδ, ε μ, f , and Pi are loss tangent, permittivity, permeability, frequency,
and port’s width, respectively.

In Eq.8.1, j is imaginary number
√−1. Y ′

Lu corresponds to the admittance of uth
load, and Y ′

L is sum of YLu for all the loads. In a bare board, since there is no load the
term Y ′

L vanishes. Figure8.2 shows the impedance profile up to 1GHz, for the board
without any load, having the dimension 200mm×150mm×0.17mm, source placed
at point (0, 75mm), and impedance observed from the point (0, 75mm). The port
width and length, both are taken 0.254mm. The values of tanδ, εr , and μr are taken
0.02, 4.1, and 1. In Eq.8.4, k is the conductivity of the metal which is 59.6×106 s/m.
It can be seen that there are various capacitive and inductive effects due to cavity
modes. The peaks with maximum impedance are called anti-resonance points while
the valley points with minimum impedance are called resonance points.

Fig. 8.2 Impedance profile of rectangular power plane by cavity model
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8.1.3 Decoupling Capacitors

The capacitors which are used for the decoupling are called decoupling capacitors.
Decoupling capacitors are placed on the power plane which, reduces the effective
impedance of the PDN in the frequency range of MHz.

8.1.4 Capacitor Behavior at High Frequencies

A practical capacitor is not purely capacitive at wide frequency ranges. At higher
frequencies, the inductive behavior comes into picture and the capacitive behavior is
overshadowed by the inductive behavior. An equivalent model of a capacitor is given
by resistive, capacitive, and inductive elements in series, which are called Equivalent
Series Resistor (ESR) and Equivalent Series Inductor (ESL). Figure8.3 shows the
pure capacitive behavior of a 1µF capacitor with ESR and ESL of 0.1� and 10nH,
respectively. The point where the impedance is lowest is called the resonance point.
Beyond the resonance point, capacitor behaves as an inductor.

8.1.5 Decoupling Strategies

The role of decoupling capacitors is to damp the anti-resonances’ peaks on power
plane impedance profile as shown in Fig. 8.2. For finding the suitable capacitors, the
frequency is observed where the anti-resonance is found. The capacitors is chosen

Fig. 8.3 Effects of ESR and ESL in the impedance profile of a capacitor
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in such a way that its resonance point should be almost near to that frequency of
board anti-resonance so that it can damp that particular anti-resonance point. But
that particular capacitor will again form an anti-resonance at some higher frequency
due to cumulative inductance of its own inductance and the same of the board.

8.2 Case Study 1: Optimization of Decoupling Capacitors

This case study presents an effective methodology for suppressing the cavity-mode
anti-resonances peaks on a rectangular power plane. The optimum values and the
optimal positions of the decoupling capacitors are found using Particle Swarm Opti-
mization (PSO), which leads to optimum impedance of power plane loaded with
decoupling capacitors. Optimum number of capacitors and their values, by which
impedance of loaded board is matched below the target impedance of the system,
are found.

8.2.1 Optimization

For applying PSO, the parameters or variables taken are the r, l, c values of the capac-
itors and their locations on power plane represented by coordinates x, y. Thus, the
positions and the velocities of the particles are five-dimensional each. The problem
is defined as continuous PSO problem where the ranges of values of capacitor para-
meter are taken from the options available in the market [9]. The ranges are given in
Table8.1.

There are two cases discussed using PSO, one with one decoupling capacitor and
another one with two decoupling capacitors.

8.2.2 One Decap Optimization

From the impedance profile of unloaded power plane observed from the point (Xs, 0)
(as shown in Fig. 8.1), the first anti-resonance is observed at 365MHz. At this

Table 8.1 Ranges for parameters of decoupling capacitors

Parameter Lower bound Upper bound

r(�) 0.1 5

l(nH) 0.01 12

c(nF) 0.001 18

x(mm) 0 200

y(mm) 0 150
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frequency the impedance is maximum in the given frequency range of interest (up to
1GHz). According to the parameters given in Table8.1, 75 random particles are
defined for 50 iterations. The values of the PSO parameters ωi , ω f , p1, and p2
are taken as 0.9, 0.4, 1.49, and 1.49, respectively [10]. The particles converged and
the solution is [0.1�, 0.037nH, 10nF, 200mm, 150mm], resulting the maximum
impedance (100MHz to 1GHz) of 0.9480�. The impedance profile of the globally
best particle (final solution) is shown in Fig. 8.4. It can be seen that it has damped
the anti-resonance peaks.

8.2.3 Two Decap Optimization

The same optimization problemmentioned above, when solved using two capacitors,
required ten-dimensional particles (5 parameters for each capacitor). For 75 particles
and 50 iterations, the solution is [0.1�, 0.01 nH, 11.194 nF, 200mm, 150mm] for one
capacitor and [0.1�, 9.956nH, 3.587nF, 188.63mm, 66.12mm], for another one,
resulting the maximum impedance (up to 1GHz) of 0.7352� as shown in Fig. 8.5.
Figure8.5 shows the damping of peaks with both the cases, i.e., using one and two
decoupling capacitors.

Fig. 8.4 Impedance profile of board with one decoupling capacitor of optimal value and loaded at
optimal position
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Fig. 8.5 Impedance profile of board with two decoupling capacitors of optimal values and loaded
at optimal positions

8.2.4 Solving Power Integrity Problem

As shown in the previous section, the impedance of the system is loaded by placing
capacitors. But even if with two capacitors, it does not match to the target impedance.
In our system the voltage is 3.3V with the tolerance of device equal to 8%. The
device draws 0.5A current, thus target impedance needed is 0.528�. So a computer
program is written to find the optimal number of capacitors as well, in addition to
their values and positions. The minimum number of decoupling capacitors and their
corresponding values, needed to achieve this target impedance are found by PSO.
The pseudocode for the search process is as follows:

Pseudocode for PSO :

1. Define maximum number of iterations Tmax

2. For D dimensions , generate P particles, their respective positions x(i, j), and
velocities v(i, j); ∀i ∈ {1, 2, . . . , P} and j ∈ {1, 2, . . . , D}, within the lower
and upper bounds.

3. Calculate the maximum impedance peak max_imp(i) corresponding to all the
i particles.

4. Define all the local particles as local best particles lbest and find the global best
particle gbest.

5. Loop 1: while Number of iterations t ≤ Tmax .
6. Loop 2: for i = 1:P
7. Update inertia, velocities, and positions

ω = (ωi − ω f )
(Tmax )−t

Tmax
+ ω f
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Table 8.2 Parameters and positions for optimum decoupling capacitors

Parameter Cap 1 Cap 2 Cap 3 Cap 4 Cap 5

r(�) 0.10 0.10 0.10 4.83 0.10

l(nH) 11.16 0.01 0.01 10.14 0.01

c(nF) 0.001 3.12 17.87 0.001 3.12

x(mm) 0 0 0 0 200

y(mm) 150 150 0 150 150

v(i, j) = ω(t)v(i, j) + p1r1(lbest(i, j) − x(i, j)) + p2r2(gbest − x(i, j))
x(i, j) = x(i, j) + v(i, j)

8. Limit the positions and velocities within the lower and upper bounds.
9. End : Loop 2
10. Update lbest (i, j) and gbest ( j) accordingly.
11. Increment the counter: t = t + 1
12. END: Loop 1
13. Final Solution = gbest.

8.2.5 Results

The number of decoupling capacitors N needed to meet the target impedance is 5.
Their values and positions are also found by PSO. Table8.2 shows the r, l, c values

and positions of the capacitors needed to achieve the target impedance.

Fig. 8.6 Meeting the target impedance by optimal number of decoupling capacitors



232 J.N. Tripathi and J. Mukherjee

The impedance profile of the plane after loading these capacitors at their best
positions is shown in Fig. 8.6. It can be seen that the maximum impedance in the fre-
quency range of interest, is less than the target impedance. The maximum impedance
after loading by these 5 caps, is 0.5088�.

PSO is proved to be useful for designing Power Delivery Network, in order to
maintain Power Integrity. The ease of implementation of PSO is the motivation
of using it. The optimal number of decoupling capacitors, their values, and their
positions are found by PSO. A pseudocode is given to solve the power plane target
impedance problem, which can be used for other geometries also.

8.3 Swarm Intelligence Algorithms

For power plane decoupling capacitor placement, Genetic Algorithm (GA) and Sim-
ulatedAnnealing (SA) are used in the literature [11–13]. In this work, Particle Swarm
Optimization (PSO), cuckoo searchmethod, and firefly algorithm are used for finding
the optimum values and positions for decoupling capacitors on a power plane of a
PDN. All of these algorithms belong to the family of swarm intelligence algorithms.
Swarm Intelligence (SI) is the property of a system where the collective behaviors of
entities interacting locally with their environment and other entities, resulting into a
global pattern formation. The inspiration often comes from nature, especially biolog-
ical systems [14, 15]. The performance of these algorithms are compared, in context
of the problem presented in this section, for finding decoupling capacitor locations
on a power plane. For details of these algorithms, readers are requested to refer the
literature [14, 16–19].

8.3.1 Optimization

For applying SI algorithms, the parameters or variables taken are the r, l, c values
(termed as ESR and ESL popularly) of the capacitors, and their positions x, y. There
are five capacitors chosen, so the size of the entities (particles, nests, or fireflies) are
25-dimensional each. The problem is defined as continuous optimization problem
where the values lower and upper bounds of capacitor parameters are taken from
the options available in the market [20]. The ranges are taken as close intervals
[0.1�, 5�], [0.01nH, 12nH], and [0.001nF, 18nF] for r , l, and c, respectively. For
x and y, the lower and upper bounds are defined by the board dimensions. From
the impedance profile of unloaded power plane observed from the point (Xs, 0),
the first anti-resonance peak is at 365MHz as shown in Fig. 8.2. At this frequency
the impedance is maximum in the given frequency range of interest (up to 1GHz).
Thus, the maximum value of the impedance over the frequency ranges, is defined
as the objective function (to be minimized). The decoupling capacitors and their
corresponding values, are found by PSO, CS, and FA. The pseudocodes for the
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Table 8.3 Parameters taken for various algorithms

Algorithm Parameters

PSO wi = 0.9 w f = 0.4 p1 = 1.49 p2 = 1.49

CS pa = 0.25 β = 3/2 σ = 0.6966 –

FA α = 0.25 βmin = 0.3 γ = 1 –

search process are given below. The number of decoupling capacitors taken for the
experiments is 5. The values of all the parameters used in various algorithms are
given in Table8.3.

8.3.2 Pseudocode for PSO

1. Define maximum number of iterations Tmax

2. For D dimensions , generate P particles, their respective positions x(i, j), and
velocities v(i, j); ∀i ∈ {1, 2, . . . , P} and j ∈ {1, 2, . . . , D}, within the lower
and upper bounds.

3. Calculate the maximum impedance peak max_imp(i) corresponding to all the
i particles.

4. Define all the local particles as local best particles lbest and find the global best
particle gbest.

5. Loop 1: while Number of iterations t ≤ Tmax .
6. Loop 2: for i = 1:P
7. Update inertia, velocities, and positions

ω = (ωi − ω f )
(Tmax )−t

Tmax
+ ω f

v(i, j) = ω(t)v(i, j) + p1r1(lbest(i, j) − x(i, j) + p2r2(gbest − x(i, j)
x(i, j) = x(i, j) + v(i, j)

8. Limit the positions and velocities within the lower and upper bounds.
9. End: Loop 2
10. Update lbest (i, j) and gbest ( j) accordingly.
11. Increment the counter: t = t + 1
12. END: Loop 1
13. Final Solution = gbest.

8.3.3 Pseudocode for CS

1. Define maximum number of iterations Tmax

2. For D dimensions , generate N number of nests nest(i, j); ∀i ∈ {1, 2, . . . , N }
and j ∈ {1, 2, . . . , D}, within the lower and upper bounds.
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3. Calculate the fitness associated with all nests (as maximum impedance peak
max_imp).

4. Find the nest with the greatest fitness (minimum impedance) best_nest.
5. Loop 1 : while Number of iterations t ≤ Tmax

6. Loop 2 : i = 1 : N
Update nests by Levy flights and evaluate their fitness Fi . Choose random nests
and update them by random vector. Evaluate fitness Fj of new nest.

7. if (Fi > Fj ), Replace old by the new solution,
Keep the best solutions (or nests with quality solutions).

8. Limit the nests within the lower bounds and upper bounds.
9. End : Loop 2
10. Update best_nest accordingly.
11. Increment the counter : t = t + 1
12. END : Loop 1
13. Final Solution = best_nest.

8.3.4 Pseudocode for FA

1. Define maximum number of iterations Tmax

2. For D dimensions ,generate P population of fireflies , their respective positions
pos(i, j); ∀i ∈ {1, 2, . . . , P} and j ∈ {1, 2, . . . , D}, within the lower and upper
bounds.

3. Calculate the light intensity associated with all fireflies as maximum impedance
peak max_imp.

4. Find the firefly with the highest light intensity (minimum impedance) brightest.
5. Loop 1 : while Number of iterations t ≤ Tmax

6. Loop 2 : i = 1 : P
7. Loop 3 : k = 1 : P
8. if max_imp(i) > max_imp(k)

r ← distance between the flies
β = (β0 − βmin)e−γ r2 + βmin

temp ← random vector
pos(i, :) = pos(i, :)(1 − β) + pos( j, :)β + temp

9. Limit the positions of flies within the lower bounds and upper bounds.
10. End : Loop 3
11. End : Loop 2
12. Update brightest accordingly.
13. Increment the counter : t = t + 1
14. END : Loop 1
15. Final Solution = brightest.
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Table 8.4 Performance comparison of various algorithms

Run no PSO CS FA

Max. Imp.
(�)

Time (s) Max. Imp.
(�)

Time (s) Max. Imp.
(�)

Time (s)

1 0.8004 19.15 0.7037 37.26 0.7789 54.68

2 0.8080 19.75 0.7094 37.42 0.7777 58.87

3 0.7867 19.15 0.7182 37.36 0.7789 54.99

4 0.8084 19.18 0.7081 42.04 0.7812 59.21

5 0.8046 19.16 0.7044 40.58 0.7844 55.23

6 0.7981 19.14 0.7271 37.35 0.7844 56.07

7 0.8094 19.21 0.7235 42.17 0.7714 59.76

8 0.7774 19.23 0.7046 42.28 0.7778 58.42

9 0.8134 19.10 0.7038 42.27 0.7775 54.87

10 0.7954 19.14 0.7191 37.52 0.7944 57.89

8.3.5 Results

In order to compare the algorithms the number of entities (particles/nests/flies) are
limited to 5 and number of iterations to 25. The simulations are run on amachinewith
32GBRAM,2.95GHzCPUspeed andRHEL5.4OperatingSystem.Table 8.4 shows
results obtained from various swam intelligence algorithms and their comparisons.
In one iteration PSO calls objective function (cost function) once, CS calls it twice
while FA can call it N (number of flies) to 0 times depending on the value it reaches.
That is why there is the difference among the time taken by these algorithms, which
can be seen clearly in Table8.4.

Figure8.7 shows the variation of the impedance of best entities of all three algo-
rithms with each iteration. With current selection of variables in each algorithm, it
is clear that PSO has maximum step size and so the graph is not smooth but it takes
least time, on other hand fireflies have small steps and curve is smoother but it takes
maximum time. Cuckoo search stands in middle of other two in respect of time taken
for finding the solution. For current set of simulations, the minimum impedance is
achieved by cuckoo search method. Figure8.8 shows the impedance profile after the
placement of the decoupling capacitors by these algorithms.

8.4 Case Study 2: Real-World Problem

In this case study, the s-parameters data of power plane geometry and capacitors are
used for the accurate analysis including bulk capacitors and VRM. Unlike the earlier
work in the literature, this study presents the practical solution of the industrial prob-
lem of discrete optimization for finding the suitable decoupling capacitors (provided
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Fig. 8.7 Convergence of PSO, CS, and FA algorithms

Fig. 8.8 Comparison of solutions by PSO, CS, and FA

with their s-parameter files) and their best positions from the available positions on
the board. The novelties in this work, are following :

1. Themethodology for decoupling optimization is based on the s-parametersmod-
els of the decoupling capacitors as practically available from the various manu-
facturers instead of rlc models adopted in tandem.
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2. Using s-parameters data for board and package to take into account the effects
of via, pad and anti-pads.

3. Solving the optimization problem for PDN, after taking into effect of bulk capac-
itors, VRM, and package in order to increase the efficiency and accuracy.

4. Finding the trajectory of the particles in PSO when the s-parameters data are
used, unlike the r, l, c ranges taken in the earlier papers.

5. Interpolating the data of capacitor bank before using it for optimization, if the
frequency range of the board is not the same as that of the s-parameters file from
the capacitor bank.

6. Explaining the rationale behind choosing the frequency range of decoupling
network analysis.

Figure8.9 shows the impedance profile of the bare board and the boardwithVRM,
bulk capacitors, and package. There is a huge difference in the two profiles in terms of
resonance and anti-resonance peaks. If the optimized capacitors are selected taking
into account bare board only, the analysis is not accurate when the board is loaded.

8.4.1 Range of Analysis

The amplitude variation of the required current for the power supply decides the target
impedancewhile thePower SpectralDensity (PSD) of the samedecides the frequency
range of analysis for decoupling network. Figure8.10 shows the transient behavior
of current required at the package pin, and Fig. 8.11 shows its corresponding Power

Fig. 8.9 Impedance profile of bare board and board with VRM, bulk capacitor, and package
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Fig. 8.10 Transient current required by the device at the pin of package

Fig. 8.11 Power spectral density of current at package pin
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Spectral Density (PSD). The PSD clearly shows that the 99% (–40 dB) of signal
strength is within 195MHz, so the upper range for decoupling network optimization
is taken approximately as 200MHz.

8.4.2 S-Parameters

The s-parameters are the 2-port parameters used to represent the characteristics of
a passive or active network, as a black box. The s-parameters are used here for the
accurate analysis.

8.4.2.1 Power Nets

As described in earlier section, power plane pairs can be modeled by cavity models.
For the complicated geometries, the equivalent cavitymodels-based empirical formu-
lae are not effective and accurate. S-parameters file extracted from the measurements
or the EDA tools, becomes useful for such case. Figure8.12 shows three-dimensional
view of such a power net in a package. The similar or more complicated structures
are in PDN layers of boards. Thus, for accurate PI analysis, the s-parameters data
must be used.

8.4.2.2 Capacitor Bank

The approximate rlc models of the decoupling capacitor do not take into account
the nonlinear behavior of the capacitors at higher frequencies while s-parameters
models take into account higher order effects even at higher frequencies. The rlc
models of the capacitors are defined at one spot frequency or a narrow band, instead
of broader range. The capacitor models used in the earlier work are rlc models
[4, 21]. The rlc models are the approximations of the actual characteristics of the
capacitors. Figure8.13 shows the comparison of the impedance profile of a capac-
itor obtained from s-paramteres and rlc values. This is the profile of capacitor
LLR185C70G105ME01 from Murata Manufacturing Co. The r, l, c values (ESR
of 100m� and ESL of 120 pH) are taken from the data sheet and the s-parameters
file is obtained from vendor’s website [22]. There is clearly a difference between the
two profiles. The maximum difference is in hundreds of ohms at lower frequency
range, even at high frequencies, second-order effects are visible only in s-parameter
models and not in linear rlc models as generally adopted in analysis. To avoid the
inaccuracies involved in rlc models, s-parameters data is used in this analysis.
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Fig. 8.12 Power delivery plane and nets in a typical package

Fig. 8.13 Impedance profiles of a cap obtained from s-parameters and rlc model
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8.4.3 Optimization Methodology

The proposed methodology aims to find the optimal number of capacitors, their val-
ues, and their positions on the board, in order to meet the target impedance of the sys-
tem. The methodology is based on impedance profile generation from s-parameters
data for the complex geometry of the multilayer board and the given bank of capac-
itors. The steps followed in this methodology are :

1. Extraction of s-parameters of multilayer board and package from the design data-
base.

2. Including the effects of VRM, bulk capacitor, board, and package to find com-
posite system impedance profile.

3. Generationof decoupling capacitor bank (z-profiles) from their given s-parameters
profiles provided by different vendors.

4. Indexing and ordering the capacitor bank, according to the resonance points in
their impedance profiles.

5. Indexing the coordinates of the available ports on the board based on their relative
positioning.

6. Applying PSO in iterative loop to achieve the target impedance.

The cumulative z-parameter matrix of a board loaded with decaps can be given
by the following formula [2].

Zef f = (Z−1 + Z−1
decap)

−1 (8.7)

where the z-parameters matrix of the board is Z and Zdecap is the diagonal matrix
in which the diagonal elements are concerned with the impedance of the decoupling
capacitors on the ports corresponding to the diagonal elements and all other elements
are zero. The problem with the above formula appears when the decoupling capac-
itors on the board are less than the available number of ports. In that case, one or
more number of diagonal elements of matrix Zdecap are zero, which will not allow
the inverse of it. To avoid this problem y-parameters were used for that step partic-
ularly. The analysis is carried out for a high-speed serial link board. The extracted
s-parameters file is having 39 ports. There are 39 ports in the board from which 4
ports are reserved, one for VRM and 3 for capacitors, while one of the ports is the
observation port where the package pin is connected. Thus, these five ports are not
taken into account while defining or initializing the ports for decoupling capacitors.
There are thousands of capacitors (3702 for this study) used for creating the bank.
For defining the particles, the s-parameters data and the port numbers are used. Each
particle has two dimensions corresponding to one capacitor, one for the capacitor
number from the capacitor bank and one for the port number on the board. If the
particle is using multiple capacitors, the dimension of it is multiple of two to the
number of capacitors.



242 J.N. Tripathi and J. Mukherjee

8.4.3.1 Movements of Particles in PSO

The particles in this case study are multidimensional and can have discrete values
only. If one of the dimensions of a particle is some capacitor number or a port number,
after the the next iteration it should have only the feasible values which should be
some port number (integer values between 5 and 39 except 33) or capacitor number
(integer value between 1 and 3702) depending on the dimension. In PSO, in order to
move the particles for iterations, theremust be a varying directional vector depending
upon locally best and globally best particles. Here, in the case of capacitors, they are
sorted according to their resonance points. Each decoupling capacitor available in
the market, has ESR and ESL values associated with it, which cause the resonance
behavior. Figure8.14 shows the impedance profiles of three capacitors with different
resonance points. The resonance points of the decoupling capacitors are used for the
movement of the dimensions of the particle with which the capacitor numbers are
associated. For example, if a capacitor as one of the dimensions of the globally best
particle in one iteration is having resonance at 40MHz and one of the dimensions of
another particle is having its resonance at 180MHz, the later one will move randomly
toward the capacitors having value between 40 and 180MHz.

In the case of particle dimensions concernedwith the port numbers, themovement
is decided by the distance between the ports which are found by the coordinates of
them. A particle will move to the global best particle and it can have any value or port
number (based on random variables defined by PSO) which is having less distance
than that from the globally best particle.

Fig. 8.14 Resonance points of various capacitors defined for guiding the movement of particles
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8.4.3.2 Experiments

For applying PSO to this problem, 50 particles are initialized for 20 iterations. Each
particle represents 4 capacitors s-parameters files and four corresponding port num-
bers. The coefficients p1 and p2 are taken as 1.49 each, and similarly ωi and ω f

as 0.9 and 0.4. The maximum current of the system is 20 mA, supply voltage is
1.2V, and the tolerance is 3% so the target impedance for the system is 1.8�. The
frequency range of interest for the analysis is 200MHz as discussed in the previous
section. The steps used for applying PSO are as follows :

8.4.3.3 Pseudocode for PSO

1. Define maximum number of iterations Tmax

2. For D dimensions , generate P particles, their respective positions x(i, j) and
velocities v(i, j); ∀i ∈ {1, 2, . . . , P} and j ∈ {1, 2, . . . , D}, within the lower
and upper bounds.

3. Calculate the impedance profiles for all the particles as Zef fi = (Z−1
i +

Z−1
decapi

)−1

4. Calculate the maximum impedance peak max_imp(i) corresponding to all the
Zef fi of all i particles.

5. Define all the local particles as local best particles lbest and find the global best
particle gbest.

6. Loop 1 : while Number of iterations t ≤ Tmax .
7. Loop 2 : for i = 1:P
8. Update inertia, velocities, and positions

ω = (ωi − ω f )
(Tmax )−t

Tmax
+ ω f

v(i, j) = ω(t)v(i, j) + p1r1(lbest(i, j) − x(i, j) + p2r2(gbest − x(i, j)
x(i, j) = x(i, j) + v(i, j)

9. Limit the positions and velocities within the lower and upper bounds.
10. End : Loop 2
11. Update lbest (i, j) and gbest ( j) accordingly.
12. Increment the counter : t = t + 1
13. END : Loop 1
14. Final Solution = gbest.

8.4.3.4 Results

The particles converged to a solution which is shown in Table8.5. In the table, four
capacitors and their best positionswhich are chosen by the algorithm, and their details
are given. When used these capacitors at the given ports, the profile of the PDN is
below the target impedance 1.75�. The maximum impedance observed from the
port 33 is 1.716� at 200MHz and can be seen in Fig. 8.15.
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Table 8.5 The capacitors and their locations

S.No. Capacitor
number

Capacitor name Manufacturer Port
number

1. 1 GJ821BB31H105KA12 Murata 16

2. 3702 TWAE687M050 AVX 36

3. 2658 TPSB336K006R0450 AVX 16

4. 65 GRM033B31C332KA87 Murata 26

Fig. 8.15 PDN impedance with and without decaps

8.5 Conclusion

Swarm intelligence algorithms are applied successfully for power delivery network
design. Decoupling capacitor values and their locations are found by various swarm
intelligence algorithms. Their performances are compared for this application. A
real-world discrete optimization problem for power integrity has also been discussed.
The analysis is done using s-parameter files for more accuracy and to attain realistic
approach. A generic methodology is presented for similar power integrity analysis
and decoupling network design for any high-speed system.
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Chapter 9
The Impact of Sensitive Inputs on the
Reliability of Nanoscale Circuits

Usman Khalid, Jahanzeb Anwer, Nor H. Hamid and Vijanth S. Asirvadam

Abstract As CMOS technology scales to nanometer dimensions, its performance
and behavior become less predictable. Reliability studies for nanocircuits and sys-
tems become important when the circuit’s outputs are affected by its sensitive noisy
inputs. In conventional circuits, the impact of the inputs on reliability can be observed
by the deterministic input patterns. However, in nanoscale circuits, the inputs behave
probabilistically. The Bayesian networks technique is used to compute the reliabil-
ity of a circuit in conjunction with the Monte Carlo simulations approach which is
applied to model the probabilistic inputs and ultimately to determine sensitive inputs
and worst-case input combinations.

9.1 Introduction

MOSFET is the basic component of integrated circuit design. The scaling of MOS-
FETs has given benefits to the semiconductor industry in terms of performance and
productivity [1]. Since last few decades, the scaling of MOSFET transistors has faced
many obstacles which have been resolved through novel device architectures and
smart engineering solutions. Currently, the fabrication process technology resides
at the nanometer level, producing MOSFET transistors in deep submicron1 dimen-
sions [2, 3]. The International Technology Roadmap for Semiconductors (ITRS) has
predicted that a single chip will integrate more than 12 billion transistors in 2020 [3].

1 Deep submicron design technologies refers to those CMOS circuits which have physical gate
length less than 100 nm but greater than 10 nm.
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MOSFET transistors are scaled down because it gives advantages in many ways
to the semiconductor industry, few of which are mentioned as follows.

• The area of electronic devices decreases as more transistors can fit into similar
chip area [4].

• The cost of the chip decreases with the contraction of area of the chip [5].
• The operating frequency and the switching speed of transistors get improved [6].

The reliability of MOSFETs is severely affected by scaling their physical dimensions
[7]. The reliability of digital circuits is also affected due to high transient error rates
[8–11]. The high transient error rates is the result of domination of noise effects in
nanoscale devices like thermal and random telegraph signal noise which did not have
compounding effect on earlier high-dimensional technologies [12–15].

A number of research works have already been in progress to investigate fault
tolerance schemes that improve the reliability of nanocircuits and systems. In order
to stay with the MOSFET technology, fault tolerance schemes are also proposed that
achieve reliable MOSFET nanocircuits. Redundancy and Markov Random Field
(MRF) are popular techniques that are currently used to build fault tolerant nanocir-
cuits [16–21].

The reliability evaluation schemes cover another phase of research that presents
a measure of circuit’s reliability, i.e., the percentage of time in which the circuit is
expected to work error-free. These reliability measurements are usually performed
with reliability evaluation schemes proposed in the previous literature. The popu-
lar reliability evaluation schemes include probabilistic gate model (PGM), Boolean
difference error-based calculator (BDEC), probabilistic transfer matrix (PTM) and
Bayesian networks (BN) [22–28].

The above-mentioned schemes evaluate the overall cumulative reliability of a
circuit. The evaluation of cumulative reliability of circuits does not provide enough
information for the designers to apply fault tolerance solutions unless they are aware
of the reliability at circuit’s primary inputs and intermediate stages. The simplest
way of modeling output reliability is via definition of inputs vectors, intermediate
stages, and outputs. This research work will focus on error-sensitive primary inputs
and their effects on nanoscale circuits.

9.2 Probabilistic Inputs

The deterministic input vectors are conventionally applied to a nanoscale circuit. The
outputs of such circuit may not be deterministic anymore which is due to various kinds
of transient errors such as single event upsets, radiation effects, power supply noise,
capacitance, and inductive coupling effects. Therefore, the mechanism of propagation
of transient errors can severely affect the upcoming stages of internal circuitry and
ultimately degrade the desired reliability of circuit [25, 29–32]. Thus, the scenario of
propagation of errors through deterministic inputs will transform into probabilistic
inputs and we can formulate a conceptual diagram as shown in Fig. 9.1.

The deterministic inputs, when applied to a nanocircuit, are interpreted as proba-
bilistic inputs. If there are numbers of subcircuits that are connected in series then the
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0                       1

0                              1

Fig. 9.1 Conceptual diagram of inputs behavior in nanoscale circuits

nature of the input will remain probabilistic. The system performance also become
probabilistic in nature. The inputs of conventional digital circuits are binary, i.e., they
contain only two logic values, 0 and 1. In contrast, when the circuit design enters into
nanoscale level, the logic values of inputs become probabilistic, i.e., the intermediate
logic values (between 0 and 1) also have the probability of occurrence greater than
zero and less than 1.

The reason of modeling inputs probabilistically is the random (or probabilistic)
nature of noise encountered in the nanodevices. The simplest random distribution
used for modeling nodes is normal distribution. The probabilistic inputs bounded by
0 and 1 can be called as Probabilistic Inputs (PIs). Figure 9.2 represents an input in
the form of normal distribution with a mean value of 0.5 for its’ 10,000 Gaussian-
distributed randomly selected samples.

Fig. 9.2 Probabilistic input with 0.5 mean value (The total number of samples on vertical axis,
when added across all the logic values near mean 0.5, add up to 10,000)
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9.3 Determination of Probabilistic Input Combinations
for Higher Reliabilities

The PIs can be applied to any digital circuit to evaluate its reliability in the form
of normal distribution. Every PI has a mean value (expectation) which can be any
probability value between 0 and 1. If the value of PI is closed to 1 then the normal
distribution skews to the right as shown in Fig. 9.3, which for simplicity is called
as positively skewed PI. On the other hand, if the value of PI is close to 0 then the
normal distribution skews to the left-side of the axis as shown in Fig. 9.4, which for
simplicity will be called as negatively skewed PI in the next sections.

The conceptual diagram of applying PIs on nanoscale circuits has been shown
in Fig. 9.5 where three PIs are applied on a test digital circuit which generates the
outputs probability distribution as depicted in Fig. 9.6. For each random logic value
of input, its corresponding reliability value is evaluated; therefore, for each input,
the number of its test samples are equal. This mechanism will be implemented in
the form of Monte Carlo Simulation where the inputs are represented as probabilis-
tic distributions and outputs as distributed functions [33, 34]. Figure 9.5 shows the
example output reliability of Full Adder (XOR/NAND) circuit with its mean and
standard deviation value.

Applying the Monte Carlo simulation mechanism on digital circuits helps to
determine the most sensitive inputs as well as the worst-case and best-case input
combinations. There will be two cases to determine the sensitive inputs for nanoscale
circuits. In the first case, the sensitive inputs observed for the positively skewed PI
values; whereas in the second case, the sensitive inputs observed for the negatively
skewed PI values. Furthermore, there will be two cases implemented to determine
the worst-case and best-case input combinations. In all cases, Bayesian networks

Fig. 9.3 Probabilistic input skew to the right with mean at 1 (Positively skewed PI)
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Fig. 9.4 Probabilistic input skew to the left with mean at 0 (Negatively skewed PI)

Fig. 9.5 Monte Carlo simulation for nanoscale circuits conceptual diagram

scheme will be used to evaluate the circuits’ reliability. The brief methodology to
estimate the nanoscale circuits’ reliability using Bayesian Networks is as follows.

• First, we convert a digital circuit into Bayesian Networks graph. Consider the
original circuit as an ideal circuit or errorfree circuit and make a copy of ideal circuit
and represent it in an erroneous subcircuit, in parallel. Then, we will combine the
outputs of both original and erroneous circuits with a comparator (XOR gate).

• Transform all the inputs and gates to nodes which will become a connected node
network. In this network, every node is directed toward the next node unless we
reach up to the output node and this form of graph is called as Acyclic graph.

• Modify the acquired acyclic graph by removing the directions of the all nodes in
the network which results in a moral graph.
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Fig. 9.6 Output reliability of full adder (XOR/NAND) with mean = 0.9055 and standard deviation
= 0.0750

• Transform the resultant graph into number of node triangles connected together
which will be called as triangulated graph.

• Convert the triangulated network into chunks of number of connected nodes which
are called as cliques. This will ultimately form a junction tree graph where all
cliques initiate the message passing mechanism.

• Finally, we compute the marginal probabilities of each node of the network to
estimate the reliability of the circuit. In case, there is more than one output of a
circuit, the resultant reliability value will be estimated by taking the average of all
output reliability values.

For in-depth study of Bayesian Networks methodology implementation on digital
circuits, interested reader may refer to [35–37]. The strategy to implement all cases
has been discussed in detail in the following sections.

9.3.1 Determination of Sensitive Inputs for Positively
Skewed PIs

The reliability curve for this scenario is obtained using Monte Carlo simulation
method for all the positively skewed PIs. To determine the most sensitive input of a
circuit, we fix all the PIs toward positive skew level (which is close to 1) except one
of the varying PI for three cases; such as 0.5 (zero skew), 0.1 (negatively skewed)
and 0.9 (positively skewed) mean values for calculating the reliability of the circuit.

The above-mentioned method will be repeated for all PIs of the circuit. The
reliability results show that the highest reliability of the output is obtained for PIs
other than the zero-skew combination of the inputs. The target is to find the lowest
reliability value and the corresponding PI combination because the lowest reliability
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indicates the corresponding input which will be the sensitive input to the circuit.
If there is more than one input combination giving the same lowest reliability then
there is a need to compare their standard deviations. For comparison of two or more
lowest reliability PIs, choose the PI with largest standard deviation which indicates
the most sensitive input of the circuit. The low standard deviation value represents a
stable reliability curve.

9.3.2 Determination of Sensitive Inputs for Negatively
Skewed PIs

To determine the most sensitive input of a circuit for negatively skewed PIs, we fix
all PIs close to zero except one of the varying PI. This procedure will be repeated for
all PIs of the circuit and record the reliability curve. After getting all the reliability
results, there is a need to look for the PI combination with the highest reliability
value. So if there are two or more combinations giving the same highest reliabilities
then there is a need to compare their standard deviations and choose the highest
standard deviation value (the reason is described in previous subsection).

9.3.3 Worst-Case and Best-Case Input Combinations

To find the worst-case input combination, it is required to evaluate the reliability
by selecting the PIs in four different scenarios. In the first scenario, all PIs will be
fixed close to one and evaluate the reliability of circuit. For the second scenario, the
reliability of circuit is selected by fixing all PIs close to zero. The third scenario is to
fix all the PIs toward positive skew level and vary one PI with different values and
evaluate the reliability. The fourth scenario is to fix all the PIs toward negative skew
level (close to zero) and vary one PI with different values and evaluate the reliability.
Record all the reliability values for the circuit and find out the lowest reliability value.
The corresponding input combination which gives the lowest reliability value is the
worst case input combination of the circuit.

On the other hand, the best-case input combination can be determined by com-
puting the reliability values with the same scenarios as discussed in the worst-case
input combination. However, the objective here will be to find out the combination
which gives the highest reliability for a circuit.

9.4 Simulation Results and Analysis

The simulations are performed in MATLAB in conjunction with Bayes Net Toolbox
(BNT) [38]. As mentioned in the previous section, we have implemented Bayesian
networks algorithm in order to compute reliability values used with Monte Carlo
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Fig. 9.7 Full adder (XOR/NAND) circuit

Fig. 9.8 Full adder (NAND) circuit

Simulation technique. By applying Monte Carlo simulation mechanism, the sensi-
tive input combinations can be determined for the small-scale digital circuit. There are
two types of circuits which have been chosen for simulation analysis. The first type of
the circuits have similar functional output while second type has different functional-
ity circuits. The similar functionality (logic) circuits, Full adder (XOR/NAND), Full
adder (NAND), and Full adder (Majority) are shown in Figs. 9.7, 9.8 and 9.9, respec-
tively. The different functionality circuits C17 (benchmark LGSynth’93 series) and
2–4 Decoder circuit are shown in Figs. 9.10 and 9.11, respectively.

Fig. 9.9 Full adder
(Majority) circuit
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Fig. 9.10 C17 LGSynth93
benchmark circuit

Fig. 9.11 Decoder 2–4
circuit

There are 10,000 samples taken for each PI to be applied on any digital circuit
and there will be the same number of samples of the reliability at the output as shown
in Fig. 9.5. The results of reliability and standard deviations are obtained with fourth
decimal accuracy in order to converge with the nominal values of each simulation.
The nominal (i.e., deterministic probability values without a distribution of Monte
Carlo Gaussian samples) reliability simulation results for each PI case are equal to the
mean values of each PI reliability value; hence, in order to keep nonredundant results
they are not reported in the following tables. If the results of nominal reliability values
with Monte Carlo reliability values do not converge, then one has to perform more
than 10,000 iterations of Monte Carlo simulations in order to get better accuracy. The
reliability evaluation has been performed as discussed in Sect. 9.3 using Bayesian
networks. The Monte Carlo simulations are run on Core 2 Duo, 2.7 GHz with 4 Gb
RAM which takes average of around 9 h for each PI case.

The results are evaluated based on three types PI mean values. The first type of PI
value is taken 0.5 mean which is the center of the normal distribution (not skewed).
The second type of PI value is taken 0.1 mean which is close to zero (negatively
skewed). The third type of PI value is taken 0.9 which is (positively skewed). The
three different PI mean values will be given as input to digital circuits in such a way
where there is only one PI which change its value several times. But all the rest of
the PIs will have a fix mean value at every time of evaluation of reliability.
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Table 9.1 Full adder (XOR/NAND) circuit’s sensitive inputs reliability for positively skewed PIs

PI-1 (Mean) PI-2 (Mean) PI-3 (Mean) Reliability
(Mean)

Standard
deviation of
reliability

0.9 0.9 0.9 0.9055 0.0750

0.5 0.9 0.9 0.9020 0.0012

0.1 0.9 0.9 0.8980 0.0022

0.9 0.5 0.9 0.9021 0.0012

0.9 0.1 0.9 0.8980 0.0023

0.9 0.9 0.5 0.9028 0.1749

0.9 0.9 0.1 0.8997 0.0017

Table 9.2 Full adder (NAND) circuit’s sensitive inputs reliability for positively skewed PIs

PI-1 (Mean) PI-2 (Mean) PI-3 (Mean) Reliability
(Mean)

Standard
deviation of
reliability

0.9 0.9 0.9 0.8428 0.0066

0.5 0.9 0.9 0.7734 0.0070

0.1 0.9 0.9 0.6526 0.0179

0.9 0.5 0.9 0.7736 0.0066

0.9 0.1 0.9 0.6522 0.0180

0.9 0.9 0.5 0.8042 0.0045

0.9 0.9 0.1 0.7335 0.0111

9.4.1 Simulation Results of Sensitive Inputs for Positively
Skewed PIs

Tables 9.1, 9.2, 9.3, 9.4 and 9.5 show results only for the higher values of PIs. Table 9.1
shows that Full adder (XOR/NAND) reliability and its standard deviation for the
higher values of PI. To determine the sensitive input combination, the focus will be
toward finding the lowest reliability value in the table. There are two PI combinations
which gives the same lowest reliability values. The PI combinations are 0.1, 0.9, 0.9
and 0.9, 0.1, 0.9, and the corresponding reliability value is 0.8980.

But when two or more reliability values are same then there is need to consider
their corresponding standard deviation values of the reliability. The PI combinations
0.1, 0.9, 0.9, and 0.9, 0.1, 0.9 have different standard deviation values. The standard
deviation value of PI with combination 0.9, 0.1, 0.9 is large compare to other PI’s
standard deviation value. This analysis indicates that the most sensitive PI of the
circuit combination is 0.9, 0.1, 0.9. The corresponding PI is the second PI which is
the most sensitive input to the Full adder (XOR/NAND) circuit.
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Table 9.3 Full adder (Majority) circuit’s sensitive inputs reliability for positively skewed PIs

PI-1 (Mean) PI-2 (Mean) PI-3 (Mean) Reliability
(Mean)

Standard
deviation of
reliability

0.9 0.9 0.9 0.8755 0.0072

0.5 0.9 0.9 0.8098 0.0069

0.1 0.9 0.9 0.7099 0.0100

0.9 0.5 0.9 0.8015 0.0060

0.9 0.1 0.9 0.7276 0.0056

0.9 0.9 0.5 0.8551 0.0089

0.9 0.9 0.1 0.7604 0.0249

The varying PI-1 reliability has two standard deviation values which are 0.0070
and 0.0179 and for the varying PI-2 have 0.0066 and 0.0180 standard deviation
values, respectively. The PI’s standard deviation value is 0.0004 larger in magnitude
than the PI-2’s standard deviation value. The PI-2’s reliability is only 0.0001 larger
than the first PIs standard deviation since the PI-1’s standard deviation of reliability
is larger than the PI-2’s. Hence, the PI-1 is the most sensitive input to the circuit.

The Full adder (NAND) reliability and its standard deviation for the higher values
of PI are shown in Table 9.2. There are two PIs which gives almost the same low
reliability values so there is need to observe their standard deviation value. The first
varying PI gives 0.6526 and 0.7734 reliability values and second varying PI gives
0.6522 and 0.7736, respectively. Both PIs reliability values are almost equally large
from each other.

The Full Adder (Majority) reliability and its standard deviation for the higher
values of PI are shown in Table 9.3. Again there are two PIs which give almost
the same low reliability values. The PI-1 gives 0.8098 and 0.7099 reliability values
and second varying PI gives 0.8015 and 0.7276, respectively. Both PIs reliability
values are almost equally large from each other. The varying PI-1’s reliability has
two standard deviation values which are 0.0069 and 0.0100. The PI-2’s reliability has
also two standard deviation values which are 0.0060 and 0.0056. The PI-1’s standard
deviation is larger than the PI-2’s standard deviation of reliability by observing their
difference from 0.0069 to 0.0060 and 0.0100 to 0.0056, respectively. The PI-1’s
standard deviation is 0.0009 and 0.0044 larger than the second PI standard deviation
values, respectively. Therefore, PI-1 becomes the most sensitive input to the Full
Adder (Majority) circuit.

Table 9.4 shows the Decoder 2–4 reliability values and standard deviation values
for higher values of PIs. This circuit has only two inputs and both give almost the same
low reliability values. The varying PI-1 gives 0.9204 and 0.9069 reliability values.
The varying PI-2 gives 0.9202 and 0.9068 reliability values. Both PIs reliability
values are almost equally large from each other.
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Table 9.4 Decoder 2–4 circuit’s sensitive inputs reliability for positively skewed PIs

PI-1 (Mean) PI-2 (Mean) Reliability (Mean) Standard deviation of
reliability

0.9 0.9 0.9069 0.0052

0.5 0.9 0.9204 0.0050

0.1 0.9 0.9069 0.0051

0.9 0.5 0.9202 0.0057

0.9 0.1 0.9068 0.0053

Table 9.5 C17 circuits sensitive inputs reliability for positively skewed PIs

PI-1 (Mean) PI-2 (Mean) PI-3 (Mean) PI-4 (Mean) PI-5 (Mean) Reliability
(Mean)

Standard
deviation of
reliability

0.9 0.9 0.9 0.9 0.9 0.8356 0.0088

0.5 0.9 0.9 0.9 0.9 0.8094 0.0114

0.1 0.9 0.9 0.9 0.9 0.7592 0.0183

0.9 0.5 0.9 0.9 0.9 0.8291 0.0081

0.9 0.1 0.9 0.9 0.9 0.8230 0.0068

0.9 0.9 0.5 0.9 0.9 0.8758 0.0027

0.9 0.9 0.1 0.9 0.9 0.8955 0.0016

0.9 0.9 0.9 0.5 0.9 0.8875 0.0026

0.9 0.9 0.9 0.1 0.9 0.9115 0.0018

0.9 0.9 0.9 0.9 0.5 0.8336 0.0087

0.9 0.9 0.9 0.9 0.1 0.8313 0.0086

The PI-1’s reliability has two standard deviation values which are 0.0050 and
0.0051 and for the PI-2’s reliability has 0.0057 and 0.0053 standard deviation values,
respectively. The PI-2’s standard deviation is larger than the PI-1’s standard deviation
by observing their difference of 0.0007 and 0.0002, respectively. So the PI-2 is the
most sensitive input to the Decoder 2–4 circuit.

The LGSynth93 series C17 circuit reliability and standard deviation results have
been shown in Table 9.5. The PI combination 0.1, 0.9, 0.9, 0.9, 0.9 gives the lowest
reliability value. As discussed earlier in previous section that if a circuit gives the
lowest reliability value for single PI then there is no need to observe their standard
deviation value. Hence, the PI-1 is the most sensitive input to the C17 circuit.

9.4.1.1 Discussion

The results show the concept of determining the sensitive inputs for positively skewed
PIs. In multiple-logic path where the inputs of one circuit is connected to the output
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Table 9.6 Full adder (XOR/NAND) circuit’s sensitive inputs reliability for negatively skewed PIs

PI-1 (Mean) PI-2 (Mean) PI-3 (Mean) Reliability
(Mean)

Standard
deviation of
reliability

0.1 0.1 0.1 0.7067 0.0101

0.5 0.1 0.1 0.7695 0.0133

0.9 0.1 0.1 0.8076 0.0145

0.1 0.5 0.1 0.7690 0.0138

0.1 0.9 0.1 0.8078 0.0144

0.1 0.1 0.5 0.7485 0.0150

0.1 0.1 0.9 0.7716 0.0170

of the preceding circuit which is having most of the inputs on high logic except
one low logic input then that particular low logic input will give the lowest circuit’s
reliability value. The results show the most of the reliability values have higher
values which shows that the circuits are less error-prone to positively skewed PIs.
Therefore, all the test circuits show that only some particular sensitive inputs gives
the lowest reliability and unstable standard deviation values. Both same functionality
and different functionality circuits have different sensitive inputs for high logic input
levels.

9.4.2 Simulation Results of Sensitive Inputs for Negatively
Skewed PIs

Tables 9.6, 9.7, 9.8, 9.9 and 9.10 show the results for the lower values of PIs. The
Full Adder (XOR/NAND) reliability values and standard deviation results have been
shown in Table 9.6. In order to determine the sensitive input combination, the focus
will be on to finding the highest reliability value in the table. There are two PIs which
have almost same higher reliability values. The varying PI-1’s reliability values are
0.7695 and 0.8076. The PI-2’s reliability value is 0.7690 and 0.8078. Both PI’s
reliability values are almost equally large from each other.

So there is a need to focus on PI’s standard deviation values. The varying PI-1 has
two standard deviation values which are 0.0133 and 0.0145, and the varying PI-2’s has
also two standard deviation values which are 0.0138 and 0.0144. The PI-2’s standard
deviation of value is 0.0005 larger than the first PI’s standard deviation of reliability.
The PI-2’s reliability is 0.0001 larger than the PI-1’s corresponding standard deviation
of reliability. Comparatively the PI-2’s standard deviation of reliability value is larger
than the PI-1’s standard deviation value. Hence, the PI-1 is the most sensitive input
to the Full Adder (XOR/NAND) circuit.
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Table 9.7 Full adder (NAND) circuit’s sensitive inputs reliability for negatively skewed PIs

PI-1 (Mean) PI-2 (Mean) PI-3 (Mean) Reliability
(Mean)

Standard
deviation of
reliability

0.1 0.1 0.1 0.7091 0.0114

0.5 0.1 0.1 0.7844 0.0050

0.9 0.1 0.1 0.8280 0.0054

0.1 0.5 0.1 0.7845 0.0051

0.1 0.9 0.1 0.8279 0.0051

0.1 0.1 0.5 0.7086 0.0122

0.1 0.1 0.9 0.7593 0.0047

The Full Adder (NAND) reliability values and standard deviation results are
shown in Table 9.7. The PI-1 gives 0.7844 and 0.8280 reliability values and PI-2
gives 0.7845 and 0.8279, respectively. Both PIs reliability values are almost equally
large from each other.

The PI-1’s reliability has two standard deviation values which are 0.0050 and
0.0054 and for the PI-2’s has 0.0051 and 0.0051 standard deviation values, respec-
tively. The PI-1’s standard deviation value is 0.0001 less but 0.0003 larger than the
PI-2. So the PI-1 has large standard deviation value and becomes the most sensitive
input to the Full Adder (NAND) circuit.

The Full Adder (Majority) reliability and its standard deviations for the negatively
skewed PIs has shown in Table 9.8. The PI-3 gives the highest reliability in the table
which is 0.7011. The respective PI combination is 0.1, 0.1, 0.9. There is no need to
observe the standard deviation values for this circuit as PI-3 is already giving much
higher reliability value as compare to the rest of PI combinations. Therefore, the PI-3
is the most sensitive PI to the Full Adder (Majority) circuit.

Table 9.8 Full adder (Majority) circuit’s sensitive inputs reliability for negatively skewed PIs

PI-1 (Mean) PI-2 (Mean) PI-3 (Mean) Reliability
(Mean)

Standard
deviation of
reliability

0.1 0.1 0.1 0.7089 0.0115

0.5 0.1 0.1 0.6156 0.0106

0.9 0.1 0.1 0.6783 0.0122

0.1 0.5 0.1 0.5839 0.0087

0.1 0.9 0.1 0.5882 0.0102

0.1 0.1 0.5 0.6435 0.0079

0.1 0.1 0.9 0.7011 0.0068
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Table 9.9 Decoder 2–4 circuit’s sensitive inputs reliability for negatively skewed PIs

PI-1 (Mean) PI-2 (Mean) Reliability (Mean) Standard deviation of
reliability

0.1 0.1 0.9069 0.0051

0.5 0.1 0.9203 0.0051

0.9 0.1 0.9067 0.0053

0.1 0.5 0.9205 0.0055

0.1 0.9 0.9069 0.0051

Table 9.9 shows the Decoder 2–4 reliability values and standard deviation values
for the lower values of PIs. The PI-1’s reliabilities are 0.9203 and 0.9067. The PI-2’s
reliabilities are 0.9205 and 0.9069. Here both input reliabilities are almost equally
large from each other. The PI-1’s standard deviation values are 0.0051, 0.0053, and
for the PI-2’s standard deviation values are 0.0055 and 0.0051. The PI-2’s standard
deviation is 0.0004 large but 0.0002 is less than the PI-1. So the PI-2 is the most
sensitive PI to the Decoder 2–4 circuit.

The C17 circuit’s reliability and standard deviation results have been shown in
Table 9.10. The highest reliability is 0.8933 which is given by the second varying PI.
And the respective PI combination is 0.1, 0.9, 0.1, 0.1, 0.1. As discussed in previous
section, that if a circuit gives the highest reliability value for one input then there is
no need to consider their standard deviation values. So finally the PI-2 is the most
sensitive input to the C17 circuit.

Table 9.10 C17 circuit’s sensitive inputs reliability for negatively skewed PIs

PI-1 (Mean) PI-2 (Mean) PI-3 (Mean) PI-4 (Mean) PI-5 (Mean) Reliability
(Mean)

Standard
deviation of
reliability

0.1 0.1 0.1 0.1 0.1 0.8356 0.0088

0.5 0.1 0.1 0.1 0.1 0.8094 0.0114

0.9 0.1 0.1 0.1 0.1 0.7592 0.0183

0.1 0.5 0.1 0.1 0.1 0.8291 0.0081

0.1 0.9 0.1 0.1 0.1 0.8230 0.0068

0.1 0.1 0.5 0.1 0.1 0.8758 0.0027

0.1 0.1 0.9 0.1 0.1 0.8955 0.0016

0.1 0.1 0.1 0.5 0.1 0.8875 0.0026

0.1 0.1 0.1 0.9 0.1 0.9115 0.0018

0.1 0.1 0.1 0.1 0.5 0.8336 0.0087

0.1 0.1 0.1 0.1 0.9 0.8313 0.0086
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9.4.2.1 Discussion

The results show the concept of determining the sensitive inputs for negatively
skewed PIs. If one circuit is connected to the output of the following circuit which
is having most of the inputs on low logic except one high logic input then that par-
ticular high logic input is giving the abrupt highest reliability of the circuit. All the
test circuits show the particular sensitive inputs with highest reliability and unstable
standard deviation values.

9.4.3 Overall Sensitive Inputs of Circuits for Higher
and Lower Values of PIs

Table 9.11 shows the summary of all sensitive inputs of all test circuits for higher
and lower values PIs in second and third column of table, respectively.

9.4.3.1 Discussion

The results show that both, same and different, functionality circuits have the different
sensitive PIs. If a circuit has different architecture, then the sensitive input will be
dependent on its structure and as well as the input logic levels. However, there is
one thing common in all results that the lower values of PI combinations are giving
low reliability values. This observation shows that low logic value inputs are more
sensitive and error-prone to the circuit and helps in determining the worst-case input
combinations.

Table 9.11 Sensitive inputs of nanoscale circuits for both higher and lower values of probabilistic
inputs

Circuit name Sensitive (Higher values of
PIs)

Sensitive (Lower values of PIs)

Full adder (XOR/NAND) 2nd input (N2) 2nd input (N2)

Full adder (NAND) 1st input (N1) 1st input (N1)

Full adder (Majority) 1st input (N1) 3rd input (N3)

2–4 decoder 2nd input (N2) 2nd input (N2)

C17 1st input (N1) 2nd input (N2)
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9.4.4 Simulation Results of Worst-Case and Best-Case
Combinations

Tables 9.12 and 9.13 show the worst case and the best-case input combinations,
respectively. The worst case input combination can be chosen when a circuit gives
the lowest reliability value. On the other side, the best-case input combination can
be chosen when the circuit gives the highest reliability value. Tables 9.1, 9.2, 9.3,
9.4, 9.5, 9.6, 9.7, 9.8, 9.9 and 9.10 also show some worst-case and the best-case PI
combinations. However, we have considered all possible combinations in order to
find the worst and best-case combinations, e.g., a circuit that has three inputs (like any
of the presented full adder), can have up to 27 different input combinations (normal,
positively skewed, and negatively skewed). The following tables are the summary of
all worst and best-case PI combinations for test circuits.

Table 9.12 shows the worst-case input combinations for every test circuit. Full
Adder (XOR/NAND) and Full Adder (NAND) circuits have the same worst-case
input combination which also represents the low logic level combination. Full Adder
(Majority) has the different worst-case input combination which shows that the low
reliability value is not necessarily represented by all low logic level input values. It
can be any input logic value combination which is producing the lowest reliability
value. The Decoder 2–4 and C17 circuit also have different input logic combination.

Table 9.13 shows the best-case input combinations for all test circuits. Full Adder
(XOR/NAND), Full Adder (NAND), and Full Adder (Majority) circuits have the
same best-case input combination which represents that all input combinations are
on high logic level. Both Decoder 2–4 and C17 circuits have the different best-case
input combination values which shows that the high reliability value is not necessarily
represented by all high logic level input values. It can be the combination of both
high and low input logic values which are producing the highest reliability values.

9.4.4.1 Discussion

The worst-case and best-case input combinations are also dependent on the logic level
of output of preceding connected circuit as well as the circuit’s own functionality

Table 9.12 Worst-case PI combinations for selected test circuits

Circuit name Worst-case
(Lowest
reliabilities)

PI-1
(Mean)

PI-2
(Mean)

PI-3
(Mean)

PI-4
(Mean)

PI-5
(Mean)

Full adder (XOR/NAND) 0.7067 0.1 0.1 0.1 – –

Full adder (NAND) 0.7091 0.1 0.1 0.1 – –

Full adder (Majority) 0.5839 0.1 0.5 0.1 – –

2–4 decoder 0.9067 0.9 0.1 – – –

C17 0.7363 0.1 0.1 0.1 0.9 0.1
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Table 9.13 Best-case PI combinations for selected test circuits

Circuit name Best-case
(Highest
reliabilities)

PI-1
(Mean)

PI-2
(Mean)

PI-3
(Mean)

PI-4
(Mean)

PI-5
(Mean)

Full adder (XOR/NAND) 0.9055 0.9 0.9 0.9 – –

Full adder (NAND) 0.8428 0.9 0.9 0.9 – –

Full adder (Majority) 0.8755 0.9 0.9 0.9 – –

2–4 decoder 0.9204 0.5 0.9 – – –

C17 0.9115 0.9 0.9 0.9 0.1 0.9

and architecture. It is not necessary that all low logic level combinations will give the
worst case input combinations or all high logic level combinations will give the best-
case input combinations. This shows that there can be any random input combination
of both high and/or low logic level values. But overall, this also shows that higher
values of PI combinations always give the higher reliability values and vice versa.
So the nanoscale circuits are more sensitive to the lower logic input combinations.

9.4.5 Enhancement in Reliability by using Appropriate
Deterministic Inputs

The reliability of nanoscale circuits can be enhanced by replacing the conventional
inputs with the appropriate deterministic inputs (inputs having deterministic proba-
bility i.e., without Monte Carlo Gaussian samples) by having the same logic of the
circuit. These inputs can be computed by changing the conventional input probabil-
ity from 0.5 (which is default) for both logic 0 and logic 1, to any appropriate input
probability value. In order to compute the appropriate input probability values, the
probability values are varied from 0.1 to 0.9. The analysis haven been performed on
all selected circuits in order to find the most appropriate inputs to replace where the
maximum reliability values can be achieved. Figure 9.12 shows the graph of circuits
for possible reliability values on vertical axis with deterministic input probability
values on horizontal axis.

All selected circuits have different appropriate inputs where they achieve maxi-
mum reliability values. Full adder circuits FA-I (XOR/NAND), FA-II (NAND), and
FA-III (Majority) gained the highest possible reliability when all inputs are replaced
to 0.9 and above to probability 1 (observed by using polynomial trend-lines). How-
ever, C17 and Decoder 2–4 circuits achieved the replaced input probability at 0.6
and 0.5, respectively. The appropriate deterministic inputs can be used in order to
achieve optimized reliability values by simply replacing the state-of-the-art deter-
ministic inputs with the determined appropriate inputs.
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Fig. 9.12 Enhanced reliability by changing deterministic inputs

9.5 Summary

In this chapter, we described how to model the inputs in the form of PIs in nanoscale
circuits. The purpose to represent inputs of nanoscale circuits as PIs is to analyze their
probabilistic behavior and effects on the circuit’s output reliability. The phenomenon
of PIs used in this work allows the designer to consider not only the circuit’s inter-
mediate stages but also its input vector to analyze their effect on circuits reliability.
A PI has a range of Gaussian random samples for every single input for Monte Carlo
analysis. The PIs propagate in the circuit and provide a probabilistic output as a range
of random numbers (normal distribution) with a mean and standard deviation.

The variation at the output let the circuit designer determine the sensitive inputs of
his circuit. The determination of sensitive inputs including worst-case input combina-
tions is the key information required before application of fault tolerance alternative
to the circuit. This analysis also provides the best case input combinations which
gives the highest possible reliability of the circuit. Moreover, we have analyzed that
by using appropriate deterministic inputs instead of conventional inputs for truth
table combinations, we can raise the reliability to a higher level. The fault tolerant
schemes such as various redundancy techniques can be further applied to the internal
architecture in order to get the further highest possible reliability value for a circuit.
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Chapter 10
Pin-Count and Wire Length Optimization
for Electrowetting-on-Dielectric Chips:
A Metaheuristics-Based Routing Algorithm

Mohamed Ibrahim, Cherif Salama, M. Watheq El-Kharashi
and Ayman Wahba

Abstract Electrowetting-on-dielectric chips are gaining momentum as efficient
alternatives to conventional biochemical laboratories due to their flexibility and low
power consumption. In this chapter, we present a novel two-stage metaheuristic algo-
rithm to optimize electrode interconnect routing for pin-constrained chips. The first
stage models channel routing as a traveling salesman problem and solves it using the
ant colony optimization algorithm. The second stage provides detailed wire routes
over a grid model. The algorithm is benchmarked over a set of real-life chip speci-
fications. On average, comparing our results to previous work, we obtain reductions
of approximately 39 % and 35 % on pin-count and total wire length, respectively.

10.1 Introduction

Digital Microfluidic Biochip (DMFB) technology has come into sight as an efficient
alternative for the conventional biochemical laboratory procedures [9]. It provides a
miniaturized platform for developing a wide range of automated diagnostic applica-
tions, such as DNA sequencing, environmental monitoring, and point-of-care diag-
nosis of diseases [19]. Many advantages like low cost, low sample and reactant con-
sumption, and immunity to human errors have led DMFB to gain momentum in recent
years. The global market value for biochip products has exceeded $3 billion and is
expected to increase to over $9 billion in 2016 [4]. However, this continuing growth
of various applications have dramatically complicated the chip design complexity.
Typical requirements now involve multiple and concurrent assays on the same chip,
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as well as more sophisticated control for resource management. For example, DNA
sequencing analysis involves millions of base pairs and probe combination, with each
combination corresponding to a unique experimental determination [3]. It is hard to
depend on human efforts alone for efficient DNA sequencing analysis. In addition,
time to market and fault tolerance are also expected to emerge as design considera-
tions. Moreover, it is expected that DMFBs will be integrated with microelectronic
components in next-generation System-on-a-Chip (SoC) designs. The International
Technology Roadmap for Semiconductors (ITRS) has clearly identified the integra-
tion of electrochemical and electrobiological techniques as one of the system-level
design challenges that have been faced beyond 2009 in chips with feature sizes below
50 nm [15]. Considering the above discussions, it is necessary to develop high-quality
CAD tools for efficient DMFB design automation which, in turn, is also expected to
facilitate the integration of fluidic components with microelectronic components in
next-generation SoCs [6].

The most popular subclass of DMFB chips depends on a principle known as
ElectroWetting-On-Dielectric (EWOD) and are consequently known as EWOD
chips [12, 18]. As presented in Fig. 10.1, the EWOD chip typically consists of a 2D
array of cells through which the discrete chemical droplets can be digitally manip-
ulated. A unit cell includes a pair of electrodes forming two parallel plates. The
electrodes are derived through pins using an external microcontroller device form-
ing a time-varying voltage actuation sequence for each cell. In this regard, droplets
are controlled due to the electrowetting phenomenon executing the intended bioas-
say operations [17]. Consequently, early fluidic-level design automations [7, 20, 24]
have been proposed for droplets manipulation starting with the sequencing graph of
the biochemical procedure and ending with the individual voltage actuation sequence
for each cell, considering an independent control pin for each electrode. This early
electrode addressing is known as the direct-addressing [11].

Although direct-addressing gives maximum droplet manipulation freedom, it
requires a large pin-count (and accordingly a large number of microcontroller ports),
which could be infeasible for practical biochips. On the other hand, broadcast-
addressing [21], a pin-constrained design approach grouping electrodes that have
mutually compatible actuation sequences by connecting them to a common pin,
suffers from the wiring problem arising from chip complexity.

To date, large efforts are dedicated to broadcast-addressing. When selecting a
broadcast-addressing solution, there is a trade-off between wiring complexity and
the number of pins allocated. Hence, as in chip-level design automation, an integrated
design considering broadcast-addressing requirements (pin-count) and wire routing
constraints simultaneously is expected to achieve higher routability results.

10.1.1 Previous Work

Compared with fluidic-level synthesis, chip-level design is a relatively young
research field in the computer-aided design (CAD) methodology of EWODs. The
most crucial problem in chip-level design is the wire routing problem, in which
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electrical wires should be routed among electrodes to establish the signal connec-
tions and transmission. Earlier design methods are mostly based on manual efforts,
i.e., experienced designers draw the layout and wiring connections by hand. How-
ever, the high design complexity potentially makes the traditional manual design
manner inefficient [12, 13]. This complexity motivated the development of the first
automatic wire routing algorithm [14]. Given that wire routing was proved to be NP-
complete [1], it is a fairly challenging problem to solve, specially when the growing
EWOD chip complexity is taken into account.

Huang et al. were the first to combine both wire routing and broadcast-addressing
in chip-level routing [14]. Their work followed a sequential approach using a two-
stage technique. Pin-count-aware global routing is presented in the first stage to
reduce the complexity of routing to be through global tracks, instead of a complete
2D array. Progressive routing follows in the second stage to route unaddressed elec-
trodes. Their work mainly depends on formulating the stages into maximum-flow
and minimum-cost, maximum-flow networks. However, this sequential mechanism
suffers from a strong dependence on the net ordering. This can cause some nets to
unnecessarily block others. In this chapter, we propose a predicable approach bene-
fiting of metaheuristics to avoid this problem. We generate a set of routing solutions
such that the independent routing solution with the minimum cost is prioritized.

Detector

DropletsDroplets
Electrodes
(2D array)

Pin

Dispensing ports

Pin

Pad Dispensing ports

Grids for wire routing 

Fig. 10.1 Schematic view of an EWOD chip (adapted from [14])
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10.1.2 Problem Statement

We can divide the problem statement, in the context of EWOD chip level routing, into
two parts. The first one is concerned with addressing the electrodes with control pins,
considering pin-count reduction, whereas the other one is concerned with efficient
electrical wiring along the chip grid. Although the two parts are separately handled
in the context, it is necessary to develop an integrated chip-level design automation
that considers both simultaneously. So, the problem statement is:

Given the individual control information for the chip electrodes from the
fluidic-level synthesis, we want to get a chip design featuring minimum pin-
count and minimum wire length.

10.1.3 Contributions

Throughout this chapter, we introduce a novel approach for solving the broadcast-
addressing EWOD chip-level routing. Our contributions can be listed as follows:

• Two-stage interconnect routing: We propose a two-stage algorithm. First, the
Channel Routing stage is a congestion-aware metaheuristic routing scheme used
to highlight the preferred channel paths for each net. The Detailed Routing stage
comes next to provide the specific routes for nets.

• Metaheuristic solution for channel routing: Solutions of channel paths are mapped
to a variation of the traveling salesman problem (TSP) [10], such that a complete
routing of all nets can be represented as a complete journey by the salesman.
This problem model can be solved using the Ant Colony Algorithm (ACO) and
accordingly a near-optimal solution is obtained. The ACO algorithm of Marco
Dorigo simulates the ants behavior for solving optimization problems [8]. Artificial
ants are thrown in the search-space and allowed to move freely searching for
minimizing a cost function. ACO is used due to its flexibility, high performance,
and ability to be used for parallel programming on mutli-core frameworks.

• Pin-count reduction: When broadcast-addressing is used, a single electrode is
often compatible with more than one set of mutually compatible electrodes, giving
rise to multiple electrode grouping solutions. We introduce a novel algorithm,
baptized Adapted Tracks, to resolve this ambiguity, while minimizing the number
of pins required by broadcast-addressing.

The remaining of this chapter is organized as follows. Section 10.2 introduces
related preliminaries including broadcast-addressing and the routing model for the
pin-constrained design. Section 10.3 formulates the problem, whereas Sect. 10.4
details the proposed broadcast-addressing chip-level routing algorithm. Section 10.5
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presents the benchmarking results. Finally, Sect. 10.6 discusses the conclusions and
future work.

10.2 Preliminaries

This section introduces the concept of broadcast-addressing as a pin-constrained
design approach. It also introduces the EWOD chip-level routing model we adopt.

10.2.1 Electrode Broadcast-Addressing

As discussed in Sect. 10.1, a primary issue in performing various fluidic-level han-
dling functions through EWOD chips is the manipulation of droplets. An EWOD
chip generates electric potential by actuating electrodes to change the wettability of
droplets, such that droplets can be shaped and driven along the active electrodes.
To induce enough wettability change for droplet motion, the voltage value applied
to electrodes must exceed a threshold. This phenomenon enables a binary bit (i.e.,
‘1’/‘0’) to represent the status of an actuation voltage. Typically, control signal of
moving a droplet in a specific time step can be represented as activated bit ‘1,’ deac-
tivated bit ‘0,’ or do not care ‘X.’ The bit ‘1’/‘0’ represents a control signal with a
relative logic-high/logic-low value of the actuation voltage. The symbol ‘X’ indi-
cates that the input signal can be either ‘1’ or ‘0,’ which has no impact on scheduled
fluidic controls. Since droplets are controlled in a time-multiplexed manner, con-
trolling information of electrodes can be obtained by concatenating these bits and
symbols time-step by time-step. The concatenated outcome is called electrode acti-
vation sequence. Examples of an electrode layout and the corresponding activation
sequences are presented in Fig. 10.2a, b.

Fig. 10.2 Example on
electrode layout, activation
sequences, and
broadcast-addressing.
a Scheduled fluidic functions
in the form of activation
sequences. b Electrodes used
for handling fluidic
functions. c Pin-count and
assignment in case of
direct-addressing scheme.
d Pin-count and assignment
in case of
broadcast-addressing scheme
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Typically, broadcast-addressing focuses on electrode grouping and control sig-
nal merging through the compatibility of activation sequences. Specifically, each
electrode activation sequence may contain several do not care terms. By carefully
replacing these do not care terms with ‘1’ or ‘0,’ multiple activation sequences can
be merged to an identical outcome, which is also referred to as the common com-
patible sequence of these electrodes. Therefore, these electrodes can be assigned by
the same control pin to receive the same control signal. Take electrodes e5 and e6
in Fig. 10.2a, for example, by replacing ‘X’ in the activation sequence of e5 with
‘0,’ we can merge the activation sequences of e5 and e6 to “0010X.” Therefore, e5
and e6 can be addressed with the same control pin due to their mutually compatible
activation sequences. Figure 10.2c, d compare the direct-addressing and broadcast-
addressing outcomes. The numbers shown in these figures represent pin identifiers
that have been assigned to each of the corresponding electrodes in Fig. 10.2b. Com-
pared with the direct-addressing result in Fig. 10.2c, the broadcast-addressing result
in Fig. 10.2d significantly reduces the required control pins from 6 to 3. This reduc-
tion results in fewer electrical devices and connections to perform the same fluidic
functions, thus improving chip reliability and saving on fabrication cost. Therefore,
the derivation of a correct electrode-addressing result under the pin constraint issue
is of great importance, especially in the DMFB marketplace.

To implement broadcast-addressing, electrode grouping is introduced such that
for all electrodes in any group, the corresponding activation sequences are mutually
compatible. Toward this goal, a compatibility graph is constructed, where each vertex
represents an electrode and an edge between two electrodes indicates that their corre-
sponding activation sequences are compatible. For example, Fig. 10.3a demonstrates
a compatibility graph Gc derived from Fig. 10.2a. Based on the compatibility graph,
the electrode grouping can be mapped to the clique partition problem, which is a well-
known problem in graph theory. Since each clique represents an electrode group with
mutually compatible control signals, we can individually assign each clique with a
dedicated control pin. Accordingly, by recognizing maximal electrode cliques in the
compatibility graph, the required number of control pins can be minimized.

Reporting the maximal electrode cliques of a graph is a fundamental prob-
lem arising in many areas. In our design, the Bron–Kerbosch algorithm, shortly
known as the BK algorithm, is applied to get the maximal electrode cliques of
mutually compatible electrodes within the undirected compatibility graph [2]. It
is known to be one of the most efficient algorithms that uses recursive backtracking

Fig. 10.3 a A compatibility
graph Gc derived from
Fig. 10.2a. b Two possible
electrode grouping results

Two electrode grouping results

Pin Result 1 Result 2

1 e2, e3, e4 e1, e3, e5

2 e e , e

e1

e5

e2

e6

2 e1 e2, e4

3 e5, e6 e6e3

e4

(a) (b)



10 Pin-Count and Wire Length Optimization … 277

Algorithm 1: The recursive BK_Enumerate algorithm
Input: Compatibility Graph G, Vertices Sets P , R, and X
Output: Maximal Electrode Cliques Rnew of graph G

/* N [ui ] represents the neighbors of vertex ui */

1 begin
2 if P=φ and X=φ then
3 print R as maximal electrode clique ;
4 else
5 u p ← pivot vertex in P ∪ X ;
6 Assume P = {u1; u2; ...; uk};
7 for i ← 1 to k do
8 if ui is not a neighbor of u p then
9 P = P − {ui };

10 Rnew = R ∪ {ui } ;
11 Pnew = P ∩ N [ui ] ;
12 Xnew = X ∩ N [ui ] ;
13 BK_Enumerate (G, Pnew, Rnew, Xnew) ;
14 X = X ∪ {ui } ;
15 end
16 end
17 end
18 end

BK_Enumerate (G,P, R, X) Pivot
Reported 

clique

cliqueBK_Enumerate (G,[1,2,3,4,5,6],φ,φ) 3

BK_Enumerate (G,[1,2, 4,5],[3],φ) 1

BK_Enumerate (G,[5],[3,1], φ) 5

BK_Enumerate (G,φφφφ,[3,1,5], φφφφ) (3,1,5)

BK_Enumerate (G,[4],[3,2],φ) 4BK_Enumerate (G,[4],[3,2],φ) 4

BK_Enumerate (G,φφφφ, [3,2,4],φφφφ) (3,2,4)

BK_Enumerate (G,φ,[3,4],2) 2

BK_Enumerate (G,[5], [6], φ) 5

BK_Enumerate (G,φφφφ, [6,5],φφφφ) (6,5)

Fig. 10.4 Outcome of applying BK algorithm on the compatibility graph Gc in Fig. 10.3

to find maximal electrode cliques [5]. The core of the BK algorithm is the recursive
BK_Enumerate(G, P, R, X) function shown in Algorithm 1. G is the compatibility
graph, while P , X , and R are sets of vertices from G. P is initialized to include
all the vertices of G, while X and R are initialized to the empty set φ. Based
on the observations raised in [5], which aim at reducing the size of the recursion
tree of the BK algorithm, a pivot selection criterion is applied at Line 5 of Algo-
rithm 1. Experimentally, it consists of choosing, as pivot, the vertex with the largest
degree in P .
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When applying the BK algorithm on the example illustrated in Fig. 10.3, we
get three maximal electrode cliques; {3,1,5}, {3,2,4}, and {6,5}, as illustrated in
Fig. 10.4. Note that electrode 3 is included in two cliques, accordingly a certain
criterion should be settled for selection, as discussed in subsequent subsections.

10.2.2 EWOD Chip-Level Routing

In order to address a group of mutually compatible electrodes with the same pad,
wires must be appropriately routed, connecting the corresponding control pins and
escaping these connections into a pad at the chip boundary.

For cost-effective EWOD chip-level design, we follow the state-of-the-art routing
model in [14], where the PCB fabrication process is used. Only horizontal and vertical
wires are permitted through one routing layer only. In addition, the capacity of the
channel passing between two adjacent pins is a maximum of three wires.

10.2.3 Channel Network Flow Model

Since routing on the grid model directly is computationally expensive, we perform
routing on a channel network flow model instead. In our proposed algorithm, we
define the channel to be any track passing between two adjacent pins. So, a bidi-
rectional graph G = (V, E) is used to model channels in a grid array. Each vertex
v ∈ V represents an intersection point between two orthogonal channels, and the
edge (vi , v j ) represents the channel path itself, as shown in Fig. 10.5. All edges are
with 3 units of capacity.

Fig. 10.5 The channel
network flow model for the
proposed EWOD routing

1 2 3

4 5 6

7 8 9

Pin

Channel
(Capacity = 3) Routing grid
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Fig. 10.6 Generating a set
of possible channel paths
using Yen’s Algorithm

Targeted net electrodes ST

Neighboring network nodes for ST

10.2.4 Yen’s K-Shortest Channel Paths

EWOD chip routing is an optimization problem which contains a set of parameters
seeking a global optimum. So, the shortest path connecting two compatible control
pins is not always the best solution due to the wire-crossing that may happen with
other nets. In addition, a sequential routing of nets as in the work by Huang et al. [14]
causes some routed nets to block other unrouted ones. So, a widely used approach in
VLSI is concurrent routing where a number of possible paths are generated for each
net. A decision for a routing solution is then to be taken based on a cost function, as
discussed in Sect. 10.4.

Effectively, in the channel routing, not only the shortest path should be explored,
but also the K-shortest paths for each net. In addition, increasing K leads to a wider
search-space and accordingly a minimum cost function. Yen’s algorithm [23] solves
K-shortest channel paths, as illustrated in Fig. 10.6. Note that a multiterminal net is
considered as a set of two-terminal nets. For example, in a 3-terminal net, the K-
shortest paths are generated between two terminals. Then, the nodes of each generated
path is combined into a super node from which other K-shortest paths toward the
third terminal are generated. Consequently, we generate K n−1 shortest channel paths
for any n-terminal net.

10.3 Problem Formulation

This chapter handles the EWOD pin-count aware routing based on the following
formulation:

Inputs:

• Chip specifications: Chip size, Pmax, chip electrode set including the location of
each electrode
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• Electrode actuation sequences

Constraints: Broadcast constraints based on the routing model
Objective: An interconnect routing solution, minimizing both pin-count and wire
length

Method: A metaheuristic approach

10.4 Algorithm

In this section, we present our proposed metaheurisitc routing algorithm.
Algorithm 2 introduces the top view of our routing algorithm with its inputs

and outputs matching our problem formulation in Sect. 10.3. Lines 2–4 construct
the electrodes compatibility graph. The BK algorithm is then used to derive the
maximal electrode cliques of compatible electrodes in Line 5. However, in some
cases, the maximal electrode cliques solution cannot be directly used as the basis
for broadcast-addressing because a single electrode can be a member of multi-
ple cliques. In these cases, there are multiple choices regarding which clique this
electrode should be connected to. To illustrate this situation, consider the protein
biochip [14] in Fig. 10.7. The protein biochip is a real-life application chip that we
used to benchmark our algorithm. In this biochip, electrode 18 is included in both
cliques {18, 19, 20} and {18, 30}. Huang et al. in [14] proposes a “Global Tracks”-
based solution through which broadcast-addressing is performed. The resulting solu-
tion is shown in Fig. 10.7a. We propose an alternative method that we name ‘Adapted
Tracks,’ relaxing the global tracks requirement. The resulting solution, shown in
Fig. 10.7b, significantly reduces the number of control pins. In our routing algo-
rithm, we invoke the adapted tracks algorithm in Line 6. The remaining part of Algo-
rithm 2, Lines 7–13, invokes the metaheuristic channel routing algorithm followed
by the detailed routing algorithm until an acceptable solution is found. The adapted
tracks algorithm, the metaheuristic channel routing algorithm, and the detailed rout-
ing algorithm are presented in the following subsections.

Fig. 10.7 Track selection
for broadcast-addressing and
the routing result in the
protein chip [14]. a
Considering the Global
Tracks: the router uses 27
control pin.
b Considering the Adapted
Tracks: the router uses 21
control pin. (Unaddressed
electrodes are “don’t cares”.)

Readdressing-and-
rerouting

Global Track

1 2
3 43 4

5 17

33

2018

45

(a) (b)

33 45
46 47

50 51
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Fig. 10.8 Flowchart of broadcast-addressing using adapted tracks

10.4.1 Adapted Tracks Algorithm

Figure 10.8 shows the flow of the adapted tracks as a post-processing stage after
maximal electrode cliques derivation. The adapted tracks method starts with con-
structing all the horizontal and vertical tracks combining all electrodes. If there is at
least one electrode existing in more than one clique (overlapping cliques), the algo-
rithm should go through these tracks to inspect compatibilities in both directions.
The orientation vectors eh and ev are then determined such that |ei| =

∑
j E(Ci j ),

where the symbol E(Ci j ) is the number of electrodes in the clique C j located in the
direction i . The magnitudes of these vectors are used to highlight the higher priority
direction through which the broadcast-addressing is performed for the interleaving
cliques. By considering the adapted tracks in the protein chip, we find that |eh| = 28
whereas |ev| = 18. Since |eh| has a larger value, broadcast-addressing in the hor-
izontal direction is given a higher priority. Figure 10.7b shows the effectiveness of
the used adapted tracks method, as it needs 21 pins instead of 27.
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Algorithm 2: Top view of the proposed two-stage routing algorithm.
Input: Chip size, Pmax, and the electrode set Se location and control information
Output: A wire routing solution Sol, minimizing pin-count and wirelength and the

corresponding pin assignment Pused

/* Pused: Pin assignment for the derived solution */
/* CP: Channel preferred paths set for all nets */

1 begin
2 read chip specs and Se control information;
3 construct channel network model N ;
4 derive compatibility graph Gc for Se;
5 construct maximal electrode cliques of Gc;
6 apply adapted tracks for broadcast-addressing;
7 Pused ⇐ φ; Sol ⇐ φ;
8 while Sol = φ or |Pused| > Pmax do
9 CP ⇐ metaheuristic_channel_routing(N );

10 Sol, Pused ⇐ detailed_routing(CP);
11 end
12 Result ⇐ {Sol, Pused};
13 return Result;
14 end

Some electrodes may be left unaddressed due to the arrangement of the tracks.
We first need to connect these electrodes to one of the existing pins for minimum
pin-count expansion. If there is no compatible pins, we connect the electrodes to
dedicated pins. However, in the case where there are many pins that can be assigned to
an unaddressed electrode, we select the nearest compatible electrode for the purpose
of wire length minimization.

10.4.2 Channel Routing

To overcome the routing problem, we initially transform it into congestion-aware
channel routing. So, we adapt a metaheuristic approach to obtain the preferred chan-
nel paths for each net. Algorithm 3 details the channel routing. The inputs to this
algorithm are the maximal electrode cliques based on the adapted tracks and the
electrode locations. Lines 2–5 generate the shortest channel paths for every clique.
Lines 6 and 7 model the channel routing problem as a TSP and invoke the ACO
algorithm to solve it. The TSP formulation and the ACO solution are explained
below.
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Algorithm 3: Channel routing of maximal electrode cliques.
Input: A stack of maximal electrode cliques (EC) and the electrode locations
Output: Channel preferred paths C P

/* CGi: Net i channel generated paths */

1 begin
2 while EC �= φ do
3 ECi ⇐ EC.POP();
4 CGi ⇐ K_shortest_paths(ECi );
5 end
6 generate E-GTSP model M for all CGi ;
7 CP ⇐ ACO(M);
8 return CP;
9 end

10.4.2.1 Traveling Salesman Problem (TSP) Formulation

As explained in Algorithm 3, we obtain multiple channel paths for each clique. A
global solution requires us to pick the best combination of paths (i.e., a channel path
for each clique). The problem of finding such solution can be modeled as a search-
space problem. In particular, we model each channel path as a city, each group of
channel paths of a single clique as a region, and the search problem as an Equality-
Generalized TSP (E-GTSP) [10]. The E-GTSP is a version of the classical TSP that
requires the traveling salesman to visit each region exactly once.

In order to select a meaningful cost function, we classify edges of a channel path
into non-congested, congested, and crossing edges, as illustrated in Fig. 10.9. The
counts of these edges are given the symbols en , ec, and ex , respectively. We propose
the following cost function combining these lengths with different weights:

Cost =
m∑

j=1

[
α.

∑
en + β.

∑
ec + γ.

∑
ex

]
(10.1)

In our tests, the weights α, β, and γ are given the values 10, 15, and 150, respec-
tively.

Figure 10.9 shows two different configurations for the channel routing solutions
for the amino-acid chip [14]. Like the protein biochip, the amino-acid biochip is
a real-life application chip that we used to benchmark our algorithm. Both solu-
tions are the result of two different journeys for the traveling salesman among the
7 regions forming the cliques. When computing the cost function on Fig. 10.9a,
we found 30 non-congested, 6 congested, and 4 crossing edges. So, the cost is
10(30) + 15(6) + 150(4) = 990. On the other hand, the solution in Fig. 10.9b
contains 39 non-congested and 6 congested edges only. Therefore, its cost is
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2

23 3

556 6

7 7

Non-congested edge
Channel network node

(a) (b)

7 7
Capacity 3

Congested edge Crossing edge

Fig. 10.9 Channel routing solutions for the amino-acid chip [14]. a Solution with non-congested,
congested, and crossing edges having a total cost of 990. b A better solution without crossing edges
having a total cost of 480

b

a

b

a

No-crossing edges Crossing edges

Fig. 10.10 Nets ordering in the edges according to their spanning angles

10(39) + 15(6) = 480. Note that counting the crossing edges during a journey
must be done carefully. For instance, the highlighted edge in Fig. 10.10 might be
counted as crossing unless a way of appropriately ordering the nets is provided. Net
a is said to contain net b if the spanning angle of a is larger, as shown in Fig. 10.10. We
use a net orientation matrix to store the ordering of the nets based on containment.

Many heuristics can be used to solve the E-GTSP problem, we choose to adapt
the ACO algorithm for this purpose, as explained below.
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10.4.2.2 ACO Method

In the natural world, ants (initially) wander randomly, and upon finding food return to
their colony while laying down pheromone trails. If other ants find such a path, they
are likely not to keep traveling at random, but instead they are likely to follow the
trail, returning, and reinforcing it if they eventually find food. Over time, however,
the pheromone trail starts to evaporate, thus reducing its attractive strength. The
more time it takes for an ant to travel down the path and back again, the more time
the pheromones have to evaporate. A short path, by comparison, gets marched over
more frequently, and thus the pheromone density becomes higher on shorter paths
than longer ones. The ACO algorithm can be adapted to solve the proposed E-GTSP
model. Algorithm 4 explains the details of the adapted ACO algorithm.

The algorithm takes the E-GTSP model as its input search-space through which
the ants are thrown. Each ant is allowed to orderly visit each region only once. So,
an ant at region 1 will move toward a city within region 2 and so on. Line 2 of
Algorithm 4 initializes the pheromone level at all edges with a constant value τ0. In
our work, we select τ0 to be 100. Then, in Line 5, the ants are randomly thrown in the
search-space such that each ant keeps its initially visited city at its Tabu List, which
is an ant-specific vector that stores the cities already visited up to time t . Each ant
is then allowed to “step” toward the neighboring region, according to Lines 9–12,
such that the probability that an ant at city i will move to city j is calculated using
the following equation:

Pi, j = (τα
i, j )(η

β
i, j )

∑
(τα

i, j )(η
β
i, j )

; j ∈ k (10.2)

where k is the list of cities located in the new region, τα
i, j is the amount of pheromone

on the path (i, j), ηβ
i, j is the desirability of the path (i, j), which equals the reciprocal

of the evaluated cost function as defined by the E-GTSP. It should be noted that α

and β are user-defined parameters. In our tests, they are given the values 1 and 5,
respectively.

As in genetic algorithms, in order to prevent being stuck at a local minimum,
sometimes it is useful to increase the likelihood of selecting a city with a lower
probability since it may contribute later in the process of choosing a good candidate
solution. This is performed using the roulette wheel selection function in Line 13.
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Algorithm 4: Adapted ACO for the E-GTSP model.
Input: Solutions of the nets modeled as E-GTSP
Output: Minimum-cost channel routing solution Opt Sol

/* step: counter for visited cities by each ant */
/* m: number of regions */
/* R: total number of cities */

1 begin
2 initialize parameters & pheromone;
3 while termination condition is not met do
4 empty ants memory;
5 place ants randomly at all cities in the m regions;
6 step = 2;
7 OptLength = ∞;
8 OptSol = φ;
9 while step ≤ m do

10 foreach ant of R ants do
11 calculate ant step distance;
12 p ⇐ calculate Pstep−1,step;
13 nextnode ⇐ roulette(p);
14 refresh Tabu List of the ant;
15 end
16 end
17 close tour;
18 ToursLen ⇐ calculate tour lengths for all ants;
19 MinLength ⇐ min(ToursLen);
20 refresh pheromone;
21 if MinLength < OptLength then
22 OptLength ⇐ MinLength;
23 update OptSol ;
24 end
25 end
26 return OptSol;
27 end

At the end of the journey, each ant declares its TourLength (i.e., the journey
cost value) in order to select the best candidate solution for this run, as illustrated
in Lines 17–19. Finally, the pheromone refresh process per ant is performed at the
visited paths, as shown in Line 20. The process can be characterized by the following
equations:

Δτi, j =
{

Q
TourLength (i, j) ∈ TabuListant

0 Otherwise
(10.3)

τi, j (t) = ρ.τi, j (t − 1) + Δτi, j (10.4)
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Fig. 10.11 Detailed routing for a set of nets in amino-acid

where Δτi, j is the amount of pheromone deposited by ants visiting path (i, j), ρ is
the evaporation rate which is set to be 0.35 in our case, and Q is a constant set to 100.

Finally, as shown in Line 3, the algorithm procedure is repeated until either reach-
ing saturation or exceeding the maximum number of cycles (750 in our case).

10.4.3 Detailed Routing

A channel routing solution from the ACO is used in detailed routing. According to
the grid routing model, we are maximally able to route three wires between two
adjacent pins. So, we incrementally pick up each net to be routed horizontally and
vertically through the grids. Also, it is escaped to the chip boundaries. Typically,
routing through a channel depends on the nets ordering depicted in the net orientation
matrices. Figure 10.11 illustrates the idea behind detailed routing after considering
the net ordering criterion from Fig. 10.10.

In some cases, as in Fig. 10.7b, routing or escaping creates crossing nets. A simple
workaround for this issue is to readdress and reroute the blocking net to have a
complete chip-level routing solution.

10.5 Benchmark Results

The proposed routing algorithm has been tested on a 2.4 GHz, 64-bit Intel Core i5
computer. The evaluation of the required objectives is performed on a set of real-
life EWOD chip benchmark applications [14], including two amino-acid synthesis
benchmarks (AC-1 and AC-2), two protein synthesis benchmarks (Pro-1 and Pro-
2), and one multiplexed assay benchmark (Mux). Figure 10.12 shows the electrodes
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Fig. 10.12 Chip layouts for benchmark applications [14]. a Amino-acid-1 (AC-1). b Amino-acid-2
(AC-2). c Protein-1 (PRO-1). d Protein-2 (PRO-2). e Multiplexed assay (MUX)

distribution and chip layouts for the used benchmarks, whereas Fig. 10.13 shows their
compatibility graphs. Note that the input to our algorithm is the control information
of the electrodes, represented as activation sequences. However, for the reader’s
convenience, the compatibility graphs of the electrodes are shown instead. Also note
that excluding an electrode from the compatibility graph, like electrode 1 in the
amino-acid-1 chip, indicates a full do not care sequence for this electrode. Thus, any
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Fig. 10.13 Compatibility graphs for benchmark applications [14]. a Amino-acid-1 (AC-1).
b Amino-acid-2 (AC-2). c Protein-1 (PRO-1). d Protein-2 (PRO-2). e Multiplexed assay (MUX)

excluded electrode is explicitly understood as an electrode that can be connected to
any pin.

Table 10.1 lists the overall comparison results in terms of pin-count and wire length
for all the real-life chip applications listed earlier in addition to a randomly-generated
chip layout and activation sequences. The Pmax for the amino-acid chips is 16 and 32
for the others. The table demonstrates the effectiveness of our algorithm compared to
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(a)
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Fig. 10.14 Chip-level routing solutions for benchmark chips. a Amino-acid-1 (AC-1). b Amino-
acid-2 (AC-2). c Protein-1 (PRO-1). d Protein-2 (PRO-2)

direct-addressing (DA), broadcast-addressing (BA), and the enhanced BA algorithm
proposed in [14] (EBA). On the average case, we obtain reductions of 38.9 % and
35.3 % on pin-count and total wire length, respectively with respect to EBA. Due to
the nature of our algorithm, it produces solutions with less control pins and shorter
conduction wiring in general. In addition, we achieve large pin-count reductions as
well as wire length minimizations in Pro-1 and Mux since the electrodes with full do
not cares sequences can be connected to any pin. However, in Pro-2 chip case, ours
produces longer conduction wires due to the wiring detour caused by the pin-count
reduction objective. Finally, the randomly-generated (Rand) chip consumes more
control pins in our solution due to the randomness in the distribution of electrodes
compatibility, which might not be very realistic. This test case was only included to
demonstrate the completeness of our solution.

Figure 10.14 shows the generated routing solutions for the amino-acid and protein
synthesis EWOD chips.

In our analysis, we did not consider CPU time since heuristics are known to
consume more time with a wider search-space. However, a wider search-space causes
our router to converge to optimality.
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10.6 Conclusion and Future Work

In this chapter, we introduced a novel approach for pin-count-aware chip-level routing
of EWOD chips. Using the cliques of mutually compatible electrodes, many channel
routing solutions are generated for each net. Each solution is then modeled as a
TSP city that can be traversed to maintain a complete journey. This approach results
in a near-optimal channel routing solution which is then used for detailed routing
of nets through the grids. The effectiveness of our algorithm was demonstrated by
benchmarking it over a set of real-life chip specifications. Comparing our results to the
best known approaches, on average, we obtained reductions of approximately 38.9 %
on pin-count and 35.3 % on total wire length. These significantly better routability
results were achieved due to the integration of pin-count reduction and wire length
minimization cost functions.

Successful implementation of CAD tools for DMFB technology opens many
avenues of inquiry, especially in chip-level design. For example, coupling chip reli-
ability into the CAD flow of EWOD is an interesting problem to tackle. Control
pin/signal sharing might introduce additional and unnecessary electrode actuations,
which has the potential to make an electrode confront excessive actuations in case
of a naïve design. Studies on EWOD chips have reported that this kind of problem
eventually leads to a permanent degradation of dielectric layer [22]. This scenario
inevitably impedes correct fluidic controls and therefore degrades the chip relia-
bility. Thus, it becomes desirable and crucial to balance pin sharing and reliability
preservation when the chip size and assay functionality grow.

Optimization in energy domains also needs to be investigated. Optimization prob-
lems that span several energy domains (e.g., electrical, circuit, fluidic, and thermal
domains) appear to be extremely difficult due to the further involvements of energy-
related constraints. For example, thermal-aware signal planning is important for the
prevention of fluidics from overheating in some areas that have congested electrical
connections.

Current research is also conducted to provide a feedback to the control software
from the underlying hardware platform for the purpose of error recovery [16]. The
motivation is that error recovery based on the repetition of experiments leads to
wastage of expensive reactant and hard-to-prepare samples. However, these efforts
are presented as “physical-aware” system reconfiguration techniques, which should
be coupled with the chip-level design process for a cost-effective design.
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Chapter 11
Quantum Dot Cellular Automata:
A Promising Paradigm Beyond Moore

Kunal Das, Arijit Dey, Dipannita Podder, Mallika De and Debashis De

Abstract The quantum dot cellular automata (QCA) is a promising paradigm to
overcome the ever-growing needs in size, power and speed. In this chapter we
explore charge-confined low-power optimum logic circuit design to enhance the
computing performance of a novel nanotechnology architecture, the quantum dot
cellular automata. We investigate robust and reliable diverse logic circuit design,
such as hybrid adders and other binary adder schemes, among them bi-quinary and
Johnson–Mobius, in QCA. We also examine zero-garbage lossless online-testable
adder design in QCA. Multivalued logic circuit design, with potential advantages
such as greater data storage, fast arithmetic operation, and the ability to solve nonbi-
nary problems, will be important in multivalued computing, especially in the ternary
computing paradigm.

11.1 Introduction

It is well known that the complementary metal oxide semiconductor (CMOS)
technology-based digital computers conceived two innovative ideas, in one idea
information are represented with binary ‘0’ and binary ‘1’ and another one is that
electronic charge state is used to represent the information in terms of current switch.
The CMOS provides micro scale computing with high-density and low-power very
large-scale integrated circuit (VLSI). However, such technology was found to have
several drawbacks like high leakage of current, power dissipation in terms of heat,
and limitation of speed in GHz range. Moreover, this technology has arrived at
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its limitation as per Moore’s Law, i.e., unit cost is shrinking as number of circuit
components rises. Every 18 months number of circuit components become double
[1] as well as the industry is now facing an increasing important trends of “More-
than-Moore,” reported in the Semiconductor Industries Association’s International
Roadmap for Semiconductors [2]. Researchers have to find out a strong alternative
of CMOS technology for VLSI design. Nanotechnology was found as a strong al-
ternative and have computational intelligence in electronic design, subject to some
confusion and controversy and complicated by the fact that there are naturally oc-
curring nano-sized materials and other nano-size particles, in the range from 1µm
down to 10 Å. Nanotechnologies won its existence in development within the field
of microelectronics. Nanomechanical computing elements are scalable in terms of
input size and depth of propagation path analyzed using a bounded continuum model.
Boolean logic functions of NOT, AND, OR, and XOR are realized. Nanotechnology
should not be viewed as a single technology that only affects the specific area. It
compensates the limitation in many existing technologies. Quantum dot cellular au-
tomaton (QCA) is an emerging research domain in nanotechnology [3–10]. Quantum
dots are semiconductors confined in all three dimensions of space or alternatively,
it can be stated that quantum dot is a simple charge container and it is three dimen-
sionally confined [8]. The promising alternative of CMOS paradigm is the quantum
dot cellular automata (QCA) which is used to represent the information in binary
‘1’ and binary ‘0’ in terms of electronic charge configuration. In 1993, C.S. Lent
et al. first introduced the theoretical quantum dot cellular automata [3] and in early
1999, C.S. Lent et al. described the experimental approach to design QCA cell with
GaAs [8]. The dynamic behavior of QCA was discussed with the help of the Hart
tree approximation [4]. Quantum mechanics is also involved in finding out the cell
size and dot radius of a single QCA cell. Hence, QCA became research interest to
establish as strong CMOS alternative. During last decades, in nanotechnology era,
an exhaustive research has been carried out in this domain. QCA is still in infancy
stage, need lots of study for QCA logic circuit design. The low-power reversible
logic circuit design, tile-based logic circuit design as well as its defect analysis are
prime problem domain. The ternary computing with QCA is the most challenging
task in this domain since no such improvement is noticed. The multivalued com-
puting, specifically ternary computing is an emerging domain of research due to the
potential advantages like greater data storage capability, faster arithmetic operations,
better support for numerical analysis, application of nondeterministic and heuristic
procedures, communication protocol and effective solution for nonbinary problems
[11–18].

Rest of the chapter is organized as follows. In Sect. 11.2, the classical adder circuit
designs in QCA are discussed. The lossless reversible and conservative logic circuit
design and computation are explored in Sect. 11.3. The ternary computing in QCA is
an intelligent step toward the computational aspect in Micro–Nano electronics era.
The realization of ternary QCA is explored in Sect. 11.4. Finally, the important result
and effectiveness are discussed in Sect. 11.5. A few burning challenges in QCA
are also discussed as an open problem toward the researcher in this Micro–Nano
electronics area.
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11.2 Classical Adder Circuit Design

Addition is a fundamental operation for any digital system, digital signal process-
ing, or control system. Adders are also very important component in digital systems
because of their extensive use in other basic digital operations, such as subtrac-
tion, multiplication, and division. Rest of the section are organized as follows. In
Sect. 11.2.1, the binary adder design in QCA is explored. In Sect. 11.2.2, the decimal
adder design and implementation in QCA is demonstrated. The comparison is also
made with the different adders in terms of complexity, area, delay, and cost.

11.2.1 Binary Adder

In digital electronics the adder circuits, i.e., half adder and full adder are used as
basic building block to add binary numbers. Parallel adders compute the addition
of multiple bit binary number, one of which is renowned as ripple carry adder. It is
constructed by cascading full adders (FA) blocks in series. The carryout of one stage
is fed directly to the carry-in of the next stage. In QCA technology, ripple carry adder
has designed previously in [19].

11.2.1.1 Carry Look Ahead Adder

A carry look ahead adder improves speed by reducing the time required for deter-
mining carry bits. It calculates one or more carry bits ahead the sum, reduces the
delay to calculate the result of the higher order bits. In QCA the carry output can be
defined as follows using the majority voter where a, b, Cin defined as inputs of adder
circuit and majority voter defined as m (a, b, c) = ab + bc + ca.

Cout = a.b.Cin + a.b.Cin + a.b.Cin + a.b.Cin

Cout = a.b.Cin + a.b.Cin + a.b.Cin + a.b.Cin + a.b.Cin + ā.b.Cin

Cout = a.b.(Cin + Cin) + b.Cin(a + ā) + a.Cin(b + b̄)

Cout = a.b + b.Cin + a.Cin

Cout = m(a, b, Cin)

The majority function definition for the Sum output is as follows:

Sum = a.b.Cin + ā.b̄.Cin + ā.b.Cin + a.b.Cin

Sum = (a.b.Cin + ā.b̄.Cin) + (a.b.Cin + ā.b.Cin) + (a.b.Cin + a.b̄.Cin)

Sum = (ā.b + ā.Cin + b.Cin)(a.b̄ + b̄.Cin + a.Cin)

+ (a.b̄ + b̄.Cin + a.Cin)(a.b + b.Cin + a.Cin)
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Fig. 11.1 QCA layout of a 4-bit carry look ahead adder

+ (ā.b + ā.Cin + b.Cin)(a.b + a.Cin + b.Cin)

Sum = m(ā, b, Cin).m(a, b̄, Cin) + m(a, b̄, Cin).m(a, b, Cin)

+ m(ā, b, Cin).m(a, b, Cin)

Sum = m(m(ā, b, Cin), m(a, b̄, Cin), m(a, b, Cin)),

n-bit adder can be designed by arranging typical n-structures of single full adder
with carry look ahead, vertically in a column. A 4-bit carry look ahead adder design
is shown in Fig. 11.1.

11.2.1.2 Brent–Kung Adder

Prefix adder is a special kind of parallel adder which reduces carry computation to
a “prefix” computation [20]. Brent–Kung adder in QCA paradigm, mentioned in
[19] has lower complexity than the other prefix adders. The small shaded circles
in the prefix graph of a 16-bit Brent–Kung adder shown in Fig. 11.2 represent the
associative operator “◦”.

The general formulation of prefix adders in terms of the associative operator “◦”
defined as follows:
(Note that ◦ is also the fundamental carry operation)

(Gi, Pi) ◦ (Gj, Pj) = (Gi + (PiGj), PiPj) (11.2.1)

Let genarator gi = aibi and propagator pi = ai + bi.
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Fig. 11.2 16-bit Brent–Kung adder prefix graph

In particular, (11.2.2)–(11.2.5) apply to all forms of prefix adders:

(c1, 0) = (g0, p0) ◦ (c0, 0) (11.2.2)

(c2, 0) = (g1, p1) ◦ [(g0, p0) ◦ (c0, 0)] (11.2.3)

(c3, 0) = (g2, p2) ◦ [(g1, p1) ◦ (g0, p0) ◦ (c0, 0)] (11.2.4)

(c4, 0) = [(g3, p3) ◦ (g2, p2)] ◦ [(g1, p1) ◦ (g0, p0) ◦ (c0, 0)] (11.2.5)

where c0, c1 are defined as input carry and output carry of stage 1 respectively. The
equations for the Brent–Kung prefix adder can be developed using the following:

(gi:j, pi:j) = (gi, pi) ◦ (gi−1, pi−1) . . . ◦ (gj−1, pj−1) ◦ (gj, pj) (11.2.6)

Suppose m is an integer defined as j < m < i; then (11.2.6) can be rewritten as
shown in (11.2.7):

(gi:j, pi:j) = (gi:m, pi:m) ◦ (gm−1:j, pm−1:j) (11.2.7)

Using (11.2.7), we can rewrite (11.2.3) as

c2 = (g1:0, p1:0) ◦ (c0, 0)

In general, ci+1 can be expressed as

ci+1 = (gi:0, pi:0) ◦ (c0, 0)

If initial carry c0 = 0, then ci+1 = gi:0.
In general, for an n-bit Brent–Kung adder, number of majority gates require to

implement is 8n − 3log2(n) − 4 [19].
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11.2.2 Decimal Adder

Decimal adder is required for the computers or calculators that perform arithmetic
operations directly in the decimal number system. The very renowned decimal adder
is BCD adder [21], which is also implemented in QCA technology.

11.2.2.1 Parallel Decimal JMC Adder

Apart from renowned BCD adder, Johnson–Mobius coded adder was designed in
[22]. The encoding technique is mentioned in Table 11.1. The unique property of
this code is that in the decimal JMC, the digit 5–9 can be obtained just by inverting
the bits representation of 0–4.

The block diagram of the decimal parallel Johnson–Mobius adder is shown in
Fig. 11.3. The parallel left barrel twisted-ring rotator and a decoder in the path of
the second operand B is used. The truth tables for the barrel twisted-ring rotator and
decoder are given in Tables 11.2 and 11.3 respectively.

Table 11.1 Johnson–Mobius
code encoding technique

Digit Johnson–Mobius code

0 0 0000

1 0 0001

2 0 0011

3 0 0111

4 0 1111

5 1 1111

6 1 1110

7 1 1100

8 1 1000

9 1 0000

Fig. 11.3 Block diagram of
second parallel decimal
Johnson–Mobius coded
adder
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Table 11.2 Truth table of barrel twisted-ring rotator

D0 D1 D2 D3 D4 Y4 Y3 Y2 Y1 Y0

1 0 0 0 0 X4 X3 X2 X1 X0

0 1 0 0 0 X3 X2 X1 X0 X4

0 0 1 0 0 X2 X1 X0 X4 X3

0 0 0 1 0 X1 X0 X4 X3 X2

0 0 0 0 1 X0 X4 X3 X2 X1

Table 11.3 Truth table of the decoder

B4 B3 B2 B1 B0 D0 D1 D2 D3 D4

0 0 0 0 0 1 0 0 0 0

0 0 0 0 1 0 1 0 0 0

0 0 0 1 1 0 0 1 0 0

0 0 1 1 1 0 0 0 1 0

0 1 1 1 1 0 0 0 0 1

1 1 1 1 1 1 0 0 0 0

1 1 1 1 0 0 1 0 0 0

1 1 1 0 0 0 0 1 0 0

1 1 0 0 0 0 0 0 1 0

1 0 0 0 0 0 0 0 0 1

Algorithm 2.2:Serial Decimal Johnson–Mobius coded adder

IF (B4 = 1), THEN
INVERT A4 A3 A2 A1 A0;
INVERT B3 B2 B1 B0;
2) CALCULATE D (B3, B2, B1, B0);
3) D-bit TWISTED-RING ROTATE A4 A3 A2 A1 A0;
4) IF (CI = 1), THEN
TWISTED-RING ROTATE A4 A3 A2 A1 A0;
END,
Comment:
Where A4 A3 A2 A1 A0 is the JMC of the first operand, B4 B3 B2 B1 B0 is the 
JMC of the second operand, D = {0, 1, 2, 3, 4} is the shift amount, and CI is the 
carry-in bit.
If the INVERT (I) or D-bit TWISTED-RING ROTATE+TWISTED RING 
ROTATE (DTR+TR), changes the MSB of the first operand (MSBF) A4 from “1” 
to “0.” then the carry-out bit CO will be set to “1” [23]
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11.2.2.2 Serial Decimal JMC Adder

The serial decimal adder in QCA, proposed in [23], gives a good impact in serial
data processing in QCA technology. The algorithm of the serial addition algorithm
is mentioned in Algorithm 2.2. The serial data is represented using strobe signals for
the I/O data: Strobe A, Strobe B, Strobe S, and Strobe C are the time gates of the first
operand, the second operand, the sum, and the carryout bit respectively. The block
diagram of the serial adder is shown in Fig. 11.4a. Here the operation unit processes
the first operand and control unit generate control signals according to the bit values
of the second operand.

At first MSB of operand A and B are transferred. The MSB of the second operand
B4 is stored in a 1-bit register (BR) which is implemented by a 2-to-1 multiplexer
(Fig. 11.4b), controls serial-bit flippers (SBF). The SBF is shown in Fig. 11.4c. The
lower bits of the second operand are stored in a 4-BR. The outputs of decoder provide
the shift amount D that is encoded by the unitary code. The switching bits D are
determined as follows:

Fig. 11.4 Block diagram of a Serial decimal Johnson–Mobius coded adder, b Serial-bit flipper, c
1-bit register, d Serial left twisted-ring rotator
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Fig. 11.5 Block diagram of serial left barrel twisted-ring rotator

D0 = B0

D1 = B0B1

D2 = B1B2

D3 = B2B3

D4 = B3

The serial left barrel twisted-ring rotator (SLBTR) is controlled by Strobe A. It
is also noticed from the block diagram of SLBTR, mentioned in Fig. 11.5 that it
contains shift register implemented by five delay elements. If Strobe A = 1, then the
serial code of the first operand enters into the shift register whereas if Strobe A = 0,
then the shift register functions as a Johnson counter. In this way, it calculates the
serial code of sum S.

The serial left twisted-ring rotator (SLTR) which contains a delay element and a
2-to-1 multiplexer, rotates the operand A by getting CI = 1, shown in Fig. 11.4d.
And carry circuit calculates the carryout bit according to

CO = [A4(t + 1)A4(t)]1V[A4(t + 1)A4(t)]DTR+TR

11.2.2.3 Bi-quinary Coded Parallel Decimal Adder

Another parallel decimal adder is discussed in this section with 6-bit bi-quinary
encoding technique, mentioned in Table 11.4. In this code the quinary components
repeat themselves by getting inverted binary bit. The Algorithm 2.3 is suggested for
this adder [24].
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Table 11.4 Bi-quinary
encoding technique

Decimal digit 543210

0 0 0 0 0 0 1

1 0 0 0 0 1 0

2 0 0 0 1 0 0

3 0 0 1 0 0 0

4 0 1 0 0 0 0

5 1 0 0 0 0 1

6 1 0 0 0 1 0

7 1 0 0 1 0 0

8 1 0 1 0 0 0

9 1 1 0 0 0 0

Algorithm 2.3:Bi-quinary coded Parallel Decimal Adder 

1) CALCULATE D (A4, A3, A2, A1, A0, B4, B3, B2, B1, B0);  
2) D5c = CORRECT D5 (A5, B5, D5);  
3) CALCULATE Co (A5, B5, D5c);  
4) SHIFT ();  
END,  
PROCEDURE SHIFT ()  
1) IF (CI = 1), THEN  
LEFT ROTATE D4, D3, D2, D1, D0;  
2) IF (D4 = 1 AND CI = 1), THEN  
INVERT D5c;  
3) IF (D4=1 AND D5=1), THEN  
INVERT Co;  
END, 
Where A5 A4 A3 A2 A1 A0 is the first operand, B5 B4 B3 B2 B1 B0 is the 
second operand,  
D {D5, D4, D3, D4, D1, D0} is the result of sum, produced by the quinary com-
ponents of operands.CI is the carry-in bit. D5c is the binary component of sum af-
ter correction.[24] 

The block diagram based on this algorithm is shown in Fig. 11.6.
At first the sum, D{D5, D4, D3, D4, D1, D0} is calculated by sum generator

which processes the quinary components of the second operand (addend), B{B4,
B3, B2, B1, B0}, under the control of the first operand (augend) bits, A{A4, A3, A2,
A1,A0}. The truth table of Sum generator is shown in Table 11.5.

The MSB of D will be corrected by correction block. The function of the correction
block is D5c = (A5 ⊕ B5 ⊕ D5).
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Fig. 11.6 Block diagram of bi-quinary coded parallel decimal adder

Table 11.5 Truth table of sum generator

A4 A3 A2 A1 A0 D5 D4 D3 D2 D1 D0

0 0 0 0 1 0 B4 B3 B2 B1 B0

0 0 0 1 0 B4 B3 B2 B1 B0 B4

0 0 1 0 0 B4+B3 B2 B1 B0 B4 B3

0 1 0 0 0 B4+B3+B2 B1 B0 B4 B3 B2

1 0 0 0 0 B4+B3+B2+B1 B0 B4 B3 B2 B1

Then the carry generator generates the carry of the quinary components. The

function is Co =
(
(A5 + B5)

)
D5c + A5B5.

And finally if Cin = 1 all the previously calculated output are shifted in special
manner to produce the actual output, otherwise the outputs remain same. The block
diagram is shown in Fig. 11.7. If Cin = 1, then the quinary components of the sum

Fig. 11.7 Block diagram of bit shifter
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shift toward left. Again D5 will be inverted at the condition Cin = 1 and D4 = 1
and Co will be inverted at the condition D5 = 1 and D4 = 1. The block consists of
seven multiplexer and two AND gates and two inverters.

QCA layouts of the functional block for D5 and D4 bits. The sum generators are
shown in Fig. 11.8a, b respectively. Similarly D3, D2, D1, D0 can be implemented.
The correction block, carry generator, and bit shifter are implemented, and the QCA
layouts are shown in Fig. 11.8c–e respectively.

(a) (b)

(d)(c)

(e)

Fig. 11.8 QCA layout: a and b are output of sum generator, D5 and D4 respectively, c correction
block, d carry generator, e bit shifter
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11.2.2.4 Simulation and Result

All simulation results validates that the proposed adder works properly. Let us assume
A = 8, B = 4, Cin = 1. Bi-quinary representation of A, B are 10100, 01000. D5,
D4, D3, D2, D1, D0 are calculated using sum generator. The simulation result of
Sum generator is shown in Fig. 11.9a. The simulation result of correction block and

Fig. 11.9 Simulation result for QCA layout designed with QCA designer a sum generator, b
correction block, c carry generator, d bit shifter
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Fig. 11.9 (continued)

carry generator are shown in Fig. 11.9b, c respectively. Finally the shifting block
executes, and provides the output 1001000 as shown in Fig. 11.9d.

11.2.2.5 Comparisons of Decimal Adders

All blocks of the bi-quinary coded decimal adder consist of 1266 cells with required
area 2.14 µm2. The total propagation delay of all blocks of the proposed adder is
six clock cycles. The comparison with previously proposed adders is mentioned
in Table 11.6. Complexity (number of cells), required area (size of QCA cell =
18 nm × 18 nm, center-to-center distance = 20 nm), propagation delay (latency),
and cost function are given for each variant. It is known from [25] that Cost =
Area × Delay × Power. It is observed from Table 11.6 that the bi-quinary coded
decimal adder require lower complexity and minimal area among all parallel adders.
It can reduce the delay also (Fig. 11.10).

Table 11.6 QCA adder comparison

Variant Different adder Complexity (cell) Area (µm2) Delay Cost

1 aBrent–Kung adder [19] 1782 1.498 2.5 CLK 6673.6

2 Parallel BCD adder [21] 1348 2.28 8 CLK 24588

3 Parallel JMC adder [22] 3560 4.00 7 CLK 99680

4 Serial JMC adder [23] 1130 1.77 10 CLK 20001

5 Bi-quinary coded
decimal adder [24]

1266 2.14 6 CLK 16255

aBinary adder, while other adders are decimal adder
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Fig. 11.10 Block diagram of a Feynman Gate, b Fredkin Gate, c Toffoli Gate

11.3 Reversible and Conservative Adder Circuit Design

The conventional computer system uses the irreversible technique, i.e., once the out-
put is generated from the logic block, the input bits are lost and the power is retained
in the system. In this regard, reversible computing plays an important role in the
VLSI design. In VLSI, micro scale computing with high density and low power
is provided by the complementary metal oxide semiconductor (CMOS). However,
this technology suffers from several drawbacks like high leakage of current, power
dissipation in terms of heat and limitation of speed in GHz range as well as this
technology has arrived at its limitation as per Moor’s Law when unit cost is falling
as number of components per circuit rises [1]. Reversible computing is one of the
possible solutions to perform computation with almost zero power dissipation. In
the low power nanocomputing era, reversible and conservative logic gate design is
emerging as an important area of research. Launder [26] has shown that for irre-
versible logic computation each bit information loss produces KBT ln 2 J of heat
energy, where KB is Boltzman’s constant and T is the absolute temperature at which
computation is performed. Bennett [27] has proved zero power dissipation in case
of reversible logic computation. In reversible logic gate the mapping between input
vector IV and output vector OV is objective, i.e., each input yields to a distinct out-
put (one-to-one mapping). Basically, Feynman Gate [27], Toffoli Gate [28], Fredkin
Gate [29] commonly perform as reversible logic gate.

Reversible logic gate have several key features, like (a) minimum number of
garbage output, (b) minimum input constants, (c) minimum circuit level, (d) mini-
mum number of gates [29]. However, one of the key features of reversible gate is to
recover bit loss. But reversibility feature is not able to identify bit error in the circuit.
The fault-tolerant circuit can be obtained by means of parity. In earlier several pro-
posals of fault-tolerant circuit by parity preserving reversible gate or conservative
logic gate have been introduced. Conservative logic gate is inputs from input vector
IV and outputs from output vector OV are mapped in a way where parity of inputs in
IV and outputs in OV are parity preserving, i.e., number of 1’s present in each input
and number of 1’s present in output must be same. In early report [30] an algorithm
for K × K conservative logic has been introduced, where the inputs are defined in
(K + 1) number of sets in terms of parity. The following three algorithms define
reversible logic design, conservative reversible logic design, and conservative logic
design [30].
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Algorithm 3.1: Reversible logic 
Design
Initialization:

1. Input vector Iv = {I0, I1,
I2,…., Ik-1}

2. Output vector Ov= {φ}
Loop1: 

3. i = 0 to k-1
Loop2:

4. j = 0 to k-1
5. choose Ij for Output vector 

Oi

6. if success  Oi = Ij
7. remove Ij from Iv and exit 

Loop2
8. end of Loop1

Final Output:
9. Ov becomes final output 

vector.
10. end 

Algorithm 3.3: Conservative logic De-
sign
Initialization:
Input vector Iv =  {I0, I1, I2,…., Ik-1}
Output vector Ov= {φ}
Set Input vector set  S0 = {I0} and Sk= 

{Ik-1} 
i = 1 
Set Input vector Si  for all Iv where ‘i’ 
is number of 1’s in Iv
Loop1:
j = 0 to k/2
Numbers of element in set Si is   ni= 
(k+2j-1)
Numbers of element in set Sk+1-i  is  
nk+1-i = (k+2j-1)
increment i by 1 
end of Loop1
Loop2: 
i =1 to k-1
j =1and count =1
if numbers 1’s of Ij=i then Set Ij in Si
increment j and count by 1
if ni equals to count then goto Loop2
else goto step 13
end of Loop2
Loop3:
i = 0 to 2k-1  
Set Oi equals to any element from S0, 
S1,...,Sk ( same element allowed to 
take more than once) as numbers of 1’s 
in Ii must be equal to numbers of 1’s in 
Oi.
end of Loop3
Final Output:
Ov becomes final output vector.
end
 

Algorithm 3.2: Conservative Re-
versible logic Design

1. Initialization:
2. Input vector

Iv= {I0,I1,I2,….,Ik-1}
3. Output vector Ov={φ}
4. Loop1: 
5. i=0 to k-1
6. Loop2:
7. j=0 to k-1
8. choose Ij for Output vector 

Oi such that  numbers of 
1’s(Ij)= No’s of 1’s(Ii)

9. if success  Oi=Ij

10. remove Ij from Iv and exit 
Loop2

11. end of Loop1
12. Final Output:
13. Ov becomes final output 

vector.
14. End
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11.3.1 Conservative Full Adder

The testable reversible logic gate is reported to design reversible full adder in [11, 12].
The garbage count optimization or zero garbage lossless circuit design has become
prime research problem. In this context, a conservative logic gate is introduced to
design a fault-tolerant, lossless zero garbage full adder [31]. To design the architecture
of conservative full adder one PCLG block is required as shown in Fig. 11.11a, which
is more effective than other previously reported full adder in terms of size of the
architecture [29]. Here a 4 × 4 mapping technique is used to design the effective
architecture of the full adder. The input vector IV (A, B, C, D) are mapped to the
outputs in output vector OV (P = B ⊕ C ⊕ D, Q = BC + BD + CD, R =
BC + BD + CD, S = A) as shown in Fig. 11.11a. Classification is made of inputs
in IV using the concept of set and an algorithm is defined [Algorithm 3.3]. In this
work, the sets are defined in terms of presence of 1’s in IV. 4×4 mapping technique
is used to design the conservative logic (PCLG), so that the required numbers of sets
are 5 (S0, S1, S2, S3, S4) (see Algorithm 3.3) [30]. Another 3×3 PCLG is designed
to implement zero garbage full adder. In the Fig. 11.11b, the block diagram of 3×3
PCLG is shown. The input vector IV (A, B, C) are mapped to the outputs in output
vector OV (P =A ⊕ B ⊕ C, Q = AB + BC + CA, R = AB + BC + CA). The
classification of set for 3×3 and 4×4 PCLG are shown in Tables 11.7 and 11.8
respectively. A tester reversible logic gate (TRLG) is also discussed as a tester block
to test conservative logic gate as shown in Fig. 11.12a. The PCLG is universal, i.e.,
a PCLG block can implement the three basic gates. A single PCLG block is needed
for implementing conservative full adder which generates zero garbage count.

11.3.2 Online Testing

In this section, the online testing strategy is explored to test the conservative full
adder. In earlier some reports [32–34], the online testing strategy is introduced for
reversible logic gate test in quantum computing. In this regards, a 5×5 reversible
logic gate known as TRLG is designed and implemented to test the conservative
full adder PCLG without any other computation, i.e., online test is performed. The
TRLG is also designed with QCA designer [35] and simulated. The input vector

Fig. 11.11 Block diagram of a 4×4 conservative logic gate (PCLG), b 3×3 conservative logic
gate (PCLG)
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Table 11.7 Input vector showing set for 3×3 PCLG

IV Inputs IV Set Outputs OV OV Set

ABC PQRS

X0 000 S0 000 X0 S0

X1 001 S1 100 X4 S1

X2 010 S1 100 X4 S1

X3 011 S2 011 X3 S2

X4 100 S1 100 X4 S1

X5 101 S2 011 X3 S2

X6 110 S2 011 X3 S2

X7 111 S3 111 X7 S3

Table 11.8 Input vector showing set for 4×4 PCLG

IV Inputs IV Set Outputs OV OV Set

ABCD PQRS

X0 0000 S0 0000 X0 S0

X1 0001 S1 1000 X8 S1

X2 0010 S1 1000 X8 S1

X3 0011 S2 0110 X6 S2

X4 0100 S1 1000 X8 S1

X5 0101 S2 0110 X6 S2

X6 0110 S2 0110 X6 S2

X7 0111 S3 1110 X14 S3

X8 1000 S1 0001 X1 S1

X9 1001 S2 1001 X9 S2

X10 1010 S2 1001 X9 S2

X11 1011 S3 0111 X7 S3

X12 1100 S2 1001 X9 S2

X13 1101 S3 0111 X7 S3

X14 1110 S3 0111 X7 S3

X15 1111 S4 1111 X15 S4

IV (A, B, C, D, E) of the reversible logic is mapped to the output vector OV (P =
A ⊕ B ⊕ C ⊕ D ⊕ E, Q = A, R = B, S = C, T = D) as shown in Fig. 11.12a.
The two pair rail of 4×4 PCLG and TRLG is shown in Fig. 11.12b to test online
4×4 PCLG. If the PCLG block is fault free then its parity of input and the parity of
output of TRLG should remain same, so that parity will be preserved. When TRLG
input E=0, the tester will perform the online testing if we railed with 4×4 PCLG
as shown in Fig. 11.12b. The tester output will produce same parity output as input
parity i.e. if input IV is even parity or odd parity, the output ‘P’ of TRLG will produce



11 Quantum Dot Cellular Automata … 313

Fig. 11.12 a Block diagram of TRLG b Block diagram of online testing of 4×4 PCLG using 5×5
TRLG c Block diagram of online testing of 3×3 PCLG using 5×5 TRLG

same parity and corresponding input vector IV (A, B, C, D) will reflect with other
output (Q, R, S, T). Similarly, the TRLG can test any 4×4 conservative logic gate
(CLG) as well as 3×3 CLG. Figure 11.12c shows the 3×3 PCLG testability with
two pair railed with 5×5 TRLG. In this test the tester sets input D as well as input
E to zero, i.e., for D=E=0., the tester will perform the online testing.

11.3.3 Simulation

The design, implementation, and simulation of two PCLGs and TRLG architecture
is made by QCA designer [35]. Vector table is used for input vector IV to design both
the 3×3 PCLG and 4×4 PCLG. Figure 11.13a, b show the designing architecture
of 3×3 PCLG and 4×4 PCLG respectively in QCA designer. The simulated result
of 4×4 PCLG and 3×3 PCLG are shown in Fig. 11.14a, b respectively.

11.3.4 Comparative Study

The lossless conservative full adder design is compared with Fredkin gate, Toffoli
gate in context of number of gates, number of garbage outputs. Table 11.9 gives
the comparison in terms of number of CLG/RLG gate and number of garbage out-
puts for lossless full adder implementation. All the 13 standard functions can be
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Fig. 11.13 a 3×3 PCLG QCA layout designed with QCA designer, b 4×4 PCLG QCA layout
designed with QCA designer

Fig. 11.14 a Simulation result of 4×4 PCLG, b simulation result of 3×3 PCLG

Table 11.9 Comparison of lossless full adder design

No of gates Garbage output

Fredkin gate 5 4

Toffoli gate 4 2

In [33] 2 1

In [34] 1 2

In PCLG [31] 1 0

implemented by the conservative full adder PCLG. Table 11.10 shows that to imple-
ment 13 standard functions [30] Fredkin uses total 41 gates with 136 clocks where
as the present work shows that using 4×4 PCLG those 13 functions can be imple-
mented with only 21 gates and 26 clocks, which produce 50 % reduction in terms of
number of gates and 80 % reduction in clocking zones.
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Table 11.10 Conservative logic design of 13 standard functions

Standard functions #Fredkin #CLK #4X4P CLG #CLK

1 F = ABC 2 8 2 2

2 F = AB 1 4 1 1

3 F = ABC + AB′C′ 3 12 1 3

4 F = AB + BC 2 8 2 3

5 F = AB + A′B′C 5 16 2 2

6 F = AB + A′B′C′ 4 12 2 3

7 F = ABC + A′BC′ + AB′C′ 6 16 1 3

8 F = A 1 4 1 1

9 F = AB + AC + BC 5 16 1 1

10 F = AB + AB′ 1 4 2 2

11 F = A′B + BC + A′B′C′ 6 16 4 3

12 F = AB + A′B′ 2 8 1 1

13 F = ABC + A′B′C + AB′C′ +
A′BC′

3 12 1 1

Total 41 136 21 26

11.4 Ternary QCA Cell and Ternary Logic Implementation

Now it is established fact that quantum dot cellular automat (QCA) can be an al-
ternative of promising and empirical CMOS technology. Researchers are mostly
concentrating on binary logic representation in QCA, while it may not be suitable
to think all aspects by means of binary logic. Multivalued logic especially ternary
logic has potential advantages like greater data storage capability, faster arithmetic
operations, better support for numerical analysis, application of nondeterministic
and heuristic procedures, use of communication protocols and better effective so-
lution for nonbinary problems [11–18]. QCA platform is being utilized for ternary
logic implementation [11–18]. It is really in infancy stage, several more research
works need to establish ternary logic implementation. Lebar Bajec et al. introduced
ternary QCA (tQCA) and reported in [12]. The tQCA can also be classified into
semiconductor-based tQCA and metal island tQCA like bQCA. The tQCA cell is
realized by means of eight QDs confined within a square-shaped cell and two extra
electrons confined within the cell. Eight QDs are arranged in a ring shape within
square cell as shown in Fig. 11.15a. tQCA can have five state polarization ‘−1.00,’
‘+1.00,’ ‘1/2,’ ‘1/2’ and no polarization represented by ‘A,’‘B,’‘C,’‘D,’ and ‘N’ re-
spectively and are shown in Fig. 11.15b. Details of tQCA have been discussed in
Sect. 11.4.1. Quantum mechanical model to adiabatic switching, the cell-to-cell in-
teraction and some elementary logic gate implementation as straight wire, inverter,
and majority voter have been reported in [13, 14]. Material choice to fabricate the
device as well as architectural/circuit proposal for design the tQCA cell is essen-
tial requirement for fabrication of device. To establish the tQCA as a logic design
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Fig. 11.15 a Eight quantum dot arranged in ring within square-shaped tQCA cell shows no
polarization state and b tQCA cell with ‘A’ state (−1.00), ‘B’ state (+1.00), ‘C’ state, or ‘D’
state (1/2)

paradigm, the attention toward fabrication for this device is necessary. It also to be
noted that the limitations for such device design are temperature as well as several
physical parameters for material, size of cell, quantum dot size, etc., are obviously
a challenging aspect toward design of the device. Rest of the section is organized
in the following subsequence; Sect. 11.4.1 is dedicated to explore the basic ternary
logic and tQCA, quantum mechanical model to study the different parameter that
must be taken care during fabrication of tQCA cell.

11.4.1 Ternary Logic and tQCA

A quantum dot cellular automata cell is configured with four QDs made with semi-
conductor or metal island or molecular redox. The four dots are positioned at the
corner of a square-shaped cell. The two extra electrons are confined within the cell.
The tunnel junction between two dots plays a role for tunneling electron from one
dot to another dot. It is a bi-stable system; the single electron can tunnel from one
QDs to neighbor QDs. Practically, each QD can have ‘M’ number of electrons and
it is considered that there will be two extra electrons within a cell. Therefore, total
number of electrons present in the system is (4M+2). In bQCA cell, initially the
inter dot barrier is low, it is known as ‘Relax’ phase. Due to stimulus or clock in-
teraction inter dot barrier gets high and electron tunnel through the tunnel junction
and attend a definite polarity known as switch phase. In the hold phase, the dots hold
polarity for a definite time. Finally, in release phase dots release the polarity. These
are the four clocking phase in bQCA.
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The tQCA cell differs from bQCA cell in number of QD present in the cell
and polarization state. There are eight numbers of QD arranged in a ring/circular
shape within the square-shaped cell, shown in Fig. 11.15. The diameter of ring must
be equal to length of a square-shaped cell. As a result R = L/2, where ‘R’ is
radius of ring/circle and ‘L’ is length of square-shaped cell. Therefore, maximum
distance of separation between two QD is L. The two extra electrons similar to bQCA
are confined within the cell. The internal circuitry of tQCA cell is made of tunnel
junction and junction capacitance. Due to coulomb interaction, the tQCA cell is being
polarized. Five possible state of polarity marked as ‘A,’ ‘B,’ ‘C,’ or ‘D’ and ‘N’ are
shown in Fig. 11.15.

11.4.1.1 Quantum Mechanical Model

Quantum dot is a charge container, it can hold ‘M’ number of electrons and it has
three-dimentional confinement. The charge on each QD is quantized and equals to
‘Me’ where ‘e’ is electron charge in ev. Now, between two QDs, when tunneling
occurs by amount ‘e,’ associate change in energy can be expressed in terms of capac-
itance ‘C’ between two QDs. The extra charge ‘e’ changes the electrostatic potential
by EC = e2/C . The tunneling time ‘τ ’ can be expressed as τ = Rt , C , where Rt is
the resistance of tunnel junction. It can be calculated from Heisenberg uncertainty
relation

�Eτ = (e2/C)Rt C〉h (11.4.1)

which implies Rt � h/e2, i.e.,

Rt � Rk (11.4.2)

The tunnel resistance must be greater than Quantum Hall resistance, i.e., Rt �
25.813 K� which is known as Von Klitzing constant. The capacitance Ca can be
expressed with respect to εr and radius of QDs as

Ca = 8πε0εr R (11.4.3)

where R is radius of QD and ε0, εr represent permittivity of free space and relative
permittivity respectively.

To calculate the radius of QD to form tQCA cell at room temperature, i.e., at
300 K, three temperature regimes are to be considered.

(i) e2/C � K B T where discreteness of charge cannot be discerned.
(ii) �E � K B T � e2/C in classical coulomb blockade regime.

(iii) K B T � �E � e2/C in quantum coulomb blockade regime, where only few
levels participate in transport.
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Now, the necessary condition for the correct behavior of multiple (eight) quantum
dot system is

K B T � (3/8)
h2

me L2

As a result, we have ‘L,’ the radius of quantum dot as

L =
[
(3/8)

h2

me K B T

]1/2

(11.4.4)

The tunneling rate of tQCA cell system can be expressed as

�± = ±�E

e2 RT (exp±�E
K B T − 1)

(11.4.5)

where �E , particle level spacing can be expressed as �E = h/τ,

Rt is tunneling resistance. The tunneling energy can be calculated in ev as

γ = �E

2
(11.4.6)

The polarization on single tQCA cell can be derived from

�± = �µ

�+ + �−
(11.4.7)

The cell-to-cell response function is defined as

P2 = 2

1 + {β P1 + √
β2 P2 + 1}2

− 1 (11.4.8)

where P1 is the polarization of first cell and

β = e2/4πε0(2 − √
2)/4(γ L)−1

or

β = 0.2109

γ L
(11.4.9)

Here, ‘L’ is length between two dots in nm. Now, differentiating to find out the slope
of cell-to-cell response function at origin

d P2

d P1
|P1=0 = −β (11.4.10)
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So, the saturation value can be expressed as

Psat = 2

1 + {√(β2 + 1) − β} − 1 (11.4.11)

In tQCA, the good switching is obtained for β > 1. To meet this requirement, the
exhaustive calculations on different materials are performed and the result obtained
from the MATLAB program. There may be several choices of materials; we con-
centrated on only GaAs, Ge, and Si and the calculations have been performed on
those materials only. The result obtained is shown in Figs. 11.16, 11.17, 11.18 and
11.19, which provide detailed knowledge about the fabrication of tQCA cell. In the
Fig. 11.16, it is shown that for Si, the polarization of tQCA cell effect due to dis-
tance of separation between two QDs for temperature range 300–285 K. Physically
5 nm distance of separation may be adopted during fabrication for 6.36 nm radius of
QDs. The change in tunneling energy and tunneling time for diverse temperature are
explored in Figs. 11.17 and 11.18. As a result, it is concluded that better switching
can be obtained with silicon (Si) but the quantum dot size has to decrease if working
temperature is increased [36].

The capacitance of corresponding quantum dot will decrease simultaneously
which is responsible for increasing the charging energy. Since, energy uncertainty
or energy of level splitting of quantum dot must lie between the charging energy
and thermal energy, there is a need to choose a suitable tunneling resistance to solve
the problem. It is observed that the tunneling resistance decreases with the increase
in temperature. The tunneling rate also increases with particle level spacing (�E).
In case of switching, the tunneling energy and the length between two dots play
an important role. To get better switching, the term β should be greater than 1. In
case of Si, at temperatures 3 and 30 K, 20 nm length (L) between the dots gives β

Fig. 11.16 Effect of polarization due to distance of separation between two dots in tQCA cell at
300, 295, 290, and 285 K for Si. ‘+’ sign denotes that the polarization obtained for 5 nm distance
of separation between two dots
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Fig. 11.17 Change in tunneling energy due to distance of separation between two dots in tQCA

Fig. 11.18 High temperature effects on tunneling time

values greater than 1 (27.5 and 5.19 respectively) and the value of Psat is quite good.
However, at 300 K, the length 20 nm gives β = 0.77, hich is less than one. So L =
5 nm is taken and got the value of β = 3.01 along with Psat = 0.9491.

For Ge and GaAs the charging energies (16.05×10−3 ev and 6.75×10−3 ev re-
spectively) of dot at 300 K become less than the thermal energy, so the discreteness
of charge cannot be discerned. It is concluded that for tQCA switching, Ge and GaAs
should not be used. These can only be used at a lower temperature. Using Si at 300 K,
the experiment of tQCA switching may be accomplished if the tunneling resistant is
just greater than the Quantum Hall resistant.
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Fig. 11.19 Cell-to-cell
response function for
different values of
β = 1, 2, 4, 10

11.5 Results and Discussions

In this chapter, the models for physical realization of semiconductor-based tQCA
have been discussed. Detailed guidelines for material choice required for fabrica-
tion of tQCA cell as well as diverse parameter choice have also been presented.
In Sect. 11.4.1.1, quantum mechanical approaches to solve the numerical problem
have been described. The result indicated the limitation that the tunneling resistance
must be greater than quantum hall resistance, i.e., Rt � 25.813 k�. The operating
temperature is room temperature if the dot size is less than 6.6 nm and distance of
separation between two dots must be 5 nm. Otherwise, the device has to operate at
low temperature that will require high cooling system. Silicon can be the choice to
fabricate the device. The dot size must be such that it can have definite tunneling
time, which also affects the polarization. Value of β must be greater than one for
better switching phenomenon. As a result, the best choice for diverse temperature
domain is silicon (Si). Design of tQCA cell may also be promising step toward the
tQCA cell fabrication. It will open a strong alternative to represent the information
in ternary logic and to design the arithmetic logic circuits for ternary computing with
quantum dot cellular automata.

In Sect. 11.3, presents a new lossless and effective architecture of full adder using
conservative logic design. A new reversible logic TRLG is demonstrated for online
testing of the advanced PCLG. In this work, a conservative full adder is designed
to optimize the garbage output. The online testing strategy is also described with an
online tester TRLG gate. This tester can also be applicable to test online any 2×2,
3×3, 4×4 conservative logic gate. Finally, this work can conclude that zero garbage
count, testable lossless conservative full adder design can be applicable to implement
advanced cryptographic architecture.

Hence, it can be concluded that QCA is a promising alternative of CMOS tech-
nology in the era of ‘More-than-Moore’ technological trends. The computational
intelligence of this emerging technology is also proved by different research activ-
ities in micro–nano electronics development. QCA is in infancy stage of research,
more research work is necessary for the development of QCA as a paradigm shift
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in this ‘More-than-Moore’ technological trends. A few burning problem is listed
below, which are the open challenge to the researcher in the development of QCA
as paradigm shift. Input and output device is a fundamental requirement for com-
putational device design. No such improvement is noticed so far; it can be a good
problem domain for research. Tri-state buffer is hardly possible in QCA design.
Hence, a challenge remains to the researcher to find out a solution for this problem.
Crossover in QCA device or circuit design is quite natural problem in any 2D fab-
rication. Coplaner crossover with single clock and multiple clocks are recognized
as a solution of crossover problem, but clock conflict problem also arise in large
circuit design. Design of robust and reliable QCA circuit design is expected since
QCA device fabrication is in nanoscale. Therefore, quantum dot cellular automata is
a promising research area and a paradigm in the revolution of advanced computing
technology, an alternative in the ‘More-than-Moore’ technological trends.
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Chapter 12
Smart Videocapsule for Early Diagnosis
of Colorectal Cancer: Toward Embedded
Image Analysis

Quentin Angermann, Aymeric Histace, Olivier Romain, Xavier Dray,
Andrea Pinna and Bertrand Granado

Abstract Wireless capsule endoscopy (WCE) enables screening of the gastrointesti-
nal tract by a swallowable imaging system. However, contemporary WCE systems
have several limitations—battery, low processing capabilities, among others—which
often result in low diagnostic yield. In this chapter, after a technical presentation of
the components of a standard WCE, the authors discuss the related limitations and
introduce a new concept of smart capsule with embedded image processing capabil-
ities based on a boosting approach using textural features. We discuss the feasibility
of the hardware integration of the detection–recognition method, also with respect
to the most recent FPGA technologies.

12.1 Introduction

12.1.1 Colorectal Cancer and Related Imaging Technics

Colorectal cancer (CRC) is the first cause of death by cancer in developed countries,
with an estimated incidence of 728.550 cases worldwide in 2008, with fatal outcome
in 43% of cases. Overall, CRC is the thirdmore frequent cancer after lung cancer and
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Fig. 12.1 Worldwide Cancer Incidence (expressed in thousands) in 2012. Source World Health
Organization

breast cancer [1] (see Fig. 12.1 for comparisons with other type of cancer in 2012).
Prevention of CRC by detection and removal of preneoplastic lesions (colorectal
adenomas) is therefore of paramount importance and has become aworldwide public
health priority.

Currently, colonoscopy is the the “gold standard” technique for diagnosis of col-
orectal adenoma and cancer. Using a videoendoscope, gastroenterologists can per-
form and record a complete examination of the colon in order to detect and to remove
suspicious tissular structures like adenomas which degenerescence could lead to
cancer. Because colonoscopy is performed under general anesthesia, mini-invasive
techniques such as computed-tomography-based colonography and wireless capsule
endoscopy (WCE) have been developed. Both techniques are currently considered
valid alternative options to videocolonoscopy in patients with contraindication or
low compliance to general anesthesia. WCE takes form of a pill equipped with a
CCD or CMOS sensor, two batteries, and a RF (radiofrequency) transmitter, that
enables the wireless identification of gastrointestinal abnormalities such as ulcers,
blood, and polyps [2] with no need for hospitalization or sedation. In the last decade,
WCE has become a breakthrough technology for diagnosis of small bowel patholo-
gies [3]. Many fabricants such as Given Imaging, IntroMedic, and Olympus [4] have
developed a variety of capsules for the complete examination of the gastrointestinal
tract.

Practically speaking, after ingestion of the capsule, about 150,000 images are cap-
tured along the digestive tract and each of them are wirelessly transmitted to a wear-
able receiver and saved for a postponed physician’s reading.Offline image processing
enables the identification of gastrointestinal abnormalities (like the aforementioned
polyps and adenoma) by the gastroenterologist.
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Fig. 12.2 Images and
diagram showing the
composition of a video
capsule endoscope.
References: Providence Park
Hospital, Detroit, USA

In the following section, details about the technology of WCE are proposed to
have a better understanding of the current issues related to this imaging device that
explain its limited used in practical daily routine.

12.1.2 WCE Technology in Details

Figure12.2 shows the usual classic component layout of WCE.

12.1.2.1 Battery

As it can be noticed, the battery is the element that occupies majority of available
space in the capsule. The current autonomy is between 8 and 10h by exam. Never-
theless, the average processing time from the mouth to the anus is more than 12h,
and, depending on the organism of the patient, sometimes even 24h; under these
conditions the capacity of this battery will be 55 mA @ 12h, a very low one to sup-
ply enough power to the capsule. Currently the two batteries used in the WCE are
composed of silver oxide, the only material approved for clinical use, even if it is
not the most efficiently solution. Improvements are quite limited in this area: If other
batteries were used, lithium batteries can provide longer operating times or carbon
nanotubes that will produce a good autonomy at the same time reduce the required
space, the energy performance will be better. As an example, batteries composed by
Zinc Air (ZnO2) will increase about four times the capacity and the weight will be
reduce in 20%.

12.1.2.2 Image Sensor

Both CMOS and CCD sensors are used in WCE. The main characteristics of these
technologies are:
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• CMOS (Complementary Oxide Silicone): A CMOS imager converts the charge
into voltage within each pixel, using an array of pixels to convert light into elec-
tronic signals. This signal is weak and needs amplifying to an usable level, and
then each pixel has its own amplifier circuit. The result is a lower chip count, an
increased reliability, a reduced power consumption, and a more compact.

• CCD (Charge Coupled Device): The CCD imager transfers the charge from the
pixel, created by photoelectric conversion, through a bucket relay transfer to the
imager output stage. The charge transfer is almost complete, which means that
noise is rare, but a high voltage differential is required to improve transfer effi-
ciency, which increases power consumption.

The most recent WCE of Given Imaging company uses a CMOS sensor “Aptina
MT9S526”.

12.1.2.3 Transmission

The transmission is one of the most important but consuming element of the capsule,
because it has to process about at least 150,000 images per exam (often more), this
module is nearly 100%-active during the all exam. Currently, the capsules could use
either one of these systems for image transmission to the wearable data logger:

• By RF transmitter (Zarlink ZL70340 E3 for instance): composed of an oscillator
and a control circuit that send images with a variable rate 800/400/200kbps and a
carrier frequency of 402–405MHz, the nominal current is 5 and 1mA in passive
mode.

• By electric field propagation: this system is a more experimental one used on
the MIRO capsule [5]. Based on a novel human telemetry technology known as
electric field propagation, it uses the human body as a conductive medium for
data transmission. The transmitters are a pair of gold plates coated on the surface
of the capsule, reducing drastically the power consumed compared with existing
communication devices that use RF transmission technology. Thanks to a longer
operation time, this capsule takes advantage of the surplus energy to produce more
image data; the autonomy of this capsule is between 10 and 12h but remain barely
used by clinicians.

12.1.2.4 Power Consumption of WCE

Energy consumption has become a very important performance in a wide range
of electronic systems, from embedded systems based on batteries to smart sensor
as WCE for health applications. With the increasing size and complexity of these
systems, it is imperative to take into account the energy consumption aspect from
the start of the design process to avoid a lower autonomy. While Modeling at system
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Fig. 12.3 Layout of a
PillCam Small Bowell 2
composed of two CMOS
sensors and a RF Zarlink
chip. Two batteries supplies
the WCE in energy

level, the power consumption represents a key issue that will permit to optimize the
architecture with respect to the specifications. Both for current and future intelligent
WCE, a power consumption model would allow finding solutions for optimizing
the RF transmission, as for example, by filtering the data transmitted. However,
modeling the power consumption at the system level is difficult since the details of
the architecture (CMOS sensor, LEDs, processor, RF transmitter, etc. see Fig. 12.3)
are not yet gave in the literature. In addition, the lack of information on the layout and
the manufacturing process makes the analysis of the interconnection and the static
power consumption impossible.

In the last decade, numerous methods were proposed for the power consumption
estimation of mixed components (processors, memories, digital IP, and RF system)
[6–13]. These methods can be divided into two classes: The analytical methods for
which the power consumption is often modeled as a mathematical function depend-
ing on the size of the circuit and its switching activity. In empirical methods, the
measurement of power consumption is associated with each instruction or couple of
instructions [14, 15] associated to the processor, or, to the activity of the system [16].
These power consumption models, at system level, are widely used for the power
consumption estimation of digital block [17–19].

Second type of methods appears more adapted to our problem. Thus, to model
the power consumption of the WCE at system level, we used an empirical approach.
The power consumption model estimates the instantaneous power consumption as a
function of operating parameters, such as the operating state of theWCE. For Pillcam
SB2, there are three operating states (see Figs. 12.4, 12.5, 12.6 for illustration of the
instantaneous current consumption of each mode). The strategy is to measure the
power consumption at these various operating states. Then the power consumption
model is built based on a continuous function that interpolates these measures.

For these three operating modes, the instantaneous current profiles are similar.
Just the acquisition-time is different. LEDs are power supplied with a stable tension
of 3.1V and the images are acquired by the CMOS sensor, and transmitted to the
data logger of the patient wirelessly.
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Fig. 12.4 Instantaneous current consumption (mA) for the slow operating mode (one image
every 4s)

Fig. 12.5 Instantaneous current consumption (mA) for the medium operating mode (one image
every 4s)

During a standard exam, statistically the medium operating mode (4 images/
second) is the most used by the WCE. The instantaneous power consumption is
given in Table12.1.
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Fig. 12.6 Instantaneous current consumption (mA) for the speed operating mode (35 image every
second)

Table 12.1 Detailed power consumption of a typical WCE

LEDs + CMOS (mA/s) RF Transmitter (mA/s) Total (mA/s)

11.00 76.92 87.92

Table 12.2 Technical comparisons of the existing WCE

PillCam SB EndoCapsule MiroCam Sayaka OMOM Vector

Size (mm) 26 × 11 26 × 11 24 × 11 23 × 9 28 × 13 26 × 11

Weight (gr) 3.7 3.8 3.3 6

See Angle 140 145 150 360 140

LED 4 6 6 4 6 4

Rate (fps) 2 2 2–3 30 0.5, 1, 2 19

Image
Sensor

CMOS CCD CMOS CCD QVGA

Autonomy 8 8–10 9–11 8 5

12.1.2.5 Discussion About WCE

InTable12.2, a comparisonof the different existing technologies ofWCE is proposed.
Current main issues of WCE are [4]:
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• The complete analysis of the 150,000+ images is time consuming for physicians,
and even for experienced ones, WCE diagnoses are sometimes challenging.

• The transmission of the 150,000+ images, that represents 80%of the overall energy
consumption of the embedded batteries, limits to 8h the autonomy of the classic
WCE, whereas 12h are necessary to scan the complete intestinal tract.

• A recent study comparing diagnostic capabilities of videoendoscopy and of WCE
shows that the average detection rate is around 80% polyps per patient [3, 20].
Thus, the improvement of polyp detection and classification capabilities of WCE
is expected from gastroenterologists.

• Processing capabilities of WCE are limited to transmit raw images. No “intelli-
gence” is currently embedded into the imaging device itself.

In the context of early diagnosis of colorectal adenoma and cancer, a new gener-
ation of WCE must be proposed [21] (see Fig. 12.9 for illustration) that will permit
an in situ detection of the polyps and, consequently, to only emit the images which
are important for the final diagnosis. The expected benefits are twofold:

1. An increase of the battery lifetime up to 12h considering the fact that, except
for particular pathologies, only a small percentage of the 150,000 images would
contain polyps and will be consequently transmitted (see Fig. 12.7).

2. A facilitated offline final diagnosis for the clinician considering the law amount of
transmitted data after in situ hardware processing and the possibility to highlight
particular regions of interest within the images that possibly contain a polyp.

In Fig. 12.8, a comparison between the usual clinical workflow and the expected
one with proposed WCE is showed.

The main challenge related to this smart WCE is to embed the image processing
scheme within theWCE itself. It requests low complexity algorithms that compelled
to high hardware constraints in terms of computational resources. The performance
has to remain high to satisfy the clinician expectations.

In the context of polyp detection for early diagnosis of CRC, in [21, 22], a first
prototype demonstrator equipped with an active stereo vision sensor was proposed

Fig. 12.7 Comparison between continuous transmission (left) and intelligent one (right)
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Fig. 12.8 Comparison of the classic clinical workflow (left) and the expected one using Cyclope
WCE (right), with corresponding improvement in green

to detect protuberating polyps within the colon. The proposed embedded detec-
tion algorithm used a SVM classifier trained on robust 3D feature descriptors. The
detection/recognition algorithms was embedded in a FPGA Virtex 5 and the overall
detection performance was very promising with a global classification rate of 97%
on an in vitro dataset consisting of 111 polyps (40 adenomas and 81 hyperplasias)
made in silicon. Nevertheless, it appears that for real case examinations, 3D features
are not sufficient to detect the large variety of polyp shapes that can be very flat at
an early evolution stage.

In this chapter, we focus on the 2D analysis of coloscopy images in order to
investigate other possibilities than 3D shape characterization of polyps to improve
capabilities of WCE. As in [22], a particular attention is given to propose a global
detection/classification scheme that can be integrated into the “Cyclope”—WCE
architecture shown in Fig. 12.9 and more precisely, by taking benefits of the FPGA
block.

The remainder of this article is organized as follows: a state of the art on detec-
tion of polyps in videocolonoscopy using 2D features is proposed in Sect. 12.2. In
Sect. 12.3, the proposed approach is detailed. Experimental results using algorithms
implemented in C++ are given and commented in Sect. 12.4. In Sect. 12.5, a partic-
ular focus on hardware implementation (FPGA) is proposed, and conclusions are
given in the last section.
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Fig. 12.9 Block Diagram of
the “Cyclope WCE”

12.2 Related Works

Several previous references have considered the detection of intestinal polyps in
videocolonoscopy images in the last few years ([23–28] among recent ones). They
are mainly divided into two categories: based on geometric features of the polyps
(size and shape) and based on textural features.

In the framework of “Cyclope project,” we focused our attention on four particular
recent contributions.

In [24], Bernal et al. authors propose a study made on videoendoscopy images.
They developed a region descriptor based on the depth of valleys (SA-DOVA).
Resulting algorithm, divided into several steps, including region segmentation, region
description, and region classification, is characterized by promising detection per-
formance (see Table12.3).

In [25], Figueiredo et al. assume that polyps show up as protrusions that can be
detected using the local curvature of the image. Consequently, a method based on the
mean and geometric curvature of the WCE image is proposed. The main drawback
of the proposed approach is the strong dependance on the protrusion measure of
the polyp to identify potential candidates. The consequence is that if a polyp is not
protruding enough from the surrounding mucosal folds, it may be missed.

In [26], Karargyris and Bourbakis propose an algorithm for WCE images mainly
based on Log Gabor filters and Susan edge detector. Based on the geometric infor-
mation of the resulting detected ROI, a level-set segmentation is then initialized for
an accurate delineation of the polyps. On the considered WCE image database (10
polyps and 40 non-polyps), the method gives satisfying results but authors highlight
that taking into account of the texture- or color-based features within the detec-
tion/classification scheme would significantly increase related performance.
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Table 12.3 Main characteristics of four of the most recent references of the literature

Authors Main principle Classification
performance

Database

Bernal [24] Geometry Sensitivity 89%
Specificity 98%

300 videocolonoscopy
images containing a
polyp (freely
available)

Figueiredo [25] Geometry No indicated
performance

17 WCE videos of 100
images each,
containing example of
polyps (10), flat
lesions, diverticula,
bubbles, and trash
liquids

Karkargyris [26] Geometry Sensitivity 100%
Specificity 67.5%

50 WCE images (10
polyps and 40
non-polyps)

Kodogiannis [27] Texture Sensitivity 97%
Specificity 94%

140 WCE images (70
polyps and 70
non-polyps)

Finally, Kodogioannis and Boulougoura [27] propose a texture-based approach.
Authors introduce a new texture-based features computed from the chromatic and
achromatic spectra of the Region of Interest (ROI) that may contain a polyp. For
classification, a neurofuzzy scheme is proposed. Main result is that the textural infor-
mation is of first importance for the discrimination between polyps and non-polyps.

Table12.3 summarizes the main principle and the obtained performance of these
four main contributions.

All four presented approaches for polyp detection and classification are definitely
of primary interest but may not fully compel to the hardware constraints of Cyclope
architecture (the detection algorithm is to be embedded in the FPGA block of limited
resources) since all developed methods were designed mainly for an offline use by
the clinician and can fully benefit from the high computing capabilities of the last-
generation processors: As a consequence, the related processing schemes include
possible demanding algorithms like active contour segmentation [26], blob detector
[24], or local curvature estimation [25], that have not been proved yet to be easily
embedded on a “low” resource hardware like FPGA. Moreover, it also appears that
image databases used for performance estimation are size-limited and/or not freely
available for possible comparison, except in the case of [24], more particularly when
considering WCE images.

Taking benefits of the aforementioned references, and taking into account the
heavy hardware constraints of “Cyclope” WCE, a learning-based polyp detection
approach using texture-based descriptors is introduced in next section. In order to
compare related performance to the most recent literature, we will use for illustration
the database freely provided by [24].
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12.3 Proposed Method

12.3.1 Principle

The proposed method is inspired from the psychovisual methodology used by the
physician when doing an endoscopic examination: First, a detection of the Regions
of Interests (ROI) that may contain a polyp is performed using shape and size features
extracted from the image. This first preselection allows a first fast scanning of the
image. Once the ROI are detected, a second analysis based on texture (homogeneity,
granularity, coarseness. . .) is achieved. Practically speaking, we propose a global
scheme for the detection/classification of possible polyps divided into two steps:

1. Considering the geometric step of the proposed approach, simple image process-
ing tools make possible the detection of circular/elliptical shape like the Hough
transform for instance.

2. The texture-based classification is the main keypoint of the global scheme since
the rejection of most of the false positive preselected ROI have to be performed
at this stage. To achieve this, we propose to design an ad hoc classifier based on
a boosting-based learning process using textural features.

The global scheme of this approach is summarized in Fig. 12.10. Each step is
detailed in the following sections.

12.3.2 Geometric Features

Asmentioned before, the first useful characteristics for detection are size and shape of
the candidate structures. More precisely, a detection algorithm based on the circular
form of the polyps is considered. Instead of considering a local curvature estimation

Fig. 12.10 Proposed diagram for the detection of polyps within videoendoscopy images
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Fig. 12.11 Principle of Hough transform for circular patterns detection. On the left, three circular
patterns in the image domain, on the right, these three circles corresponds to the red dots in the
parameter domain (coordinates of the center (a, b) for a given value of radius R)

or the Log Gabor filtering, as suggested in [26], the circular Hough transform is used
for three reasons; first, processing remains simple and efficient; second, all polyps
must be detected even if numerous false positive ROI are also considered; third,
the Hough transform can be FPGA embedded like shown in [29] for an in situ and
real-time detection. A discussion on that particular point is provided in the related
section. In order to handle with different polyp sizes, we consider a research interval
for the radii of the extracted circles. Figure12.11 illustrates the main principle of
Hough transform for circular patterns.

12.3.3 Texture-Based Features

For the texture-based analysis of predetected ROI, the co-occurrence matrix [30] is
used to discriminate textural patterns of polyps and non-polyps. Main advantage of
co-occurrence matrix is in their fixed dimensions only depending on the grayscale
resolution of images: as a consequence whatever is the dimensions of the candidate
ROI, the size of the matrix remains the same, which is of first interest when con-
sidering the hardware implementation constraints (mainly memory) we have to deal
with. Moreover, the textural discrimination capabilities of co-occurrence matrices
remain of high efficiency even on grayscale images [31] and could be implemented
on FPGA [32]with possible limitedmemory resource, the three-color channels being
not necessary.

Basically, the co-occurence matrix MCΔx,Δy(i, j) shows how often a pixel of
gray-level value i occurs either horizontally, vertically, or diagonally to adjacent
pixels of value j:

MCΔx,Δy(i, j) =
n∑

p=1

m∑

q=1

{
1, if I (p, q) = i and I (p + Δx, q + Δy) = j

0, otherwise

(12.1)
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Fig. 12.12 Illustration of the
computation of cooccurrence
matrices for two different
texture images

Figure12.12 shows an illustration of two cooccurrence matrices obtained for two
different kinds of texture (taken from the Brodatz databasis).

Size of the co-occurrence matrices is related to the grayscale resolution of input
image. In Fig. 12.12, a subsampling from 256 to 64 was down to visually highlight
the difference in the dispersion of the values around the diagonal of the matrix for
the considered textures.

Twenty-six features (knownas theHaralick’s features [31]) are then extracted from
each of the computed matrices. Are included: Contrast, Correlation, Entropy, Cluster
Prominence,Cluster Shade,Dissimilarity,Homogeneity,Autocorrelation,Maximum
probability, among other parameters. (see Eqs. (12.2)–(12.4) for illustration of the
first three parameters).

Contrast = 1

K

N−1∑

k=0

k2
∑

|i− j |=k

MC (i, j), (12.2)

Correlation = 1

Kσxσy

∑

i, j

i j MC(i, j) − μxμy, (12.3)
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Entropy = − 1

K

∑

i, j

MC (i, j) log

(
MC (i, j)

K

)
, (12.4)

with K the number of elements of MC (i, j) and

μx = 1

K

∑

i, j

i ∗ MC (i, j),

μy = 1

K

∑

i, j

j ∗ MC (i, j),

σ 2
x = 1

K

∑

i, j

(i − μx )
2MC (i, j),

σ 2
y = 1

K

∑

i, j

( j − μy)
2MC (i, j).

Since the texture-based classification is performed using a boosting-based algo-
rithm, no limitations about the number of parameters is considered, main idea being
to let the learning process converge to the best classification solution without any
prior information.

12.3.4 Classification

“Boosting” is a machine-learning algorithm for supervised learning (see [33] among
other publications of the same authors). It consists of the accumulation and constant
learning of weak classifiers (a weak classifier is considered slightly correlated (a little
better than chance)with the true classification), that once combined together generate
a strong classifier, well-correlated with the ground truth provided by the expert. In
the framework of our proposed approach, we use the boosting-based method of
[34] setup in attentional cascade (Cascade Adaboost). This configuration allows
us to create a strong classifier which performance can be priorly set up in order to
optimize the sensibility of the classification alongwith the specificity. For illustration
of the overall learning algorithm, see Fig. 12.13 in which Fi and Di stand for the
maximum authorized False Positive Rate and the minimum acceptable detection
rate, respectively, computed for each iteration of the process using the given f and
d performance ratio, and Ftarget the global false positive rate.

If the learning process related to boosting-based algorithms is time consuming, it is
important to note that once the optimal classifier is computed offline, the classification
step is very fast and fully compatible with a hardware implementation as shown by
application to real-time face detection [34] embedded in cameras.
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Fig. 12.13 Flow diagram
shows how the Cascade
Adaboost is performed. Fi
and Di stand for the
maximum authorized False
Positive Rate and the
minimum acceptable
detection rate, respectively,
computed for each iteration
of the process using the
given f and d performance
ratio, and Ftarget the global
false positive rate

In our particular case, the considered weak classifiers are based on a set of trun-
cated binary decision trees (bootstrapping) built from the 24 textural parameters on
the dedicated learning database.

12.3.5 Data

Tests were performed using the database proposed by J. Bernal from the Universitat
Autonoma deBarcelona [24], which consists of 300 videoendoscopy images present-
ing with one single polyp each identified and segmented by a specialist. The data are
courtesy made available by authors. To our knowledge, in the particular framework
of colorectal polyp detections, this is currently the only existing online database with
a sufficient amount of examples to be statistically meaningful. Figure12.14 shows
some example of polyps extracted from the database.

To build the learning database, each image of the main dataset was subdivided
into five thumbnails by the gastroenterologist, as shown in Fig. 12.15. A first ROI
corresponds to the polyp (a), and the other four to non-polyps (b)–(e). The resulting
learning/testing database is then composed of a total of 1500 images, with 300 images
of polyps and 1200 images of non-polyps, the labeling being performed, once again,
by a specialist.
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Fig. 12.14 Examples of polyps extracted from the database of [24]

(b) (c) (d) (e) (f)

(a)

Fig. 12.15 Example on how the learning/testing database is generated from the original data of
[24]: (a) Original image, (b) positive example, (c–f) negative examples

12.3.6 Performance Evaluation

To proceed to performance evaluation of the proposed boosting-based method, three
measures are usually considered meaningful and complementary: the sensitivity, the
specificity, and the false positive rate (FPR) respectively defined by
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Sensitivity = TP

TP + FN
, (12.5)

Specificity = TN

TN + FP
, (12.6)

FPR = FP

FP + TN
, (12.7)

with TP, FN, TN, FP standing for true positive, false negative, true negative, and
false positive, respectively.

12.4 Experiments

In order to compel with a real-time constraint analysis, all the image processing
scheme previously prsented was implemented in C++ using the OpenCV library.
The main objective is to show that the complexicity of the developed algorithm is in
accordance with a possible hardware implementation and to develop a context-based
library of functions that could be translated into VHDL codes using for instance
HMS-Vivado-like pipeline.

Performance of each step of the process is proposed in the following sections.

12.4.1 ROI Detection Using Circular Hough Transform

In Table12.4 the detection performance of the Hough transform on the aforemen-
tioned original database of [24] is shown and compared to the Log Gabor filtering
proposed by [26].

We provide here the best obtained results considering the sensibility rate for an
ad hoc setup of the Hough transform circle detection threshold and for a research
interval of the radii between 40 and 80 pixels.

We do not provide here usual Receiving Operating Curve (ROC) since we do not
control the number of detected FP for a given threshold: Depending on the quality
of the original image, number of FP can be very important (see Fig. 12.17c for
illustration).

Table 12.4 Comparison of the detection sensitivity and specificity of the Hough transform and the
Log Gabor filtering approach of [26] on the original database of Bernal et al.

Sensitivity (%) Specificity (%)

Hough transform 94 15

Log Gabor 42 89
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At this stage, it can be noticed that the simple Hough transform allows a good
detection of ROI containing a polyp even if the assumption made on the shape could
be consider as restrictive since polyps are more elliptical than circular most of the
times.

Moreover, if the value of specificity is low, the next classifying step will allow to
improve the overall method performance.

12.4.2 Learning-Based Classification Performance Using
Texture Features

For these experiments, the ad hoc generated polyp/non-polyp database were divided
into two subgroups: A first one composed of 1000 images (200 images of polyps and
800 of non-polyps) for the learning process and a second group for testing composed
of the remaining500 images. In order to obtain classificationperformance statistically
meaningful, the drawing of the elements of both learning and testing databases were
randomly made and presented quantitative results correspond to the average value
obtained on 100 different configurations.

In a first experiment, different kinds of methods for classification were com-
pared: Learning Vector Quantization technic (LVQ) [35], classic Adaboost, and
finally Attentional Boosting (cascade adaboost). In terms of performance, as long
as, contrary to cascade adaboost, it is not possible to set the obtained performance
for LVQ or classic Adaboost, we privileged the balance between “Sensibility” and
“Specificity.” The results of this experimentation are shown in Table12.5.

As it can be noticed, among the different classification technics used, Cascade
Adaboost provides the best compromise between “Sensibility” and “Specificity”. If
LVQ leads to a good classification of True Positive examples, the total amount of FPR
remains too important considering the fact that 10% of the polyps are misclassified.

In a second experiment, we tested the influence of the size of the cooccurrence
matrix on obtained performance. The objective was to be able to reduce at its min-
imum the size of the cooccurrence matrix related to the grayscale resolution of the
input image (default value: 8 bits), keeping in mind an hardware implementation on
FPGA. More precisely, in Fig. 12.16, the performance (sensibility and specificity)
for each considered resolution (256, 128, 64, 32, 16) is shown.

Table 12.5 Performance
comparisons among different
types of classification
approaches

Type
adaboost

Sensitivity
(%)

Specificity
(%)

FPR (%)

Real
adaboost

77 92.5 7.5

Attentional 91 95.2 4.8

LVQ
classification

92 86 14

[24] 89 98 2
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Fig. 12.16 Performance of the boosting process with respect to the resolution of the coocurrence
matrix (256, 128, 64, 32, 16): Sensitivity is shown in blue and sensibility in red

Table 12.6 Average performance of the Cascade Adaboost learning process with a “Sensibility”
set to a minimum of 99%

Cascade Adaboost Sensibility Specificity FPR

Mean (%) 99,5 86.1 13.9

Standard deviation 0.00 0.07 0.07

One can notice that the global performance remains at an acceptable rate even
with a limited number of gray levels ( only 16). Nevertheless, to ensure a maximum
detection ratio a resolution of 5bits (32 gray-levels) was selected.

Finally, in a last experiment, only Cascade Adaboost is considered with a setting
of the performance parameters (Fi and Di of Fig. 12.7) chosen in order to have a
“Sensibility” the closer to 100%, whatever “Specificity” will be. This scenario fits
better the expectations of radiologists who do not wish to miss possible polyps. For
this experiment, in accordance with previous tests, the numer of gray level of the
cooccurrence matrices is fixed to 32. Performance is shown in Table12.6.

Table12.6 shows that a high“Sensibility” is an objective that can be reachedwith a
cascade adaboost setting of the learning process. Of course the “FPR” rate increases,
but finally not that much considering the fact that for 100 polyps detected, only 14
more will be showed as possible candidates to the radiologist.

12.4.3 Examples of Detection and Classification Results

In Fig. 12.17 some examples of detection/classification are shown. ROI that are
skirted by a non-bolded plain rectangle are the ROI candidate issued from the Hough
transform step of the proposed approach. ROI skirted by a bold plain rectangle are
those which are effectively identified as a polyp after the texture-based classification.
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(a) (b)

(c) (d)

(e) (f)

Fig. 12.17 Detection examples: ROI that are skirted by a non-bolded plain rectangle are the
ROI candidate issued from the Hough transform step of the proposed approach. ROI skirted by a
bold plain rectangle are those which are effectively identified as a polyp after the texture-based
classification

12.4.4 Simulation and Time Processing

The developments have been performed under OpenCV environment in order to
first establish the feasibility of this new approach and reduce the time development
hardware. For comparison, aMatlab version of the code was also used. In both cases,
no optimization of the code has been realized. Table12.7 summarizes the obtained
performance in terms of time processing using a iCore7 at 2.8GHz.

In addition, a real condition testwas performed in the gastroenterology department
of Hôpital Lariboisière in September 2013, showing that on the usual machine used,



346 Q. Angermann et al.

Table 12.7 Average Time
Processing in terms of the
language development used

Language Average Time Processing per
Image

Matlab 2.5 s

OpenCV 40ms

a frame rate of only three or four image per second was reached due to the less
important computational resources when compared to the machines used in our lab.

If compatible with a classic WCE performance in terms of frame rate (three
images per second), these results show that there is a real need to go for VHDL
implementation of the algorithms in order to ensure a 24 frames per second rate that
will probably be the next standard of WCE.

In the following section, such a VHDL implementation is discussed with a posi-
tioning regarding the most recent state of the art.

12.5 Towards an Integrated Hardware Implementation

Currently, the Cyclope project only implemented in the hardware SVM-based classi-
fication of 3D object with an FPGA Virtex II-pro [21]. Nevertheless, the algorithms
proposed here can be also be implemented on this platform considering the recent
literature. Elhossini [36] proposed a memory-efficient architecture for implementing
Hough Transform on FPGAs. The proposed architecture enables storing the Hough
Transform space on the FPGA’s memory blocks with no need for accessing exter-
nal memory while processing large size images in real time with a 30 frame per
second rate. Others hardware implementations allow to optimize the computation
of angle using Cordic algorithms (COordinate Rotation DIgital Computer) [37], the
time processing, the type (circle and/or line), etc. The main issue is to develop a
Hough Transform architecture that minimize the memory space with a great preci-
sion and a high parallelism. Table12.8 summarizes the technical aspects of the five
main contributions in the field.

Optimized embedded architecture-based FPGA for an efficient and fast compu-
tation of gray-level co-occurrence matrices (GLCM) and Haralick textures features
for use in high throughput image analysis applications where time performance is
critical have been already studied. The three main contributions [32, 42, 43] focus
on the design of hardware processor that makes possible to compute four distances
(1, 2, 3, and 4 pixels) and four angles (0◦, 45◦, 90◦, and 135◦) in parallel. The main
difference among these approaches lies in the strategy to address the neighboring
pixel. Table12.9 summarizes the performance of the three main recent contributions
obtained on Virtex-II and Virtex-5 FPGA.

Boosting classification has been also implemented in hardware on FPGA [44].
According to the related work on the hardware implementation of Hough Transform,
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Table 12.8 Main characteristics of five of the most recent references of the literature

Authors Year Frame size Memory Rate (FPS) FPGA

Jau Ruen [38] 2006 256× 256 Ext. 1.6 Mb 0.2 Altera Stratix 1

Souki [39] 2008 320× 240 Ext. 4 Mb 0.3 Altera Cyclone 2

Geninatti [40] 2009 44× 46 Ext. 8 Mb 30 Xilinx Spartan 3

Hardzeyeu [41] 2008 500× 400 Ext. 800 Xilinx Virtex 2

Elhossini [36] 2012 800× 600 Int. 250kb 30 Xilinx Virtex 2

Table 12.9 Main characteristics of related work

Feature Sieler [42] Iakovidis [32] Tahir [43]

Year 2010 2007 2004

FPGA Virtex-5 Virtex II Virtex II

Ref XC5VLX50T XCV2000E XCV2000E

Frequency (MHz) 56.3 38.2 50

Area (FPGA used) (%) 21.9 45 59

Time processing
(128× 128)

2.4 ms x 1.756 ms

Ext. Mem x 800kb 327kb

Int. Mem (kb) 327 83.2 81.9

co-occurencematrices computation andboosting classification, it is feasible to embed
our approach on FPGA circuit.

This first step is a prerequired one toward an ASIC design embedded in the
WCE, but also to be able to precisely estimate the energy consumption related to the
hardware implemented detection/classification algorithms. In a previous work, we
demonstrated that 75% of the power consumption of a smart RF sensor are due to the
RF power budget [16]. Moreover, [45] showed the transmitter power consumption
is a nonlinear function of the data rate and concluded that to increase the battery
life of a smart sensor, the amount of data should be reduced. The overall gain of
an intelligent transmission versus a continuous transmission in a standard WCE on
one hand (see Fig. 12.7) depends on the estimation of the number of images (polyps
and false positives) that will be transmitted, and on the other hand on the power
consumption due to their processing.

Currently,we canmake only an estimation of this overall gain based onhypothesis,
because of the integrated circuit has not been yet designed and the in vivo experiments
not achieved.Weareworkingon thehardware implementationof the 2Dclassification
on a FPGA-based platform. By considering the above state of the art, the fact that
an FPGA also consumes 12 times more dynamic power than an equivalent ASIC on
average [46] and the power consumption of Virtex 5, we can estimate that the power
consumption due to the processing will be approximatively under the hundred of
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μW . This feature is less than the power consumption of the usual eight white LED
used for illumination and the RF transceiver.

Moreover, during a standard examination, around 50000 images are sent to the
data logger with a frame rate of 4 fps up to 35 fps. By considering the same examina-
tion with the possible presence of ten polyps and a FPR of 13.9%, only 6960 images
will be sent and a 7 factor can been won on the overall power consumption of the
transmission RF.

12.6 Conclusion

In this Chapter, we introduced an embeddablemethod for polyp detection in videoen-
doscopic examinations. The entire detection chain combines geometric and textural
features for polyp characterization: if the first geometric step remains simple with
the use of the Hough transform, the textural features computed from co-occurrence
matrices are integrated within a boosting-based approach making possible to achieve
good classification performance similar to those of the most recent state-of-the-art
article. At last, the complete developed detection/classification scheme is in accor-
dance with a hardware implementation which is of primary importance for possible
in situ application using WCE.
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