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CHAPTER 1

Looking Through the 
Window

SQL Server is a powerful database platform with a versatile query language called T-SQL. 
The most exciting T-SQL enhancement over the past decade is, without a doubt, window 
functions. Window functions enable you to solve query problems in new, easier ways, and 
with better performance most of the time.

After the release of SQL Server 2000, SQL Server enthusiasts waited five long years 
for the next version of SQL Server to arrive. Microsoft delivered an entirely new product 
with SQL Server 2005. This version brought SQL Server Management Studio, SQL 
Server Integration Services, snapshot isolation, and database mirroring. Microsoft also 
enhanced T-SQL with many great features, such as Common Table Expressions (CTEs). 
The most exciting T-SQL enhancement of all with 2005 was the introduction of window 
functions.

That was just the beginning. Window functions are part of the ANSI Standard SQL 
specification, and more functionality according to the standard was released with version 2012  
of SQL Server. Even now, the functionality falls short of the entire specification, so there is 
more to look forward to in the future.

This chapter provides a first look at two T-SQL window functions, LAG and  
ROW_NUMBER. You will learn just what the window is and how to define it with the OVER 
clause. You will also learn how to divide the windows into smaller sections called 
partitions.

Discovering Window Functions
Window functions do not let you do anything that was impossible to do with earlier 
functionality, and they have nothing to do with the Microsoft Windows API. Using 
previously available methods, such as self-joins, correlated subqueries, and cursors, 
you can solve just about any T-SQL problem if you work at it long and hard enough. The 
main benefit of window functions is the ease in which you can solve these tricky queries. 
Most of the time, you also realize a big boost in performance over the older methods. 
You can often use a window function to change a solution involving many statements or 
subqueries to one easier statement.
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Window functions can be divided into several categories: ranking functions, window 
aggregates, accumulating window aggregates, offset functions, and statistical functions. 
You can use these functions to assign a rank to each row, calculate summary values 
without grouping, calculate running totals, include columns from different rows in your 
results, and calculate percentages over a group. You’ll learn about these functions as you 
read this book.

My favorite window function is called LAG. It is one of the offset functions, which you 
will learn about in Chapter 7. LAG allows you to include any column from a different row 
in your results. Using LAG is easier and performs better than older methods that do the 
same thing.

Within the same year (just a few months apart), two different people approached 
me for help with essentially the same problem: using data from the stock market, how 
can one compare the closing price of a stock from one day to the next? The traditional 
solution requires that each row of the data be joined to the prior row to get the closing 
price from the previous day. By using the LAG function, the solution is not only simpler to 
write, it also performs much better.

Note ■  If you would like to follow along with this example, a sample database with the 

stock market data can be found along with the code for this chapter on the Apress site.

For a quick look at how to solve this problem using one of the traditional methods 
and by using LAG, review and run Listing 1-1.

Listing 1-1. Two Approaches to Solving the Stock Market Problem

USE StockAnalysis;
GO
--1-1.1 Using a subquery
SELECT TickerSymbol, TradeDate, ClosePrice,
    (SELECT TOP(1) ClosePrice
    FROM StockHistory AS SQ
    WHERE SQ.TickerSymbol  = OQ.TickerSymbol
        AND SQ.TradeDate < OQ.TradeDate
    ORDER BY TradeDate DESC) AS PrevClosePrice
FROM StockHistory AS OQ
ORDER BY TickerSymbol, TradeDate;
 
--1-1.2 Using LAG
SELECT TickerSymbol, TradeDate, ClosePrice,
    LAG(ClosePrice) OVER(PARTITION BY TickerSymbol
           ORDER BY TradeDate) AS PrevClosePrice
FROM StockHistory
ORDER BY TickerSymbol, TradeDate;
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The partial results are shown in Figure 1-1. Query 1 uses a correlated subquery to 
select one ClosePrice for every outer row. By joining the TickerSymbol from the inner 
query to the outer query you ensure that you are not comparing two different stocks. The 
inner and outer queries are also joined by the TradeDate, but the TradeDate for the inner 
query must be less than the outer query to make sure you get a prior day. The inner query 
must also be sorted to get the row that has the latest data but still less than the current 
date. This query took six seconds to run on my laptop, which has 8GB of RAM and is using 
SSD storage. A total of 181,946 rows were returned.

Figure 1-1. Partial results of the Stock Market problem

Query 2 uses the window function LAG to solve the same problem and produces the 
same results. Don’t worry about the syntax at this point; you will be an expert by the end 
of this book. The query using LAG took just two seconds to run on my laptop.

By just looking at the code in Listing 1-1, you can see that Query 2 using LAG is much 
simpler to write, even though you may not understand the syntax just yet. It also runs 
much faster because it is just reading the table once instead of once per row like Query 1. 
As you continue reading this book and running the examples, you will learn how window 
functions like LAG will make your life easier and your customers happier!

Thinking About the Window
Window functions are different than regular functions because they operate over a set 
of rows, also called a window. This may sound similar to aggregate queries. Aggregate 
functions, such as SUM and AVG, operate on groups of rows and provide summary values. 
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When you write an aggregate query, you lose the detail columns. Adding detail columns 
back into an aggregate query forces you to include those columns in a GROUP BY clause. 
You can only get the details for those columns listed in the GROUP BY clause.

When adding a GROUP BY clause, instead of returning a summary over all the rows, 
you will see multiple summary lines, one for each unique set of GROUP BY columns. For 
example, to get a count of the all the rows using an aggregate query, you must leave out 
the other columns. Once you add columns into the SELECT and GROUP BY, you get a count 
for each unique grouping, not the entire set of results.

Queries with window functions are much different than traditional aggregate 
queries. There are no restrictions to the columns that appear in the SELECT list, and no 
GROUP BY clause is required. Instead of summary rows being returned, all of the details 
are returned and the result of the expression with the window function is included as just 
another column. In fact, by using a window function to get the overall count of the rows, 
you could still include all of the columns in the table.

Imagine looking through a window to see a specific set of rows while your query is 
running. You have one last chance to perform an operation, such as grabbing one of the 
columns. The result of the operation is added as an additional column. You will learn how 
window functions really work as you read this book, but the idea of looking through the 
window has helped me understand and explain window functions to audiences at many 
SQL Server events. Figure 1-2 illustrates this concept.

Figure 1-2. Looking through the window to perform an operation on a set of rows

The window is not limited to the columns found in the SELECT list of the query. For 
example, if you take a look at the StockHistory table, you will see that there is also an 
OpenPrice column. The OpenPrice from one day is not the same as the ClosePrice from 
the previous day. If you wanted to, you could use LAG to include the previous OpenPrice in 
the results even though it is not included in the SELECT list originally.

In the stock history example using LAG, each row has its own window. When the 
calculation is performed on the third row of the data, the window consists of the second 
and third rows. When the calculation is performed on the fourth row, the window consists 
of the third and fourth rows.

What would happen if the rows for 2013-12-02 were filtered out of the query? Does 
the window contain filtered-out rows? The answer is “No,” which brings up two very 
important concepts to understand when using window functions: where window 
functions may be used in the query and the logical order of operations.

Window functions may only be used in the SELECT list and ORDER BY clause. You 
cannot filter or group on window functions. In situations where you must filter or group 
on the results of a window function, the solution is to separate the logic using a derived 
table subquery or CTE and filter or group in the outer query.
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Window functions operate logically after the FROM, WHERE, GROUP BY, and HAVING 
clauses. They operate logically before the TOP and DISTINCT clauses are evaluated. 
Figure 1-3 illustrates the order of operations. You will learn more about how DISTINCT 
and TOP affect queries with window functions in the “Uncovering Special Case Windows” 
section later in this chapter.

FROM WHERE GROUP BY HAVING SELECT ORDER BY

TOPDISTINCT

Figure 1-3. The order of operations including window functions

The window is defined by the OVER clause. Notice in Query 1 of Listing 1-1 that the 
LAG function is followed by an OVER clause. Each type of window function has specific 
requirements for the OVER clause. The LAG function must have an ORDER BY expression 
and may have a PARTITION BY expression.

Understanding the OVER Clause
One thing that sets window functions apart is the OVER clause, which defines the window 
or set. Without exception, window functions will have an OVER clause. In some cases, the 
OVER clause will be empty. You will see empty OVER clauses in Chapter 3 when working 
with window aggregate functions.

Note ■  There is one situation in which you will see the OVER keyword in a query not 

following a window function, and that is with the sequence object. The sequence object, 

introduced with SQL Server 2008, is a bucket containing incrementing numbers often used 

in place of an identity column.

For any type of expression in the SELECT list of a query, a calculation is performed for 
each row in the results. For example, if you had a query with the expression Col1 + Col2, 
those two columns would be added together once for every row returned. A calculation 
is performed for row 1, row 2, row 3, and so on. Expressions with window functions must 
also be calculated once per row. In this case, however, the expressions operate over a set 
that can be different for each row.

The OVER clause determines which rows make up the window. The OVER clause 
has three possible components: PARTITION BY, ORDER BY, and the frame. The ORDER BY 
expression is required for some types of window functions. Where it is used, it determines 
the order in which the window function is applied.
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Many T-SQL developers have used the ROW_NUMBER function. They may not have even 
realized that this is one of the window functions. ROW_NUMBER supplies an incrementing 
number, starting with one, for each row. The order in which the numbers are applied is 
determined by the columns specified in the ORDER BY expression, which is independent 
of an ORDER BY clause in the query itself. Run the queries in Listing 1-2 to see how this 
works.

Listing 1-2. Applying the Row Numbers to Different Columns

USE AdventureWorks;
GO
--1-2.1 Row numbers applied by CustomerID
SELECT CustomerID, SalesOrderID,
    ROW_NUMBER() OVER(ORDER BY CustomerID) AS RowNumber
FROM Sales.SalesOrderHeader;
 
--1-2.2 Row numbers applied by SalesOrderID
SELECT CustomerID, SalesOrderID,
    ROW_NUMBER() OVER(ORDER BY SalesOrderID) AS RowNumber
FROM Sales.SalesOrderHeader; 

Note ■  The AdventureWorks and AdventureWorksDW databases are used in the examples 

throughout this book. Both the 2012 and 2014 versions will work with the examples. If you 

are using the 2012 version, the dates within the data will be different than shown here. 

Queries filtering on dates will need to be adjusted.

The OVER clause follows the ROW_NUMBER function. Inside the OVER clause, you will see 
ORDER BY followed by one or more columns. The difference between Queries 1 and 2 is 
just the ORDER BY expression within the OVER clause. Notice in the partial results shown in 
Figure 1-4 that the row numbers end up applied in the order of the column found in the 
ORDER BY expression of the OVER clause, which is also the order that the data is returned. 
Since the data must be sorted to apply the row numbers, it is easy for the data to stay in 
that order, but it is not guaranteed. The only way to actually guarantee the order of the 
results is to add an ORDER BY to the query.
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If the query itself has an ORDER BY clause, it can be different than the ORDER BY within 
OVER. Listing 1-3 demonstrates.

Listing 1-3. Using ROW_NUMBER with a Different ORDER BY in the OVER Clause

--1-3.1 Row number with a different ORDER BY
SELECT CustomerID, SalesOrderID,
    ROW_NUMBER() OVER(ORDER BY CustomerID) AS RowNumber
FROM Sales.SalesOrderHeader
ORDER BY SalesOrderID;
 

In this case, the row numbers are applied in order of the CustomerID, but the results 
are returned in order of SalesOrderID. The partial results are shown in Figure 1-5. In 
order to show that the row numbers are applied correctly, the figure shows the grid 
scrolled down to the first customer, CustomerID 11000.

Figure 1-4. Partial results of using ROW_NUMBER with different OVER clauses
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Just like the ORDER BY clause of a query, you can specify a descending order with the 
DESCENDING or DESC keyword within the OVER clause, as shown in Listing 1-4.

Listing 1-4. Using ROW_NUMBER with a Descending ORDER BY

--1-4.1 Row number with a descending ORDER BY
SELECT CustomerID, SalesOrderID,
    ROW_NUMBER() OVER(ORDER BY CustomerID DESC) AS RowNumber
FROM Sales.SalesOrderHeader;
 

Figure 1-6 shows partial results. Since it was easy for the database engine to return 
the results in descending order by CustomerID, you can easily see that row number one 
was applied to the highest CustomerID.

Figure 1-6. Partial results of ROW_NUMBER with a descending ORDER BY

Figure 1-5. Partial results of showing a query with a different ORDER BY than the  
OVER clause

In the SalesOrderHeader table, the CustomerID is not unique. Notice in the last 
example that 30113 is the largest CustomerID. The row number with SalesOrderID 
71803 is 1 and with 65221 is 2. There is no guarantee that the row numbers will be lined 
up exactly this way. To ensure that the row numbers line up as expected, use a unique 
column or combination of columns in the ORDER BY expression of the OVER clause. If you 
use more than one column, separate the columns with commas. You could even apply 
the row numbers in a random order. Listing 1-5 demonstrates this.
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Listing 1-5. Using a Random Order with ROW_NUMBER

--1-5.1 Row number with a random ORDER BY
SELECT CustomerID, SalesOrderID,
    ROW_NUMBER() OVER(ORDER BY NEWID()) AS RowNumber
FROM Sales.SalesOrderHeader;
 

By using the NEWID function, the row numbers are applied in a random fashion. 
Figure 1-7 shows this. If you run the code, you will see different CustomerID values lined 
up with the row numbers. Each time the data is returned in order of row number, just 
because it is easy to do so.

Figure 1-7. Partial results of ROW_NUMBER with a random ORDER BY

As you may guess, applying the row numbers in a specific order involves sorting, 
which is an expensive operation. If you wish to generate row numbers but do not care 
about the order, you can use a subquery selecting a literal value in place of a column 
name. Listing 1-6 demonstrates how to do this.

Listing 1-6. Using ROW_NUMBER with No Order

--1-6.1 Use a constant for an ORDER BY
SELECT CustomerID, SalesOrderID,
    ROW_NUMBER() OVER(ORDER BY (SELECT 1)) AS RowNumber
FROM Sales.SalesOrderHeader;
 
--1-6.2 Apply an ORDER BY to the query
SELECT CustomerID, SalesOrderID,
    ROW_NUMBER() OVER(ORDER BY (SELECT 1)) AS RowNumber
FROM Sales.SalesOrderHeader
ORDER BY SalesOrderID;
 
--1-6.3 No ROW_NUMBER and no ORDER BY
SELECT CustomerID, SalesOrderID
FROM Sales.SalesOrderHeader;
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Figure 1-8 shows the partial results. To accomplish this, a subquery selecting a constant 
replaces the ORDER BY column. In Queries 1 and 2, the OVER clauses are identical, but the row 
numbers are applied differently, the easiest way possible. The easiest way is the order that 
the results would be returned even if the ROW_NUMBER function was not there. Query 3 shows 
how the rows are returned with no ROW_NUMBER and no ORDER BY. You may be wondering 
why the optimizer chose to return the results in Queries 1 and 3 in CustomerID order. 
There just happens to be a nonclustered index on CustomerID covering those queries. The 
optimizer chose the index that is ordered on CustomerID to solve the queries.

Figure 1-8. Partial results of letting the engine decide how row numbers are applied

Another thing to learn from this example is that ROW_NUMBER is nondeterministic. It is 
not guaranteed to return the identical values under the same situations. By checking the 
article “Deterministic and Nondeterministic Functions” in SQL Server Books Online, you 
will find that ROW_NUMBER, along with the other window functions, are nondeterministic. 
You may argue that this is wrong because a different ORDER BY is used for the two queries, 
causing the two ROW_NUMBER functions to have different inputs. Books Online states:

You cannot influence the determinism of any built-in function. Each 
built-in function is deterministic or nondeterministic based on how 
the function is implemented by SQL Server. For example, specifying 
an ORDER BY clause in a query does not change the determinism of a 
function that used in that query.
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There are a couple of things that you cannot do with window functions that may be 
related to determinism. You cannot use a window function expression in a computed 
column, and you cannot use a window function expression as a key for the clustered 
index of a view.

The ORDER BY expression in the OVER clause is pretty versatile. You can use an 
expression instead of a column for the ORDER BY expression of the OVER clause. You can 
also list multiple columns or expressions. Listing 1-7 demonstrates these concepts.

Listing 1-7. Using an Expression in the ORDER BY and Another Column

--1-7.1 Use an expression in the ORDER BY
SELECT CustomerID, SalesOrderID, OrderDate,
    ROW_NUMBER() OVER(ORDER BY CASE WHEN OrderDate > '2013/12/31'
        THEN 0 ELSE 1 END, SalesOrderID) AS RowNumber
FROM Sales.SalesOrderHeader;
 

Figure 1-9 shows partial results. In this case, the row numbers are applied first to 
the orders from 2014, then by SalesOrderID. The grid is scrolled down to the last three 
orders of 2014 so you can see that the next numbers applied are from the beginning of 
the data, 2011.

Figure 1-9. Partial results of using an expression and another column

There are two additional components of the OVER clause: partitioning and framing. 
You will learn about framing, introduced in 2012, in Chapter 6. Partitioning divides the 
window into multiple, smaller windows.

Dividing Windows with Partitions
If there happens to be a window in the room you are sitting in, take a look at it now. Is it 
one large piece of glass, or is it divided into smaller panes? A window that is divided into 
panes is still a window. Each individual pane is also a window.

The same concept applies to window functions. The entire set of results is the 
window, but you can also divide the set up into smaller windows based on one or more 
columns. The OVER clause contains an optional component, PARTITION BY. When a 
PARTTITION BY is not supplied, the partition is the larger window.
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The query using LAG to solve the stock market problem partitioned the data by the 
TickerSymbol column. By separating the data by TickerSymbol, the ClosePrice from one 
stock was not retrieved by rows of another stock. In the case of the ROW_NUMBER function 
demonstrated earlier in this chapter, you can force the numbers to start over at 1 for each 
partition. Listing 1-8 demonstrates this feature.

Listing 1-8. Using PARTITION BY

--1-8.1 Use ROW_NUMBER with PARTITION BY
SELECT CustomerID, SalesOrderID,
     ROW_NUMBER() OVER(PARTITION BY CustomerID ORDER BY SalesOrderID)  

AS RowNumber
FROM Sales.SalesOrderHeader;
 

Figure 1-10 shows partial results. Notice that the row numbers start over at one for 
each customer.

Figure 1-10. Partial results of using the PARTITION BY option with ROW_NUMBER

The PARTITION BY expression of the OVER clause is supported by all window 
functions. It is also always optional. If the PARTITION BY is left out, any and all rows could 
be included in the window. When the PARTITION BY is used, each window may only 
consist of the rows matching the PARTITION BY column or columns.

Uncovering Special Case Windows
So far the examples have been pretty straightforward, but there are some situations that 
are counterintuitive if you don’t know what is going on. The examples in this section use 
the ROW_NUMBER function, but the concepts apply to any window function.

First, take a look at what happens when the DISTINCT keyword is used with  
ROW_NUMBER. The window function operates before DISTINCT, which can lead to results 
you may not expect. Listing 1-9 demonstrates using DISTINCT with ROW_NUMBER to get a list 
of the unique OrderDates along with a row number.
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Listing 1-9. Using DISTINCT with ROW_NUMBER

--1-9.1 Using DISTINCT
SELECT DISTINCT OrderDate,
    ROW_NUMBER() OVER(ORDER BY OrderDate) AS RowNumber
FROM Sales.SalesOrderHeader
ORDER BY RowNumber;
 
--1-9.2 Separate logic with CTE
WITH OrderDates AS (
    SELECT DISTINCT OrderDate
    FROM Sales.SalesOrderHeader)
SELECT OrderDate,
    ROW_NUMBER() OVER(ORDER BY OrderDate) AS RowNumber
FROM OrderDates
ORDER BY RowNumber;
 

Figure 1-11 shows the partial results. Query 1 returns 31,465 rows, one row for every 
order in the table even though many orders have the same date. This is definitely not the 
intended answer. The row numbers are generated before DISTINCT is applied. Because 
the row numbers are unique, every row in the results ends up being unique and DISTINCT 
cannot eliminate any rows. Query 2 demonstrates the solution: get a distinct list of the 
order dates first in a CTE, and then apply the row numbers in the outer query. Query 2 
returns 1124 rows, the number of unique order dates. You could also use a temp table, a 
table variable, a view, or a derived table to create the distinct list first.
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Figure 1-11. Partial results of using DISTINCT with ROW_NUMBER

You will also find interesting behavior when you use TOP. Once again, the row 
numbers are generated before TOP is applied. I first discovered this when I was inserting 
random rows into a table for some unit tests. The idea was to reinsert a sample of rows 
back into the same table with new ID numbers. To generate the new IDs, I wanted to add 
row numbers to the maximum existing ID. Since I wanted to insert a specific number of 
rows, I used TOP. Instead of the row numbers starting with one as I expected, they started 
with a random value. Listing 1-10 shows how using TOP can affect window functions.

Listing 1-10. Using TOP with ROW_NUMBER

--1-10.1 Using TOP with ROW_NUMBER
SELECT TOP(6) CustomerID, SalesOrderID,
    ROW_NUMBER() OVER(ORDER BY SalesOrderID) AS RowNumber
FROM Sales.SalesOrderHeader
ORDER BY NEWID();
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--1-10.2 Separate the logic with a CTE
WITH Orders AS (
    SELECT TOP(6) CustomerID, SalesOrderID
    FROM Sales.SalesOrderHeader
    ORDER BY NEWID())
SELECT CustomerID, SalesOrderID,
    ROW_NUMBER() OVER(ORDER BY SalesOrderID) AS RowNumber
FROM Orders;
 

Figure 1-12 shows the results. If you run this example, you will see different random 
results. The purpose of the example is to generate random rows with a row number 
starting with one. Query 1 returns row numbers, but they are random. By using a CTE to 
separate the logic, TOP can operate first. Query 2 returns a random set of rows, but the row 
numbers start with one.

Figure 1-12. The results of using TOP with ROW_NUMBER

The final interesting situation involves adding window functions to aggregate 
queries. This functionality is covered in Chapter 3 in the “Adding Window Aggregates to 
Aggregate Queries” section.
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Summary
Window functions, added with SQL Server 2005 and 2012, provide new, easy ways to 
solve challenging queries. Window functions are part of the ANSI standards for SQL. The 
standards committee has defined even more functionality, so it’s possible that Microsoft 
may include additional functions in the future. Window functions must include an 
OVER clause, which defines the window for each row to operate on. Depending on the 
window function used, the OVER clause may contain ORDER BY, PARTITION BY, and frame 
expressions. In many cases, using a window function has better performance over older 
methods.

Now that you understand the basics of window functions, it is time to investigate 
ranking functions. In Chapter 2, you will learn how to use the four ranking functions 
introduced with SQL Server 2005 to solve challenging T-SQL queries.
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CHAPTER 2

Discovering Ranking 
Functions

The four ranking functions were introduced to T-SQL by Microsoft in 2005. Three of the 
functions, ROW_NUMBER, RANK, and DENSE_RANK, assign a sequential number to each row 
in a query’s results. The fourth ranking function, NTILE, divides the rows by assigning 
a bucket number to the each row in the results. The group of low ranking rows gets an 
NTILE value of one while the highest ranking group of rows is assigned the top number.

While adding a number to a row is not generally the answer in itself, this 
functionality is often the basis for many solutions. This chapter shows how to use the four 
ranking functions and how to apply them to some real-world problems.

Using ROW_NUMBER
Based on my asking audiences at SQL Server events around the United States, ROW_
NUMBER is the most well-known and commonly used window function. Many SQL Server 
professionals admit to using ROW_NUMBER even if they do not realize it is one of the window 
functions. You saw ROW_NUMBER in action in Chapter 1 when you learned about the OVER 
clause. Now you will take an even deeper look at ROW_NUMBER.

The ROW_NUMBER function returns a unique integer starting with one for each row in 
the window. An ORDER BY expression inside the OVER clause is required, and it determines 
the order in which the numbers are applied. All of the window functions support an 
optional PARTITION BY expression that divides the window into smaller sets. The row 
number for each partition begins with one and increments by one. Here is the basic 
syntax for ROW_NUMBER, which may appear in the SELECT list and ORDER BY clause of a 
query:
 
ROW_NUMBER() OVER([PARTITION BY <col1>[,<col2>,...<n>]]  
ORDER BY <col3>[,<col4])
 

Listing 2-1 demonstrates ROW_NUMBER with and without a PARTITION BY expression. 
So that the row numbers line up by CustomerID for comparison, the ORDER BY expressions 
of the OVER clause are different.
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Listing 2-1. Using ROW_NUMBER with and without a PARTITION BY

USE AdventureWorks;
GO
--2-1.1 Using ROW_NUMBER with and without a PARTITION BY
SELECT CustomerID, FORMAT(OrderDate,'yyyy-MM-dd')  
    AS OrderDate, SalesOrderID,
    ROW_NUMBER() OVER(PARTITION BY CustomerID ORDER BY SalesOrderID)
        AS WithPart,
    ROW_NUMBER() OVER(ORDER BY CustomerID) AS WithoutPart
FROM Sales.SalesOrderHeader;
 

Figure 2-1 shows the partial results. The row number columns, WithPart and 
WithoutPart, are the same values for the first three rows, CustomerID 11000. After that, 
the WithPart rows start over for each new CustomerID.

Figure 2-1. Partial results of ROW_NUMBER with and without partitioning

The OVER clause in Query 2 is not unique. The row numbers for SalesOrderID 
43793 each return 1. It’s possible for the WithoutPart value to be 2 or 3 since there are 
three orders for CustomerID 11000. The row numbers are applied correctly since they 
are in order of CustomerID, but since CustomerID is not unique, the way the numbers 
are applied within CustomerID has more to do with luck or possibly the current 
implementation of the database engine. Listing 2-2 shows how different row numbers are 
possible with the same OVER clause.

Listing 2-2. Different Row Numbers with the Same OVER Clause

--2-2.1 Query ORDER BY ascending
SELECT CustomerID, OrderDate, SalesOrderID,
    ROW_NUMBER() OVER(ORDER BY CustomerID) AS RowNumber
FROM Sales.SalesOrderHeader
ORDER BY CustomerID, SalesOrderID;
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--2-2.2 Query ORDER BY descending
SELECT CustomerID, OrderDate, SalesOrderID,
    ROW_NUMBER() OVER(ORDER BY CustomerID) AS RowNumber
FROM Sales.SalesOrderHeader
ORDER BY CustomerID, SalesOrderID DESC;
 

Figure 2-2 shows the partial results. The OVER clauses are identical, but the queries 
are sorted differently. The row number for SalesOrderID 43793 in Query 1 is 1, but the 
row number is 3 in Query 2.

Figure 2-2. Different results with nonunique ORDER BY in the OVER clause

This proves that ROW_NUMBER is nondetermistic; in other words, you can get different 
values from the function under the same circumstances. The ORDER BY clause of the 
query doesn’t affect determinism, so this is a valid test.

To ensure repeatable results when using ROW_NUMBER, actually with any of the 
window functions, make sure that the ORDER BY columns in the OVER clause are unique. 
Listing 2-3 is an example using multiple ORDER BY columns so that the expression is 
unique.

Listing 2-3. Using Multiple Columns in the ORDER BY Expression to Ensure Uniqueness

--2-3.1 Using ROW_NUMBER a unique ORDER BY
SELECT CustomerID, OrderDate, SalesOrderID,
    ROW_NUMBER() OVER(ORDER BY CustomerID, SalesOrderID) AS RowNum
FROM Sales.SalesOrderHeader
ORDER BY CustomerID, SalesOrderID;
 
--2-3.2 Change to descending
SELECT CustomerID, OrderDate, SalesOrderID,
    ROW_NUMBER() OVER(ORDER BY CustomerID, SalesOrderID) AS RowNum
FROM Sales.SalesOrderHeader
ORDER BY CustomerID, SalesOrderID DESC;
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Figure 2-3 shows the partial results. In this case, SaleOrderID is 43793 has a 
row number of 1 regardless of the query’s ORDER BY clause. ROW_NUMBER is still a 
nondeterministic function, but the assignments are consistent because of the unique 
ORDER BY columns.

Figure 2-3. Using a unique ORDER BY expression of the OVER clause

It is also possible to have multiple columns, expressions, and subqueries in the 
PARTITION BY expression of the OVER clause. In fact, as you will see in the “Solving 
Queries with Ranking Functions” section at the end of this chapter, multiple columns in 
the PARTITION BY is the key to solving some real-world examples.

With ROW_NUMBER, the engine sorts the rows in each partition and assigns unique 
numbers based on the position of each row. You have seen situations where the ORDER 
BY expression of OVER is not unique, so the row numbers are not guaranteed to line up 
exactly the same each time when there are ties in the values. Now you will learn about 
two functions that handle ties differently: RANK and DENSE_RANK.

Understanding RANK and DENSE_RANK
The functions RANK and DENSE_RANK look very similar to ROW_NUMBER. In fact, in many 
queries they will return exactly the same values as ROW_NUMBER. The RANK and DENSE_RANK 
functions are quite different, however, since instead of just assigning sequential numbers, 
they actually rank the rows based on the ORDER BY expression.

The difference shows up when the ORDER BY column of the OVER clause is not unique. 
For example, many customers could place orders on the same date, but each order has a 
unique OrderID. If you used the OrderDate column instead of the OrderID, you will see 
ties in the results.  The ranking of the rows with ties will be the same.
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There is also a difference between RANK and DENSE_RANK. The RANK function returns 
the rank of the current row compared to all the rows of the partition. The DENSE_RANK 
function returns the unique rank of the current row in the partition. RANK says how many 
rows before the current one, and DENSE_RANK says how many different values come before 
the current value. Another way to think about this is that DENSE_RANK doesn’t waste any 
numbers, while RANK skips numbers.

The syntax of these two functions looks a lot like the syntax of ROW_NUMBER:
 
RANK() OVER([PARTITION BY <col1>[,<col2>,...<n>]] ORDER BY <col3>[,<col4>])
DENSE_RANK() OVER([PARTITION BY <col1>[,<col2>,...<n>]]  
ORDER BY <col3>[,<col4>])
 

Listing 2-4 compares ROW_NUMBER to RANK and DENSE_RANK.

Listing 2-4. Using RANK and DENSE_RANK

--2-4.1 Using RANK and DENSE_RANK
SELECT CustomerID, OrderDate,
    ROW_NUMBER() OVER(ORDER BY OrderDate) AS RowNumber,
    RANK() OVER(ORDER BY OrderDate) AS [Rank],
    DENSE_RANK() OVER(ORDER BY OrderDate) AS DenseRank
FROM Sales.SalesOrderHeader
WHERE CustomerID IN (11330, 29676);
 

Figure 2-4 shows the partial results. The query has been filtered to return two 
customers who have placed multiple orders on the same date, and the ORDER BY column 
in each OVER clause is OrderDate. The row numbers are unique and sequential, just as 
expected. Notice that the Rank values of the third and fourth row are both 3. Both of those 
rows have the OrderDate of 2013-07-31, a tie. This is the third highest OrderDate in the set 
of rows. On row 5, the Rank “catches up” with the RowNumber value, 5. The date 2013-08-09 
in the fifth row is the fifth highest OrderDate in the set.

Figure 2-4. Partial results comparing ROW_NUMBER, RANK, and DENSE_RANK
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The DenseRank values for rows 3 and 4 are also both 3. Notice that the DenseRank for 
row 5 is 4, however. The date 2013-08-09 is the fourth highest distinct OrderDate in the set.

The ROW_NUMBER, RANK, and DENSE_RANK functions assign a number to each row. Now 
you will learn about a different type of ranking function, NTILE.

Dividing Data with NTILE
The NTILE function is considered to be a ranking function, but with a twist. The numbers 
applied are used to divide the results into equal buckets. You must specify how many 
buckets are needed and an ORDER BY expression is required in the OVER clause. Here is the 
syntax for NTILE:
 
NTILE(<buckets>) OVER([PARTITION BY <col1>[,<col2>,...<n>]]  
ORDER BY <col3>[,<col4>])
 

Within the parentheses after the word NTILE, supply the number of buckets. The 
PARTITION BY is optional, and the ORDER BY is required. Listing 2-5 shows an example 
that divides the months into four buckets depending on the sales of 2013.

Listing 2-5. Using NTILE

--2.5.1 Using NTILE
WITH Orders AS (
    SELECT MONTH(OrderDate) AS OrderMonth,
        FORMAT(SUM(TotalDue),'C') AS Sales
    FROM Sales.SalesOrderHeader
    WHERE OrderDate >= '2013/01/01' and OrderDate < '2014/01/01'
        GROUP BY MONTH(OrderDate))
SELECT OrderMonth, Sales, NTILE(4) OVER(ORDER BY Sales) AS Bucket
FROM Orders;
 

Figure 2-5 shows the results. The query aggregates the sales from 2013 into months 
inside a CTE called Orders. In the outer query, the NTILE function is applied. The bucket 
that each month falls into depends on the sales for that month. Bucket #1 contains the 
three months with the lowest sales. Bucket #4 contains the three months with the highest 
sales.
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In this example, using four buckets, the data divided up evenly into the buckets. 
Sometimes the rows are not evenly divided by the bucket number. When there is one 
extra row after dividing, bucket #1 will get an extra row. When there are two extra rows 
after dividing, buckets #1 and #2 will get an extra row. Listing 2-6 demonstrates this.

Listing 2-6. Using NTILE with Uneven Buckets

--2.6.1 Using NTILE with uneven buckets
WITH Orders AS (
    SELECT MONTH(OrderDate) AS OrderMonth, FORMAT(SUM(TotalDue),'C')
        AS Sales
    FROM Sales.SalesOrderHeader
    WHERE OrderDate >= '2013/01/01' and OrderDate < '2014/01/01'
    GROUP BY MONTH(OrderDate))
SELECT OrderMonth, Sales, NTILE(5) OVER(ORDER BY Sales) AS Bucket
FROM Orders;
 

This query returns five buckets. Twelve divided by five is two with a remainder of 
two. If you take a look at the results shown in Figure 2-6, you will see that buckets #1 and 
#2 each have an extra row. The other buckets each have two rows.

Figure 2-5. Using NTILE
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You have seen many examples explaining how to use the ranking functions in 
this chapter, but you have not seen many practical examples. The next section will 
demonstrate some real-world problems that can be solved with these functions.

Solving Queries with Ranking Functions
Over the past ten years, I have found more and more reasons to use the ranking functions 
when writing queries. I believe they have helped me learn to think in a set-based manner. 
When I am faced with a challenging query, I often just add a row number to see if I can 
find any patterns. 

Deduplicating Data
There is always more than one way to solve a problem, and deduplicating data is a good 
example. The traditional approach involves storing the distinct rows in a temp table. Then 
you can truncate the original table and insert the rows back in from the temp table. There 
could be a situation in which you cannot empty the original table, and must selectively 
delete the extra rows. You can solve this problem using a row number. Listing 2-7 creates 
a table with duplicate rows.

Figure 2-6. The results of NTILE with uneven buckets
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Listing 2-7. Creating a Table with Duplicate Rows

--2-7.1 Create a table that will hold duplicate rows
CREATE TABLE #dupes(Col1 INT, Col2 CHAR(1));
 
--2-7.2 Insert some rows
INSERT INTO #dupes(Col1, Col2)
VALUES (1,'a'),(1,'a'),(2,'b'),
    (3,'c'),(4,'d'),(4,'d'),(5,'e');
 
--2-7.3
SELECT Col1, Col2
FROM #dupes;
 

Figure 2-7 shows the results. You can see that several rows are duplicates.

Figure 2-7. The table with duplicate rows

Listing 2-8 contains a script to remove the duplicates. To better understand how this 
works, it is broken down into several steps. Be sure to run this code in the same query 
window as Listing 2-7 so that the temp table is in place.

Listing 2-8. Removing the Duplicate Rows

--2-8.1 Add ROW_NUMBER and Partition by all of the columns
SELECT Col1, Col2,
    ROW_NUMBER() OVER(PARTITION BY Col1, Col2 ORDER BY Col1) AS RowNumber
FROM #dupes;
 
--2-8.2 Delete the rows with RowNumber > 1
WITH Dupes AS (
    SELECT Col1, Col2,
        ROW_NUMBER() OVER(PARTITION BY Col1, Col2 ORDER BY Col1)  
            AS RowNumber
    FROM #dupes)
DELETE Dupes WHERE RowNumber > 1;
 
--2-8.3 The results
SELECT Col1, Col2
FROM #dupes;
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Figure 2-8 shows the results of running this script. A ROW_NUMBER function is added to 
Query 1. To get the row numbers to start over for each unique row, partition by all of the 
columns in the table. This table has only two columns, but if it had more, they would all be 
listed in the PARTITION BY expression. Since the row numbers start over for each unique 
row, it is easy to see the rows to delete: they all have row numbers greater than 1. Statement 
2 deletes those rows. Because you cannot add the ROW_NUMBER function to the WHERE clause, 
the logic is separated by adding the row number in a CTE. The duplicates are deleted 
directly from the CTE. Finally, Query 3 demonstrates that the duplicates are gone.

Figure 2-8. Removing duplicate rows

Finding the First N Rows of Every Group
I first thought about this problem during a technical interview. The potential customer 
wanted to know how I would find the first four orders of every month within a particular 
year. One method of solving it involves using CROSS APPLY and TOP. The solution that is 
easiest to write uses ROW_NUMBER. Listing 2-9 shows both methods.

Listing 2-9. Finding the First Four Orders of Each Month

--2-9.1 Using CROSS APPLY to find the first four orders
WITH Months AS (
    SELECT MONTH(OrderDate) AS OrderMonth
    FROM Sales.SalesOrderHeader
    WHERE OrderDate >= '2013-01-01' AND OrderDate < '2014-01-01'
    GROUP BY MONTH(OrderDate))
SELECT OrderMonth, CA.OrderDate, CA.SalesOrderID, CA.TotalDue
FROM Months
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CROSS APPLY (
    SELECT TOP(4) SalesOrderID, OrderDate, TotalDue
    FROM Sales.SalesOrderHeader AS IQ
    WHERE OrderDate >= '2013-01-01' AND OrderDate < '2014-01-01'
        AND MONTH(IQ.OrderDate) =MONTHS.OrderMonth
    ORDER BY SalesOrderID) AS CA
ORDER BY OrderMonth, SalesOrderID;
 
--2-9.2 Use ROW_NUMBER to find the first four orders
WITH Orders AS (
    SELECT  MONTH(OrderDate) AS OrderMonth, OrderDate,  
        SalesOrderID, TotalDue,
        ROW_NUMBER() OVER(PARTITION BY MONTH(OrderDate)  
            ORDER BY SalesOrderID) AS RowNumber
    FROM Sales.SalesOrderHeader
    WHERE OrderDate >= '2013-01-01' AND OrderDate < '2014-01-01')
SELECT OrderMonth, OrderDate, SalesOrderID, TotalDue
FROM Orders
WHERE RowNumber <= 4
ORDER BY OrderMonth, SalesOrderID;
 

Figure 2-9 shows the partial results, the rows for January and February. Query 1 is 
complex. In my opinion, it is not easy to figure out. The CTE creates a list of months for 
sales year 2013. The outer query joins the Months CTE to an inner query using CROSS 
APPLY. In order to pull back the first four rows for each row of the outer query, TOP is used. 
CROSS APPLY must be used in this case because using a derived table will just pull back a 
total of four rows, not four rows for each month.
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Query 2 uses ROW_NUMBER to accomplish the same thing. The CTE contains all of the 
expressions needed in the results plus a row number. The row number is partitioned by 
month, so that the numbers start over for each month. The outer query simply retrieves 
the data from the CTE and filters on the row number.

Solving the Islands Problem
The islands-and-gaps problem is a classic. Imagine that you have sequential ID numbers 
in your data, and some of those ID numbers are missing. Your job is to find the groups 
of ID numbers without gaps. Those are the islands. You can use the one of the ranking 
functions to solve this problem. You will learn how to find the gaps, the missing numbers, 
in Chapter 7.

Take a look at this series of numbers: 101, 102, 103, 106, 108, 108, 109, 110, 111, 112, 
112, 114, 115, 118, and 119. The islands in the series are 101-103, 106, 108-112, 114-115, 
and 118-119. Listing 2-10 creates a table and populates it with these values.

Figure 2-9. Partial results of returning the first four sales of each month
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Listing 2-10. Creating the Table with Islands

--2-10.1 Create the #Islands table
CREATE TABLE #Islands(ID INT NOT NULL ) ;
 
--2-10.2 Populate the #Islands table
INSERT INTO #Islands(ID)
VALUES(101),(102),(103),(106),(108),(108),(109),(110),(111),(112),(112),
    (114),(115),(118),(119);
 
--2-10.3 View the data
SELECT ID
FROM #Islands;
 

Because this data has duplicates in the ID column, the solution uses the DENSE_RANK 
function. If the values were unique, you could use ROW_NUMBER. Listing 2-11 has the 
solution.

Listing 2-11. The Solution to the Islands Problem

--2-11.1 Add ROW_NUMBER to the data
SELECT ID, ROW_NUMBER() OVER(ORDER BY ID) AS RowNum
FROM #Islands;
 
--2-11.2 Subtract the RowNum from the ID
SELECT ID, ROW_NUMBER() OVER(ORDER BY ID) AS RowNum,
    ID - ROW_NUMBER() OVER(ORDER BY ID) AS Diff
FROM #Islands;
 
--2-11.3 Change to DENSE_RANK since there are duplicates
SELECT ID, DENSE_RANK() OVER(ORDER BY ID) AS DenseRank,
    ID - DENSE_RANK() OVER(ORDER BY ID) AS Diff
FROM #Islands;
 
--2-11.4 The complete Islands solution
WITH Islands AS (
    SELECT ID, DENSE_RANK() OVER(ORDER BY ID) AS DenseRank,
        ID - DENSE_RANK() OVER(ORDER BY ID) AS Diff
    FROM #Islands)
SELECT MIN(ID) AS IslandStart, MAX(ID) AS IslandEnd
FROM Islands
GROUP BY Diff;
 

To save space, Figure 2-10 contains just the results of the complete solution found in 
Query 4. Query 1 adds a row number to the data. If you look at the results of this query, 
you will see a pattern beginning to emerge. The difference between the numbers of the 
first island and the row number is 100. The second island, just the number 106, has a 
difference of 101 from the row number. Query 2 adds an expression that subtracts the row 
number from the value to take advantage of this pattern.
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If you look a bit further, you will see a problem. There are two rows with value 108. 
One has a difference of 103 and one has a difference of 102. Instead of using ROW_NUMBER, 
switch to DENSE_RANK as in Query 3. The RANK function will not work because the numbers 
revert back to the ROW_NUMBER values after a tie. You need an ever increasing difference 
here, so DENSE_RANK is the correct choice.

The final step is to group on the difference. Since you cannot group on a window 
function, the entire solution so far is placed in a CTE in Query 4. The outer query groups by 
the difference. Then, by using the MIN and MAX functions, the islands in the data are found.

Solving the Bonus Problem
This example is one that I have used over the years to explain how to use the NTILE 
function. Imagine that you are a manager with a team of salespeople. You have bonus 
money to give out and want to divide the money based on how much each person has 
sold. Listing 2-12 shows how to solve this problem using NTILE.

Listing 2-12. Solving the Bonus Problem

--2-12.1 Using NTILE to assign bonuses
WITH Sales AS (
    SELECT SP.FirstName, SP.LastName,
        SUM(SOH.TotalDue) AS TotalSales
    FROM [Sales].[vSalesPerson] SP
    JOIN Sales.SalesOrderHeader SOH  
            ON SP.BusinessEntityID = SOH.SalesPersonID
    WHERE SOH.OrderDate >= '2011-01-01' AND SOH.OrderDate < '2012-01-01'
    GROUP BY FirstName, LastName)
SELECT FirstName, LastName, TotalSales,
    NTILE(4) OVER(ORDER BY TotalSales) * 1000 AS Bonus
FROM Sales;
 

Figure 2-11 shows the results. This query filters for just one year, 2011. The data is 
aggregated, and sum of TotalSales is calculated for each person inside a CTE called 
Sales. In the outer query, the NTILE function divides the rows into four buckets. By 
multiplying the bucket number by 1000, the bonus is returned. The salespeople with the 
lowest sales get the smaller bonus.

Figure 2-10. The islands
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Figure 2-11. The results of the bonus problem

Summary
The ranking functions, ROW_NUMBER, RANK, DENSE_RANK, NTILE, are the most basic of all the  
window functions. The ranking functions add a number to each row of the results. The 
ORDER BY expression of the OVER clause is required, and, depending on the situation, 
you may also want to add PARTITION BY. These functions are usually not the solution in 
themselves, but often form the basis of a more complex solution.

When faced with a tricky query, you may want to add a row number to look for 
patterns or relationships between the rows. Then use those patterns and relationships to 
figure out the solution.

Chapter 3 covers window aggregates, which allow you to add functions like SUM or 
AVG to a query without turning the query into an aggregate query. You won’t need GROUP 
BY, and you won’t lose any detail.
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CHAPTER 3

Summarizing with Window 
Aggregates

One big difference between using window functions and aggregate queries is that you 
lose the details with aggregate queries. Starting with SQL Server 2005, you can eliminate 
that restriction by adding the OVER clause. By adding OVER, you may also eliminate the 
GROUP BY and HAVING clauses.

In this chapter, you will learn how to use window aggregate functions to easily add 
aggregate functions to non-aggregate queries. You will finish up the chapter by taking a 
look at some real-world problems.

Using Window Aggregates
Window aggregates are those favorite aggregate functions that you use every day, like 
SUM and AVG, with the addition of the OVER clause. So far you have seen the OVER clause 
used with LAG and the ranking functions. In those situations, an ORDER BY component 
is required. The ORDER BY component is not supported with SQL Server 2005’s window 
aggregate functionality. Chapter 5 covers a 2012 enhancement that does use ORDER BY, 
but you must learn about the 2005 feature first.

Although the ORDER BY component is not supported in the OVER clause, all window 
functions support PARTITION BY, and window aggregates are no exception. When leaving 
out PARTITION BY, you will have an empty OVER clause, and the function is applied to 
the entire set of results, for example, a grand total. When including PARTITION BY, the 
function is applied to the individual partitions, for example, subtotals. Here is the syntax:
 
<AggregateFunction>(<col1>) OVER([PARTITION BY <col2>[,<col3>,...<colN>])
 

The built-in aggregate functions that may be used as a window aggregate are listed  
in Table 3-1.
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The examples in this chapter will focus on the commonly used functions AVG, SUM, 
MIN, MAX, and COUNT. Listing 3-1 shows some examples of window aggregates.

Listing 3-1. Using Window Aggregates

--3.1.1 Window aggregate examples
SELECT CustomerID, SalesOrderID,
    FORMAT(MIN(OrderDate) OVER(),'yyyy-MM-dd') AS FirstOrderDate,
    FORMAT(MAX(OrderDate) OVER(),'yyyy-MM-dd') AS LastOrderDate,
    COUNT(*) OVER() OrderCount,
    FORMAT(SUM(TotalDue) OVER(),'C') TotalAmount
FROM Sales.SalesOrderHeader
ORDER BY CustomerID, SalesOrderID;
 
--3.1.2 Use PARTITION BY
SELECT CustomerID, SalesOrderID,
    FORMAT(MIN(OrderDate) OVER(PARTITION BY CustomerID),'yyyy-MM-dd')
        AS FirstOrderDate,
    FORMAT(MAX(OrderDate) OVER(PARTITION BY CustomerID) ,'yyyy-MM-dd')
        AS LastOrderDate,

Table 3-1. The List of Window Aggregate Functions

Aggregate Function Definition

AVG Calculates the average over the group.

CHECKSUM_AGG Calculates the checksum over the group. This is often used to 
detect changes in the data.

COUNT Used to get a count of the rows or a count of non-null values 
of a column.

COUNT_BIG Works like COUNT, but returns a big integer.

MAX Returns the highest value in the set.

MIN Returns the lowest value in the set.

STDEV Calculates the standard deviation over the group.

STDEVP Calculates the standard deviation for the population over  
the group.

SUM Adds up the values over the group.

VAR Returns the statistical variance over the group.

VARP Returns the statistical variance for the population over  
the group.
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    COUNT(*) OVER(PARTITION BY CustomerID) OrderCount,
    FORMAT(SUM(TotalDue) OVER(PARTITION BY CustomerID),'C') AS TotalAmount
FROM Sales.SalesOrderHeader
ORDER BY CustomerID, SalesOrderID;
 

Figure 3-1 shows the partial results. The first thing to notice about the examples 
is that there is no GROUP BY clause in either of the queries. Adding a window aggregate 
expression to an otherwise non-aggregate query does not change the query to an 
aggregate query. These queries show details of each row along with summary values. 
Another thing to notice is that the window aggregate functions are nested inside the 
FORMAT function. The window functions may also operate on columns, more complex 
expressions, or subqueries just like regular aggregate functions. If you are not familiar 
with the FORMAT function, it was added with SQL Server 2012 along with several other 
functions I like to call the “easy functions.”

Figure 3-1. Partial results of using window aggregates

Query 1 uses the empty OVER clause. This means that the calculation is performed 
over the entire set of results. The FirstOrderDate is the earliest OrderDate in the data. 
The TotalAmount is the grand total of all rows. Query 2 includes a PARTITION BY on 
CustomerID in each OVER clause. Notice in the results that the values for Query 2 are 
specific for each customer.

In the previous example, the OVER clause was identical within each query. You may 
have different OVER clauses within a query. Listing 3-2 has two window functions with 
different OVER clauses. 
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Listing 3-2. Using Different OVER Clauses

--3.2.1 Use different OVER clauses
SELECT CustomerID, SalesOrderID, FORMAT(TotalDue,'c') AS TotalDue,
     FORMAT(SUM(TotalDue) OVER(PARTITION BY CustomerID),'c')  

AS CustomerSales,
    FORMAT(SUM(TotalDue) OVER(),'c') AS TotalSales
FROM Sales.SalesOrderHeader
WHERE OrderDate >= '2013-01-01' AND OrderDate < '2014-01-01'
ORDER BY CustomerID, SalesOrderID;
 

Figure 3-2 shows the partial results. This query returns the total for each customer 
and the overall total. Notice that the window aggregates are nested in another function.

Figure 3-2. The partial results of using different OVER clauses 

You can see that it is easy to add a window aggregate function to any non-aggregate 
query. Follow the rules on data types; for example, you can’t calculate a sum on character 
data. The PARTITION BY expression, if needed, can be a column, a more complex 
expression, or even a subquery.

A very nonintuitive use of window aggregates is using them within an aggregate query.

Adding Window Aggregates to Aggregate Queries
The first time I added a window aggregate to an aggregate query, I was surprised that it 
didn’t work and more surprised at the error message. Listing 3-3 shows an example.

Listing 3-3. Adding a Window Aggregate to an Aggregate Query

--3-3.1 Add a window aggregate to an aggregate query
SELECT CustomerID, SUM(TotalDue) AS CustomerTotal,
    SUM(TotalDue) OVER() AS GrandTotal
FROM Sales.SalesOrderHeader
GROUP BY CustomerID;
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Figure 3-3 shows the error message.

Figure 3-3. The error message from adding a window aggregate to an aggregate query

Obviously, the TotalDue column is contained in an aggregate expression, and adding 
it to the GROUP BY is certainly not the solution. To understand what is going on here, you 
have to think about the window that the window aggregate is operating on. The set of 
rows in the window is created from the GROUP BY operation. The window contains any 
expression listed in the GROUP BY clause plus any aggregate expressions. Any expression 
contained in any part of a window function must follow the same rules as the SELECT list. 
This means that adding CustomerID as the operand of the function or as a PARTITION BY 
is fine because CustomerID is part of the GROUP BY. To use TotalDue in any role of the 
window aggregate expression, it must be aggregated first. Listing 3-4 shows the correct 
solution.

Listing 3-4. How to Add a Window Aggregate to an Aggregate Query

--3-4.1 How to add a window aggregate to an aggregate query
SELECT CustomerID, SUM(TotalDue) AS CustomerTotal,
    SUM(SUM(TotalDue)) OVER() AS GrandTotal
FROM Sales.SalesOrderHeader
GROUP BY CustomerID;
 

The syntax may look unusual, but the window function must be applied to the  
sum of TotalDue, not just TotalDue. Figure 3-4 shows the partial results and proves that 
this works.
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Figure 3-4. Partial results of adding a window aggregate to an aggregate query

Listing 3-5 is another interesting example involving multiple expressions in the 
GROUP BY clause.

Listing 3-5. Adding a Window Aggregate to a Query with Multiple Expressions in the 
GROUP BY Clause

--3-5.1 Window aggregate to multiple group by
SELECT YEAR(OrderDate) AS OrderYear,
    CustomerID, SUM(TotalDue) AS CustTotalForYear,
    SUM(SUM(TotalDue)) OVER(PARTITION BY CustomerID) AS CustomerTotal
FROM Sales.SalesOrderHeader
GROUP BY CustomerID, YEAR(OrderDate)
ORDER BY CustomerID, OrderYear;
 

The partial results are shown in Figure 3-5. The GROUP BY clause lists the column 
CustomerID and the expression YEAR(OrderDate). The default window contains one row 
for each customer per year. The partition could be the entire set of results, partitioned by 
CustomerID, or partitioned by YEAR(OrderYear).
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You start out with the filtered rows. After grouping, the list of columns available is 
restricted by the GROUP BY. This is the default window; you can partition it, but you cannot 
include anything outside it.

The rules for adding a window aggregate to an aggregate query apply to all of the 
window functions. Always keep in mind that the GROUP BY and HAVING clauses operate 
first. The results of the FROM, WHERE, GROUP BY, and HAVING clauses determine the rows 
and columns in the base window and the granularity. Any column used anywhere in the 
window function must be one of the GROUP BY columns or aggregated inside the window 
function.

There is another way around this. Do the first aggregation in a CTE. Then, in the 
outer query, apply the window function.

Using Window Aggregates to Solve Common 
Queries
It is very easy to add a window aggregate to a complex non-aggregated query. To do the 
same thing with other methods could double the size of the query.

The Percent of Sales Problem
This particular example can be applied to many situations. You can perform a calculation, 
such as a percentage, using a window aggregate. Listing 3-6 demonstrates how to display 
the details along with a percent of sales. 

Figure 3-5. Using a window aggregate with multiple GROUP BY expressions
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Listing 3-6. Using a Window Function to Display Percent of Sales

--3-6.1 Calculate the percent of sales
SELECT P.ProductID,
    FORMAT(SUM(OrderQty * UnitPrice),'C') AS ProductSales,
    FORMAT(SUM(SUM(OrderQty * UnitPrice)) OVER(),'C') AS TotalSales,
    FORMAT(SUM(OrderQty * UnitPrice)/
        SUM(SUM(OrderQty * UnitPrice)) OVER(), 'P') AS PercentOfSales
FROM Sales.SalesOrderDetail AS SOD
JOIN Production.Product AS P ON SOD.ProductID = P.ProductID
JOIN Production.ProductSubcategory AS SUB ON P.ProductSubcategoryID  
    = SUB.ProductSubcategoryID
JOIN Production.ProductCategory AS CAT ON SUB.ProductCategoryID  
    = CAT.ProductCategoryID
WHERE CAT.Name = 'Bikes'
GROUP BY P.ProductID
ORDER BY PercentOfSales DESC;
 

Figure 3-6 shows the partial results. This is an aggregate query, so the columns used 
in any role inside the window aggregate must be a GROUP BY column or aggregated. The 
empty OVER clause is used to calculate TotalSales. The sum by ProductID is divided by 
the sales over the entire result set and formatted to give the percentage of sales for each 
bike model.

Figure 3-6. The percent of sales by ProductID
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The Partitioned Table Problem
One of my favorite examples involves looking at the metadata of table partitions. Table 
partitions have nothing to do with PARTITION BY; it’s an Enterprise-level feature that 
makes data management easier. Since no tables in the AdventureWorks database are 
partitioned, run Listing 3-7 to create a partitioned table. You must have either the 
Enterprise or Developer Edition to run this script.

Listing 3-7. Creating a Partitioned Table

--3-7.1 Create the partition function
CREATE PARTITION FUNCTION testFunction (DATE)
AS RANGE RIGHT
FOR VALUES ('2011-01-01','2012-01-01','2013-01-01','2014-01-01');
GO
 
--3-7.2 Create the partition scheme
CREATE PARTITION SCHEME testScheme
AS PARTITION testFunction ALL TO ('Primary');
GO
 
--3-7.3 Create a partitioned table
CREATE TABLE dbo.Orders(CustomerID INT, SalesOrderID INT,
    OrderDate DATE, TotalDue MONEY)
ON testScheme(OrderDate);
GO
 
--3-7.4 Populate the table
INSERT INTO dbo.Orders(customerID, SalesOrderID,
    OrderDate, TotalDue)
SELECT CustomerID, SalesOrderID,
    OrderDate, TotalDue
FROM Sales.SalesOrderHeader;
GO
 
--3-7.5 Create another partitioned table
CREATE TABLE dbo.Customer (CustomerID INT, ModifiedDate DATE)
ON testScheme(ModifiedDate);
GO
 
--3-7.6 Populate the table
INSERT INTO dbo.Customer(CustomerID, ModifiedDate)
SELECT CustomerID, ModifiedDate
FROM Sales.Customer;
 

My colleague sent me a query and asked for some help. He wanted to see what 
percentage of rows was found in each partition per table. Listing 3-8 shows the query and 
the solution.
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Listing 3-8. The Table Partition Question and Solution

--3-8.1 Find the percent of rows by table
SELECT OBJECT_NAME(p.OBJECT_ID) TableName,
    ps.partition_number, ps.Row_count,
    --My solution starts here
    FORMAT(ps.row_count * 1.0 /   
        SUM(ps.row_count) OVER(PARTITION BY p.OBJECT_ID),'p')
        As PercentOfRows                     
    --and ends here
FROM sys.data_spaces  d
JOIN sys.indexes i
JOIN (SELECT DISTINCT OBJECT_ID
      FROM sys.partitions
      WHERE partition_number > 1) p
ON i.OBJECT_ID = p.OBJECT_ID
ON d.data_space_id = i.data_space_id
JOIN sys.dm_db_partition_stats ps
ON i.OBJECT_ID = ps.OBJECT_ID and i.index_id = ps.index_id
WHERE i.index_id < 2;
 

Figure 3-7 shows the results. The original query sent to me contained all of the 
columns in the results except for the PercentOfRows column. Hopefully, you agree that 
the original query is complex. To get the desired solution, the Row_count column is 
divided by the sum of the Row_count partitioned by OBJECT_ID, which is specific to each 
table. The answer is also multiplied by 1.0 to eliminate integer division. It has also been 
formatted for readability. To accomplish the same thing using older methods would be 
more difficult to write.

Figure 3-7. The solution to the table partition problem



CHAPTER 3 ■ SUMMARIZING WITH WINDOW AGGREGATES

43

To clean up the database objects created in this section, run Listing 3-9. 

Listing 3-9. Cleaning Up Database Objects

--3-9 Drop objects created in this section
DROP TABLE dbo.Customer;
DROP TABLE dbo.Orders;
DROP PARTITION SCHEME testScheme;
DROP PARTITION FUNCTION testFunction;
 

Whenever you need to use one of the aggregate functions to summarize at a different 
level than the query’s results, think about using a window aggregate.

Creating Custom Window Aggregate Functions
Starting with SQL Server 2005, you can create custom aggregate functions with a .NET 
language using CLR (Common Language Runtime) integration. Surprisingly, these 
functions also work as window aggregate functions. Creating a C# DLL is beyond the scope 
of this book, but the code download for this chapter includes a C# program for such a 
function. If you would like to learn how to create your own custom function, you can use 
this project as a model. For more information on creating the custom aggregates, read this 
MSDN article: http://msdn.microsoft.com/en-us/library/91e6taax(v=vs.90).aspx.

The project contains a DLL file in the chapter’s code folder. Copy this file to a 
location that SQL Server can see. I have created a folder for the project in the C:\ drive. 
You will need to modify the command in Listing 3-10 if you have copied the file to a 
different location. CLR integration must be enabled as well, so be sure to do this on a 
local instance of SQL Server, or at least an instance where you are allowed to change this 
setting. Run Listing 3-10 to set up the custom window aggregate function.

Listing 3-10. Setting Up a Custom Window Aggregate Function

--3-10.1 Enable CRL
EXEC sp_configure 'clr_enabled', 1;
GO
RECONFIGURE;
GO
 
--3-10.2 Register the DLL
CREATE ASSEMBLY CustomAggregate FROM
 'C:\Custom\CustomAggregate.dll' WITH PERMISSION_SET = SAFE;
GO
 
--3-10.3 Create the function
CREATE Aggregate Median (@Value INT) RETURNS INT
EXTERNAL NAME CustomAggregate.Median;
GO
 

http://msdn.microsoft.com/en-us/library/91e6taax(v=vs.90).aspx
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--3-10.4 Test the function
WITH Orders AS (
    SELECT CustomerID, SUM(OrderQty) AS OrderQty, SOH.SalesOrderID
    FROM Sales.SalesOrderHeader AS SOH
    JOIN Sales.SalesOrderDetail AS SOD
        ON SOH.SalesOrderID = SOD.SalesOrderDetailID
    GROUP BY CustomerID, SOH.SalesOrderID)
SELECT CustomerID, OrderQty, dbo.Median(OrderQty) OVER(PARTITION BY 
CustomerID) AS Median
FROM Orders
WHERE CustomerID IN (13011, 13012, 13019);
 

Statement 1 turns on CLR integration for the server. Statements 2 and 3 enable the 
new custom function. Query 4 tests the new function, which is called MEDIAN. Figure 3-8  
shows the results of using the MEDIAN function. The median returns the middle value 
when the number of values is odd. It returns the average of the two middle values when 
the number of values is even. Customer 13019 has two orders. The median is 6, halfway 
between 2 and 10.

Figure 3-8. Using the MEDIAN function
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If you wish to remove the function and turn off CLR integration, run Listing 3-11.

Listing 3-11. Cleaning Up the Database

--3-11.1 Drop the objects
DROP AGGREGATE Median;
DROP ASSEMBLY CustomAggregate;
GO
 
--3-11.2 Reset CLR integration to the default
EXEC sp_configure 'clr_enabled', 0;
GO
RECONFIGURE;

Summary
Window aggregates make it very easy to add summary calculations to a non-aggregate 
query. This is very handy when you need to compare the details to an overall total or 
produce subtotals. While it is easy to use, be sure to pay attention to performance, since 
it may not always be the best solution. If you are really inspired, you can create your own 
custom window aggregate function.

You now understand how to use all of the window function features released with 
SQL Server 2005. Before moving on to the 2012 functionality, Chapter 4 teaches you what 
you need to know about performance tuning these queries.
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CHAPTER 4

Tuning for Better 
Performance

You have learned how to use the window function features of SQL Server 2005: ranking 
functions and window aggregates. Often, queries using window functions have better 
performance than using older methods such as self-joins and cursors. There are, 
however, some things you need to know to make sure your queries run as fast as possible 
when you use window functions.

In this chapter, you will learn what to look for in execution plans and how to create 
an index to help any query with a window function.

Using Execution Plans
Graphical execution plans make tuning T-SQL queries easier. You can compare the 
performance of multiple queries and look for bottlenecks within a query. If graphical 
execution plans are new to you, you may want to read SQL Server Performance Tuning 
by Grant Fritchey (Apress, 2014) or just follow along and see what you can learn. To turn 
on the actual execution plans for a query window, type CTRL + M. Be sure that the actual 
execution plan is toggled on for all examples in this chapter.

There is one execution operator that is specific for window functions; it is the 
Sequence Project operator, which is shown in Figure 4-1. This operator is nothing to worry 
about. It just means that the column for the computation has been added to the results. 
You’ll see it in the execution plans of many queries with some window functions, but not 
all. To see the plan, run Listing 4-1.

Figure 4-1. A an execution plan with a Sequence Project operator
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Listing 4-1. Seeing the Sequence Project Operator

--4-1.1 Query to produce Sequence Project
SELECT CustomerID, ROW_NUMBER() OVER(ORDER BY SalesOrderID) AS RowNumber
FROM Sales.SalesOrderHeader;
 

Another operator you will see with window function queries is the Segment operator, 
also shown in Figure 4-1 to the right of the Sequence Project operator. The Segment operator 
divides the input into segments. If there is no PARTITION BY expression, then the segment 
will be the entire result set. Otherwise, the segments will be divided by the PARTITION BY 
expressions. Again, the Segment operator is nothing to worry about.

The operator to watch out for, that you can do something about, is the Sort operator, 
shown in Figure 4-2. The Sort operator is found in many types of queries and is often the 
bottleneck in window function queries. To see the plan, run Listing 4-2.

Figure 4-2. An execution plan with the Sort operator

Figure 4-3. An execution plan with Table Spool operators

Listing 4-2. A Query with a Sort Operator

--4-2.1 A query to show the Sort operator
SELECT CustomerID, SalesOrderID,
    ROW_NUMBER() OVER(PARTITION BY CustomerID ORDER BY OrderDate) AS RowNumber
FROM Sales.SalesOrderHeader;
 

Notice that the Sort operator takes 80% of the resources used to run the query.  
You’ll learn how to create an index to eliminate the Sort later in the chapter.

There are two more operators to watch out for. You’ll learn more about one of them, 
the Window Spool operator, in Chapters 5 and 6. For now, take a look at the Table Spool 
operator shown in Figure 4-3. Run Listing 4-3 to generate the plan yourself.



CHAPTER 4 ■ TUNING FOR BETTER PERFORMANCE

49

Listing 4-3. A Query Containing Table Spool Operators

--4-3.1 A query with a Table Spool operator
SELECT CustomerID, SalesOrderID, SUM(TotalDue)
    OVER(PARTITION BY CustomerID) AS SubTotal
FROM Sales.SalesOrderHeader;
 

The Table Spool operator means that a work table is created in tempdb to help solve 
the query. You will see Table Spool operators with window aggregates and some other 
window functions you will learn about in later chapters. This worktable uses a lot of 
resources, including locks.

Using STATISTICS IO
Another very helpful tool for understanding query performance is STATISTICS IO. This 
setting will give you information about the pages read to run the query. The nice thing is 
that it doesn’t matter if other queries are running on the server or if the data is already in 
the cache. If the cache is warm, meaning the needed data is already in memory, the query 
will often run faster. The logical reads (the number of data pages read) returned will be 
consistent. That makes it a great tool for comparing two queries or figuring out if a new 
index has helped. I like to use both the execution plan and STATISTICS IO to make sure  
I understand what is going on.

Run Listing 4-4 to see how the queries from the previous section compare. While the 
queries do not produce the same results, it is still interesting to see the difference between 
them from a performance perspective.

Listing 4-4. Using STATISTICS IO

--4.4.0 Settings
SET STATISTICS IO ON;
SET NOCOUNT ON;
GO
 
--4-4.1 Query to produce Sequence Project
PRINT '4-4.1';
SELECT CustomerID, ROW_NUMBER() OVER(ORDER BY SalesOrderID) AS RowNumber
FROM Sales.SalesOrderHeader;
 
--4-4.2 A query to show the Sort operator
PRINT '4-4.2';
SELECT CustomerID, SalesOrderID,
    ROW_NUMBER() OVER(PARTITION BY CustomerID ORDER BY OrderDate) AS RowNumber
FROM Sales.SalesOrderHeader;
 

www.allitebooks.com
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--4-4.3 A query with a Table Spool operator
PRINT '4-4.3';
SELECT CustomerID, SalesOrderID, SUM(TotalDue) OVER(PARTITION BY CustomerID)
    AS SubTotal
FROM Sales.SalesOrderHeader;
 

Figure 4-4 shows the results from the Messages tab produced by the STATISTICS 
IO setting. The listing begins by turning on STATISTICS IO and turning off row counts. 
Before each query, a PRINT statement prints the query number so that you will know 
which information goes with which query.

Figure 4-4. The STATISTICS IO ouput from the queries

The most useful information comes from logical reads, which is the number of 
pages read. Query 1 and Query 2 each take 689 logical reads. That is actually the number 
of pages in the clustered index of the Sales.SalesOrderHeader table. If you look back 
at Figure 4-1, you will see that a clustered index scan was performed. Query 3 with a 
window aggregate takes 689 logical reads to scan the clustered index, but it also creates 
a worktable in tempdb. It uses 139,407 logical reads to perform the calculations using the 
worktable.

Using STATISTICS IO can be very beneficial in cases where the execution plans show 
identical costs, but the queries take a different amount of time to run. I always use both 
tools when I am tuning queries.

Understanding the Performance Implications of 
Window Aggregates
Most of the time, using window functions can make your query perform better, especially 
if your solution eliminates self-joins or cursors. Unfortunately, this is often not the case 
with the 2005 window aggregate functionality. It sometimes performs worse than other 
methods. To see the difference, look at the relative cost from the execution plan and the 
logical reads. Run Listing 4-5 to compare two methods of calculating subtotals.
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Listing 4-5. Comparing a Window Aggregate with a CTE 

--4-5.0 Settings
SET STATISTICS IO ON;
SET NOCOUNT ON;
GO
 
--4-5.1 CTE
PRINT '4-5.1 CTE';
WITH Totals AS (
    SELECT CustomerID, SUM(TotalDue) AS CustomerTotal
    FROM Sales.SalesOrderHeader
    GROUP BY CustomerID)
SELECT SOH.CustomerID, SalesOrderID, OrderDate, TotalDue, CustomerTotal
FROM Sales.SalesOrderHeader AS SOH
JOIN Totals ON SOH.CustomerID = Totals.CustomerID;
 
--4-5.1 The same results using a window aggregate
PRINT '4-5.2 The window aggregate';
SELECT CustomerID, SalesOrderID, OrderDate, TotalDue,
    SUM(TotalDue) OVER(PARTITION BY CustomerID) AS CustomerTotal
FROM Sales.SalesOrderHeader;
 

Figure 4-5 shows the STATISTICS IO information from the Messages tab. The CTE 
method used a total of 1,378 logical reads, which is double the number of pages in the 
clustered index. The window aggregate method used 689 logical reads to get the data 
from the table. It then used 139,407 logical reads in a worktable. The CTE method also 
uses a worktable, but it resides in memory and requires no I/O.

Figure 4-5. The STATISTICS IO for two methods

Without digging into the execution plans at this point, notice that the “Query cost 
(relative to the batch)” for Query 1 is 36% while the relative cost for Query 2 is 64%. Both 
tools indicate that the CTE method performs better. An interesting thing happens if you 
sort both queries, for example, by CustomerID and SalesOrderID. The performance of 
Query 1 drastically decreases so that the logical reads are the same as Query 2, and the 
execution plans report that the relative costs are also the same. 
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Does this mean you should never use window aggregates? Of course not, but in 
situations where you are tuning a query due to performance issues, you may want to use 
a CTE instead of a window aggregate. One nice thing that does help is that using multiple 
window aggregate expressions with identical OVER clauses does not add any additional 
overhead.

Indexing to Improve the Performance of Window 
Functions
Sorting is often the bottleneck in queries with window functions. You saw the Sort 
operator take 95% of the resources in the query from Listing 4-2. It is possible, by adding 
the correct index, to eliminate the sort and decrease the logical reads. The optimum index 
will sort correctly and cover the query. Of course, you can’t add an index for every query 
you write, but for queries where the performance is critical, you will know what to do.

Rerun the query from Listing 4-2, making sure the Actual Execution Plan setting is 
toggled on first. Click the Select operator and view the tooltip, as shown in Figure 4-6. You 
can see a Memory Grant of 4416 reserved as space for sorting and the Estimated Subtree 
Cost of 2.71698.

Figure 4-6. The SELECT tooltip
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Click the Sort operator and then press F4 to see the properties. The Order By 
property lists two columns. You can more easily see the column names by clicking the 
ellipsis in the Order By property. Figure 4-7 shows the information.

Figure 4-7. The Order By columns

The Sort operator is sorting by CustomerID and OrderDate. This makes sense 
because the PARTITION BY expression is CustomerID and the ORDER BY expression is 
OrderDate. The data had to be divided by the PARTITION BY column and then sorted by 
the ORDER BY column. Notice also in the figure that there are three Output List columns. 
If you dismiss the Order By window and look at the Output List window, you will see 
CustomerID, OrderDate, and SaleOrderID, the three columns used in the query. The 
candidate index will have CustomerID and OrderDate as the keys and SalesOrderID as an 
included column. In this case, SalesOrderID is not required since it is the cluster key of 
the table and it is already part of any nonclustered index.

Another thing to consider is existing indexes on the table. The table has a 
nonclustered index on CustomerID, IX_SalesOrderHeader_CustomerID. Instead of 
creating a new index, you can modify this one. Queries that previously used the old index 
can now use the new one. Run Listing 4-6 to drop the existing index and create a new one.

Listing 4-6. Modifying the Index

--4-6.1 Drop the existing index
DROP INDEX [IX_SalesOrderHeader_CustomerID] ON [Sales].[SalesOrderHeader];
GO
 
--4-6.2 Create a new index for the query
CREATE NONCLUSTERED INDEX [IX_SalesOrderHeader_CustomerID_OrderDate]
    ON [Sales].[SalesOrderHeader] ([CustomerID], [OrderDate]);
 

Now rerun the query from Listing 4-2. The new execution plan is shown in  
Figure 4-8.
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The first thing you should see is that the Sort operator is gone. Now the main cost of 
running the query is scanning the new nonclustered index. Figure 4-9 shows the SELECT 
tooltip.

Figure 4-9. The SELECT tooltip after the index change

Figure 4-8. The execution plan after the index change

The Memory Grant is no longer needed, and the Estimated Subtree Cost is just 
0.104003. That’s quite an improvement! In the case of a query with a WHERE clause, add 
the column to the index in the first position before the PARTITION BY and OVER columns. 
In the example above, it would make sense to create a new index instead of adding to the 
index starting with CustomerID so that existing queries that needed CustomerID as the 
first key would not be affected.
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An index designed this way works well to improve performance by removing the Sort 
operator for any single table window function query. Most queries, however, have more 
than one table. Listing 4-7 shows two ways to return the same results from a multi-table 
query. The queries have different execution plans. The outcome assumes that the index 
change from Listing 4-6 was made.

Listing 4-7. Window Functions with Joins

--4-7.1 query with a join
SELECT SOH.CustomerID, SOH.SalesOrderID, SOH.OrderDate, C.TerritoryID,
    ROW_NUMBER() OVER(PARTITION BY SOH.CustomerID ORDER BY SOH.OrderDate)
        AS RowNumber
FROM Sales.SalesOrderHeader AS SOH
JOIN Sales.Customer C ON SOH.CustomerID = C.CustomerID;
 
--4-7.2 Rearrange the query
WITH Sales AS (
    SELECT CustomerID, OrderDate, SalesOrderID,
        ROW_NUMBER() OVER(PARTITION BY CustomerID ORDER BY OrderDate)
            AS RowNumber
    FROM Sales.SalesOrderHeader)
SELECT Sales.CustomerID, SALES.SalesOrderID, Sales.OrderDate,  
    C.TerritoryID, Sales.RowNumber
FROM Sales
JOIN Sales.Customer AS C ON C.CustomerID = Sales.CustomerID;
 

Figure 4-10 shows the execution plans. Query 1 joins the rows from the Customer 
and SalesOrderHeader tables with a Merge Join since both indexes are sorted on 
CustomerID. Then the output is sorted by CustomerID and OrderDate and the row number 
is calculated. Query 2 moves the SalesOrderHeader table to a CTE and applies the row 
number there. You can see from the execution plan that the row number is applied before 
joining to the Customer table. You can also see that the Sort is gone and the relative cost is 
12%. In this case, by rearranging the query, the second query performed better. Both the 
PARTITION BY and ORDER BY columns are from the same query, but that is not always the 
case. Queries become complex very quickly, and you may not always be able to eliminate 
sorting. I have seen situations involving queries with several joined tables that had a 
stubborn Sort operator that I was not able to remove. Fortunately, the cost of sorting was 
usually small in comparison to other operators in the plan.
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Performing Time Comparisons
So far you have learned what to look for in the execution plan and STATISTICS IO. 
You have learned how to create an index to improve performance and why you should 
use caution with window aggregates. Your customer, however, will not care about the 
execution plan or the logical reads. Your customer only cares about how fast the query 
runs. Another setting called STATISTICS TIME can be used to measure how long a query 
takes to run. The problem with this information is that it is not consistent. For queries that 
run quickly, you really need to run the query multiple times and take an average. Other 
workloads on the server can affect the reported time, and whether or not the data is in the 
buffer will make a difference as well.

Another problem I have run into is populating the grid results in SSMS. It takes time 
to populate the grid, and this affects the time difference between two queries. When 
comparing two queries that each produce millions of rows, it is difficult to really see the 
difference. Listing 4-8 shows an example of using STATISTICS TIME.

Listing 4-8. Use STATISTICS TIME To Compare Two Queries

--4-8.0 Settings
SET STATISTICS IO OFF;
SET STATISTICS TIME ON;
SET NOCOUNT ON;
GO
 
--4-8.1 The join query
PRINT '4-8.1';
SELECT SOH.CustomerID, SOH.SalesOrderID, SOH.OrderDate, C.TerritoryID,
    ROW_NUMBER() OVER(PARTITION BY SOH.CustomerID ORDER BY SOH.OrderDate)
        AS RowNumber

Figure 4-10. The execution plans for a join
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FROM Sales.SalesOrderHeader AS SOH
JOIN Sales.Customer C ON SOH.CustomerID = C.CustomerID;
 
--4-8.2 The CTE
PRINT '4-8.2';
WITH Sales AS (
    SELECT CustomerID, OrderDate, SalesOrderID,
        ROW_NUMBER() OVER(PARTITION BY CustomerID ORDER BY OrderDate)
            AS RowNumber
    FROM Sales.SalesOrderHeader)
SELECT Sales.CustomerID, SALES.SalesOrderID, Sales.OrderDate,  
    C.TerritoryID, Sales.RowNumber
FROM Sales
JOIN Sales.Customer AS C ON C.CustomerID = Sales.CustomerID;
 

Figure 4-11 shows the messages tab scrolled down to the information specific 
to these queries. I ran the queries several times. Sometimes the first query ran faster; 
sometimes the second query ran faster. The results in the figure show Query 2 running 
slightly faster.

Figure 4-11. The STATISTICS TIME for two queries

You can also run a trace or use extended events to time queries. One solution I came 
up with for making time comparisons involves turning off the grid results and running the 
query many times within a loop. Turning off the grid results also turns off the messages, 
so you can’t see STATISTICS IO or STATISTICS TIME. To find out how long each batch 
took, I look at the time at the bottom right of the SSMS output window.
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To turn off the grid results, open the Options dialog from the Tools menu of SSMS. 
Expand Query Results. Expand SQL Server. Select Results to Grid. Check Discard results 
after execution and click OK. Figure 4-12 shows the Options dialog box.

Figure 4-12. Turning off grid results

You will need to close SSMS and restart it for the setting to go into effect. Now run 
Listing 4-9 to see how long it takes to run a query with a join and a window function.  
Be sure to note the run time at the bottom of the window when the script is done.

Listing 4-9. Timing the First Query

--4-9.0 Set up a loop
DECLARE @count INT = 0;
WHILE @count < 1000 BEGIN
    --4-9.1 The query
    SELECT SOH.CustomerID, SalesOrderID, OrderDate, c.TerritoryID,
    ROW_NUMBER() OVER(PARTITION BY soh.CustomerID ORDER BY OrderDate)
        AS RowNumber
    FROM Sales.SalesOrderHeader AS SOH
    JOIN Sales.Customer C ON SOH.CustomerID = C.CustomerID;
 
    SET @count += 1;
END;
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I ran the script multiple times. It took 39 to 45 seconds on my laptop to run  
Listing 4-9. Now run Listing 4-10. Again, note the time to run the script and make sure to 
delete Listing 4-9 or run the script in a second window.

Listing 4-10. Timing the Second Query

--4-10.0 Set up a loop
DECLARE @count INT = 0;
WHILE @count < 1000 BEGIN
 
    --4-10.1 The query
    WITH Sales AS (
        SELECT CustomerID, OrderDate, SalesOrderID,
            ROW_NUMBER() OVER(PARTITION BY CustomerID ORDER BY OrderDate)
                AS RowNumber
        FROM Sales.SalesOrderHeader)
    SELECT Sales.CustomerID, SALES.SalesOrderID, Sales.OrderDate, C.TerritoryID,
        Sales.RowNumber
    FROM Sales
    JOIN Sales.Customer AS C ON C.CustomerID = Sales.CustomerID;
 
    SET @count += 1;
END;
 

After running Listing 4-10 several times, it consistently ran at 26 seconds. For testing 
queries returning millions of rows, turning off the grid results is a useful technique. In this 
case, you may need to just run each query once to see the difference. To make sure that 
you are not comparing a warm cache to a cold one, clear the cache before running each 
query with DBCC DROPCLEANBUFFERS. Don’t run this command on a production server, 
however!

If you wish to return the database back to its normal state, run Listing 4-11. Also, be 
sure to turn the grid results back on.

Listing 4-11. Cleaning Up the Database

--4-11.1 Drop index
DROP INDEX [IX_SalesOrderHeader_CustomerID_OrderDate]  
    ON Sales.SalesOrderHeader;
GO
 
--4-11-2 Recreate original index
CREATE INDEX [IX_SalesOrderHeader_CustomerID] ON Sales.SalesOrderHeader
    (CustomerID);
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Summary
You can affect the performance of queries with window functions by adding an index 
that sorts on the PARTITION BY and ORDER BY clauses. A properly constructed index can 
improve the performance of many queries containing window functions. You may have 
problems, however, with window aggregates due to the worktable created in tempdb.  
Be sure to test, though, before ruling out window aggregates. The difference between 
them and another technique is often negligible, and the window aggregate query is  
usually much easier to write. You may also have challenges with queries involving 
multiple tables.

In Chapter 5, you will begin learning about the window function enhancements 
added in 2012. I like to think that these features give SQL Server super powers!
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CHAPTER 5

Calculating Running and 
Moving Aggregates

Imagine you have been given the task of writing a T-SQL query with running totals of sales 
by customer. Maybe your first thought is to use a cursor to do it. Maybe you are familiar 
with some query techniques like self-joins to accomplish the task. If you are running SQL 
Server 2012 or later, you are in luck! Window functions make it easy to calculate running 
totals, moving averages, and more.

In this chapter, you will learn how adding an ORDER BY clause to a window 
aggregate changes everything! You will learn how to add calculations for running and 
moving aggregates, something often required in business reports and dashboards.

Adding ORDER BY to Window Aggregates
You learned how to use window aggregates to add summaries to queries without 
grouping in Chapter 3. The 2005 window aggregate functionality does not support the 
ORDER BY component in the OVER clause. Starting with SQL Server 2012, you can add 
an ORDER BY to a window aggregate to calculate running totals. To differentiate between 
this functionality and the 2005 functionality, this book will call the 2012 functionality 
accumulating window aggregates. When adding the ORDER BY, the window changes. 
Each row has a different window to operate on. The window is based on the ORDER BY 
expression. By default, the window consists of the first row in the results and includes  
all the subsequent rows up to the current row. Figure 5-1 demonstrates how the  
windows work.
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In the examples leading up to this chapter, the actual rows making up the windows 
were determined by the PARTITION BY expressions. In the case of accumulating 
aggregates, the PARTITION BY, ORDER BY, and a frame define which rows end up in the 
window. A frame can be used to more finely define the window. The example in this 
section uses the default frame. You will learn more about frames in the “Calculating 
Moving Totals and Averages” section in this chapter and even more in Chapter 6. Here is 
the syntax:
 
<AggregateFunction>(<col1>) OVER([PARTITION BY <expression>]
    ORDER BY <expression> [Frame definition])
 

Listing 5-1 demonstrates how to use accumulating window aggregates to calculate 
running totals.

Listing 5-1. Calculating Running Totals

--5-1.1 A running total
SELECT CustomerID, SalesOrderID, CAST(OrderDate AS DATE) AS OrderDate,
    TotalDue, SUM(TotalDue) OVER(PARTITION BY CustomerID
        ORDER BY SalesOrderID) AS RunningTotal
FROM Sales.SalesOrderHeader;
 

Figure 5-2 shows the partial results. The RunningTotal column values increase until 
reaching a different CustomerID. At that point, the totals start over.

Figure 5-1. Each row has a different window



CHAPTER 5 ■ CALCULATING RUNNING AND MOVING AGGREGATES

63

Figure 5-2. Partial results of calculating running totals with accumulating aggregates

The OVER clause in the example shown in Listing 5-1 uses the default frame. By 
altering the frame, you can calculate moving aggregates.

Calculating Moving Totals and Averages
Moving totals and averages are very popular business and economic metrics. Developers 
may be asked to provide reports with these calculations over three months or over twelve 
months, for example. By default, the window for accumulating window aggregates keeps 
growing within the partition, but, for moving aggregates, you want the window size to stay 
the same. You can accomplish this by adding a frame definition. Here is the syntax for 
accumulating window aggregates including the frame for a moving aggregate. Chapter 6 
covers framing extensively, so for now just copy the code in the examples.
 
<AggregateFunction>(<col1>) OVER([PARTITION BY <expression>]]
    ORDER BY <expression>
    [ROWS BETWEEN <number> PRECEDING AND CURRENT ROW])
 

The window is different for each row. Figure 5-3 demonstrates how the window 
works for a moving aggregate.
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Run Listing 5-2 to see an example.

Listing 5-2. Calculating Moving Averages and Sums

--5-2.1 Three month sum and average for products qty sold
SELECT MONTH(SOH.OrderDate) AS OrderMonth, SOD.ProductID, SUM(SOD.OrderQty) 
AS QtySold,
    SUM(SUM(SOD.OrderQty))
    OVER(PARTITION BY SOD.ProductID ORDER BY MONTH(SOH.OrderDate)
    ROWS BETWEEN 2 PRECEDING AND CURRENT ROW) AS ThreeMonthSum,
    AVG(SUM(SOD.OrderQty))
    OVER(PARTITION BY SOD.ProductID ORDER BY MONTH(SOH.OrderDate)
    ROWS BETWEEN 2 PRECEDING AND CURRENT ROW) AS ThreeMonthAvg
FROM Sales.SalesOrderHeader AS SOH
JOIN Sales.SalesOrderDetail AS SOD ON SOH.SalesOrderID = SOD.SalesOrderID
JOIN Production.Product AS P ON SOD.ProductID = P.ProductID
WHERE OrderDate >= '2013-01-01' AND OrderDate < '2014-01-01'
GROUP BY MONTH(SOH.OrderDate), SOD.ProductID;
 

Figure 5-3. The windows for a moving aggregate over three months
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The query is filtered for orders placed in 2013 and aggregated to the month and 
ProductID. Figure 5-4 shows the partial results, one year’s sales of product 707. Notice 
that the window function in each case is applied to an aggregate, the sum of OrderQty. 
When using a window function in an aggregate query, any columns used in the function 
or the OVER clause follow the same rules as the SELECT list. See the “Adding Window 
Aggregates to Aggregate Queries” section in Chapter 3 for more information. By adding 
ORDER BY and the ROWS expression (frame) to the OVER clause, the window moves forward 
and includes at most three rows each time.

Figure 5-4. Partial results of calculating moving aggregates

Most of the time, the requirements for three month averages specify that the average 
should be NULL if there are not three months to average. For example, the averages for 
January and February would be NULL. Starting in March, the three months are available to 
average. You’ll see how to address this in Chapter 9.

Solving Queries Using Accumulating Aggregates
Creating running and moving aggregates is very easy! You will learn how to take 
advantage of the frame component of the OVER clause in Chapter 6 to make sure that 
you get the very best performance. Unlike the ranking functions, calculating a running 
or moving aggregate may be the solution in itself, not just a step along the way to the 
solution. The following section shows how to use accumulating window functions to 
solve even more interesting problems.

The Last Good Value Problem
I ran across this problem in a forum, and several people tried to solve it. The best solution 
was developed by Itzik Ben-Gan.
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The table for this problem has two columns. The first, ID, is an incrementing integer, 
the primary key of the table. The second column may contain NULL values. The task is to 
replace each NULL with the previous non-NULL value. Listing 5-3 creates and populates the 
table and displays the rows.

Listing 5-3. Creating and Populating the Table

--5-3.1 Create the table
CREATE TABLE #TheTable(ID INT, Data INT);
 
--5-3.2 Populate the table
INSERT INTO #TheTable(ID, Data)
VALUES(1,1),(2,1),(3,NULL),
    (4,NULL),(5,6),(6,NULL),
    (7,5),(8,10),(9,11);
 
--5-3.3 Display the results
SELECT * FROM #TheTable;
 

Figure 5-5 shows the raw data in the table. Notice that rows 3, 4, and 6 have NULL in 
the Data column. The solution will replace the NULL with 1 for rows 3 and 4, and  
with 6 for row 6.

Figure 5-5. The data for the last good value problem

I found Itzik’s solution to be quite elegant and brilliant. It takes advantage of the fact 
that you can use any of the aggregate functions as accumulating window aggregates, not 
just SUM and AVG. Take a look at row 4. The value needed to replace the NULL is the Data 
value from row 2. The ID of row 2 is also the maximum ID for the rows leading up to row 4 
that are not NULL in the Data column. A window that starts at row 1 of a partition and goes 
up to the current row is the same window that you need for a running total! You can take 
advantage of this fact to find the maximum ID leading up to the current row where the 
Data value is not NULL. Listing 5-4 shows step 1 of this solution.
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Listing 5-4. Step 1 of the Solution

--5-4.1 Find the max non-null row
SELECT ID, Data,
    MAX(CASE WHEN Data IS NOT NULL THEN ID END)
    OVER(ORDER BY ID) AS MaxRow
FROM #TheTable;
 

Figure 5-6 shows the results so far. The MaxRow column is the ID from the row that 
contains the Data value that each row needs. The MAX function finds the largest ID value 
for rows that have a non-NULL Data value up to the current row.

Figure 5-6. The results of step 1

My first thought is that I could use the MaxRow column to join the table to itself, but 
take a look at this data closely. Within each group of rows with the same MaxRow value, 
there is one non-NULL Data row, and the rest are NULL. There are three rows where 
MaxRow is 2. Only one of those rows has a non-NULL Data value. My next thought is to 
just group by MaxRow and use the MAX function on the Data column. The problem is that 
you would lose the details that you need to see by doing so. But, window aggregates let 
you add an aggregate function without changing the query to an aggregate query. Instead 
of grouping on MaxRow, partition on it. Listing 5-5 shows the complete solution.

Listing 5-5. The Complete Solution

--5-5.1 The solution
WITH MaxData AS
    (SELECT ID, Data,
        MAX(CASE WHEN Data IS NOT NULL THEN ID END)
        OVER(ORDER BY ID) AS MaxRow
    FROM #TheTable)
SELECT ID, Data,
    MAX(Data) OVER(PARTITION BY MaxRow) AS NewData
FROM MaxData;
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Figure 5-7 shows the results. The first part of the solution is added to a CTE. In the 
outer query, the MAX function is used to find the maximum Data value, actually the only 
one that is not NULL, partitioned by the MaxRow.

Figure 5-7. The complete results of the Last Good Value Problem

The solution seems quite simple once you see it. Thanks to Itzik Ben-Gan for figuring 
this out.

The Subscription Problem
The Subscription Problem was originally part of a contest in 2009 called the Speed Phreak 
Challenge from Simple-Talk.com. At that time, the latest version of SQL Server available 
was 2008. The object of the problem was to calculate the count of current subscriptions 
by month as subscribers joined and left over time. The requirements also stated to ignore 
future cancellations; in other words, ignore the months with cancellations but no new 
subscriptions. The data and a cursor-based solution were provided. The cursor-based 
solution running against 10,000 rows took 7 seconds on a typical laptop in 2009, while the 
winning solution took just a few milliseconds.

The power of both SQL Server and laptops has improved immensely since 2009.  
Six years later, the cursor-based solution took just 1 second to run on my laptop with 8GB 
of RAM and an SSD drive. The winning code took under 30 milliseconds. The winning 
solution was very difficult to understand, so Simple-Talk asked me to write an article 
explaining it shortly after the contest. Now that SQL Server 2012 and the accumulating 
window aggregate functions are available, will a new solution be easier to write and run 
faster? Here is your chance to find out.

The data, solutions, and explanations from 2009 can be found in the article at  
www.simple-talk.com/sql/performance/writing-efficient-sql-set-based-speed-phreakery/. 
You will need to follow the instructions found there to create and populate the data if 
you want to work though this example. To get started, take a look at the data by running 
Listing 5-6.

htttp://www.simple-talk.com/sql/performance/writing-efficient-sql-set-based-speed-phreakery/
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Listing 5-6. The Subscription Data

--5-6.1 The subscription data
SELECT *
FROM Registrations;
 

Figure 5-8 shows partial results with the grid scrolled down to see a cancellation.

Figure 5-8. Partial view of the Registrations table

Now armed with SQL Server 2012, the solution is very easy to write, and it performs 
even better than the original winning code. Listing 5-7 shows the new solution.

Listing 5-7. Solving the Subscription Problem with SQL Server 2012 Functionality

--5-7.1 Solve the subscription problem
WITH NewSubs AS (
    SELECT EOMONTH(DateJoined) AS TheMonth,
        COUNT(DateJoined) AS PeopleJoined
    FROM Registrations
    GROUP BY EOMONTH(DateJoined)),
 Cancelled AS (
    SELECT EOMONTH(DateLeft) AS TheMonth,
        COUNT(DateLeft) AS PeopleLeft
    FROM Registrations
    GROUP BY EOMONTH(DateLeft))
SELECT NewSubs.TheMonth AS TheMonth, NewSubs.PeopleJoined,
    Cancelled.PeopleLeft,
    SUM(NewSubs.PeopleJoined - ISNULL(Cancelled.PeopleLeft,0))
    OVER(ORDER BY NewSubs.TheMonth) AS Subscriptions
FROM NewSubs
LEFT JOIN Cancelled ON NewSubs.TheMonth = Cancelled.TheMonth;
 

The partial results, which match the answer from the contest, are shown in Figure 5-9.  
The first step is to get a count by month for new subscriptions and cancellations. To 
do that, the data must be grouped by month. In this case, the new EOMONTH function is 
used, which changes each date to the last day of the month. The original solutions on 
Simple-Talk returned the first day of the month. It is quite simple to change the dates to 
the first of each month if you want to do so. The important thing is that subscriptions and 
cancellations are grouped by month.

www.allitebooks.com

http://www.allitebooks.org
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The new subscription and cancellation counts are separated into CTEs to get the 
PeopleJoined and PeopleLeft values, respectively, for each month. The outer query joins 
the NewSubs CTE to the Cancelled CTE with a LEFT JOIN because there are many months 
with no cancellations. The SUM of PeopleJoined minus PeopleLeft after PeopleLeft is 
corrected for NULL is calculated as a running total.

The query was very easy to write and runs pretty fast. It ran in 10 milliseconds on my 
laptop, even faster than the winning solution from 2009.

Summary
Starting with SQL Server 2012, adding an ORDER BY to the OVER clause changes a window 
aggregate into an accumulating window aggregate. This lets you easily create running 
totals plus moving totals and averages. You are not limited to using this functionality 
for just sums and averages, however. The MAX function was also used to solve a difficult 
problem.

You were briefly introduced to frames in this chapter when looking at moving sums 
and averages. Chapter 6 takes a deep look at frames.

Figure 5-9. Partial results of the Subscription Problem
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CHAPTER 6

Adding Frames to  
the Window

You have looked through the window and used it to write some powerful queries. You 
have partitioned it like the smaller panes in a large window. Now you will learn how to 
create very granular windows, much like stained glass, with frames.

In this chapter, you will learn how framing, where it is supported, is so important to 
the performance of the queries and the accuracy of the results.

Understanding Framing
When the 2012 T-SQL features were first announced back in 2011, I must confess that 
framing intimidated me a bit. I didn’t really like the syntax and didn’t quite understand 
what was going on. Luckily, frames are only supported with specific window functions. 
The scariest things in life, like public speaking, often turn out to have the biggest 
payoffs, and framing in window function expressions is no different. Taking the time to 
understand framing will really help you get the best performance.

With framing, you can specify a window that is smaller than the partition. For 
example, you may want a window that starts at the first row of the set but stops at the 
current row. You may want a window that starts just 12 rows before the current row 
regardless of how many rows are in the partition. With frames, you can define windows 
that meet these special requirements.

Before you start adding frames to your OVER clauses, you should understand several 
key terms. Table 6-1 lists the terms and the definitions.
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You saw in Chapter 5 that the window for accumulating aggregates is different 
for every row. If you are calculating a running total, the window for row 1 is row 1. The 
window for row 2 is rows 1 and 2. The window for row 3 is rows 1 to 3, and so on. In each 
case, the window begins at the first row of the partition and ends at the current row. 
Figure 6-1 shows what the frames look like when partitioned by CustomerID. Notice that 
the window for row 4 is in a new partition, CustomerID 11001, and row 4 is the first row in 
that partition.

Table 6-1. Key Framing Terms

Key term Definition

ROWS A physical operator. Looks at the position of the rows.

RANGE A logical operator, but not fully implemented in SQL Server 2012 
and 2014. Looks at the value of an expression over the rows.

UNBOUNDED PRECEDING The frame starts at the first row in the set.

UNBOUNDED FOLLOWING The frame ends at the final row in the set.

N PRECEDING A physical number of rows before the current row. Supported 
only with ROWS.

N FOLLOWING A physical number of rows after the current row. Supported 
only with ROWS.

CURRENT ROW The row of the current calculation.

Figure 6-1. Each row has a different window
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The frame definition consists of the keyword ROWS or RANGE followed by the word 
BETWEEN. Then you must specify a starting point and ending point. Here is the syntax:
 
ROWS BETWEEN <starting expression> AND <ending expression>
RANGE BETWEEN <starting expression> AND <ending expression>
 

There are two possible frame expressions that will give you an accumulating 
aggregate, like a running total, starting with the first row of the partition and ending 
with the current row: ROWS BETWEEN UNBOUNDED PRECEDING AND CURRENT ROW and 
RANGE BETWEEN UNBOUNDED PRECEDING AND CURRENT ROW. You will learn more about 
the differences between ROWS and RANGE later in the chapter, but for now, you should 
understand that RANGE BETWEEN UNBOUNDED PRECEDING AND CURRENT ROW is the default 
frame where a frame is supported and when one is not specified. That is why you can just 
add an ORDER BY expression to an OVER clause for SUM and produce a running total. The 
expressions SUM(TotalDue) OVER(ORDER BY OrderID) and SUM(TotalDue) OVER(ORDER 
BY OrderID RANGE BETWEEN UNBOUNDED PRECEDING AND CURRENT ROW) are equivalent.

For reasons that you will learn later in the chapter, the preferred frame expression 
uses ROWS instead of RANGE. You can also use an abbreviated syntax for the running total 
frame: ROWS UNBOUNDED PRECEDING.

To create a frame that starts at the current row and includes all of the rows to the  
end of the set, use ROWS BETWEEN CURRENT ROW AND UNBOUNDED FOLLOWING. This will 
allow you to create a reverse running total. Another way to use a frame is by specifying a 
number of rows to include in the frame. This syntax can only be used with ROWS. You can 
specify a number of rows before, after, or before and after the current row. There is also a 
shortcut for this expression if you intend a number of rows before the current row: 
ROWS <N> PRECEDING.

Imagine that you have a partition consisting of 10 rows, and that the current row is 
row 5. Table 6-2 lists several frame examples and the rows that the examples refer to.

Table 6-2. Framing Examples

Frame Rows

ROWS BETWEEN 3 PRECEDING AND CURRENT ROW 2 - 5

ROWS BETWEEN CURRENT ROW AND 4 FOLLOWING 5 - 9

ROWS BETWEEN 3 PRECEDING AND 4 FOLLOWING 2 - 9

ROWS BETWEEN UNBOUNDED PRECEDING  
    AND CURRENT ROW

1 - 5

ROWS BETWEEN CURRENT ROW AND UNBOUNDED FOLLOWING 5 - 10



CHAPTER 6 ■ ADDING FRAMES TO THE WINDOW 

74

Figure 6-2 illustrates these examples.

3 PRECEDING

UNBOUNDED PRECEDING UNBOUNDED FOLLOWING

1 2 3 4 5 6 7 8 9 10

4 FOLLOWINGCURRENT ROW

Figure 6-2. Some framing examples

Applying Frames to Running and Moving 
Aggregates
Frames were first introduced to SQL Server with the 2012 version. They apply to a subset 
of window functions, the accumulating aggregates you learned about in Chapter 5 and 
two of the offset functions, FIRST_VALUE and LAST_VALUE. You will learn about offset 
functions in Chapter 7. 

By specifying the frame, you can calculate reverse running totals and moving 
aggregates. Run Listing 6-1 to see some examples.

Listing 6-1. Using Frames

--6-1.1 Running and reverse running totals
SELECT CustomerID, FORMAT(OrderDate,'yyyy-MM-dd') AS OrderDate, 
SalesOrderID, TotalDue,
    SUM(TotalDue) OVER(PARTITION BY CustomerID ORDER BY SalesOrderID
    ROWS UNBOUNDED PRECEDING) AS RunningTotal,
    SUM(TotalDue) OVER(PARTITION BY CustomerID ORDER BY SalesOrderID
    ROWS BETWEEN CURRENT ROW AND UNBOUNDED FOLLOWING) AS ReverseTotal
FROM Sales.SalesOrderHeader
ORDER BY CustomerID, SalesOrderID;
 
--6.1-2 Moving sum and average
SELECT YEAR(OrderDate) AS OrderYear, MONTH(OrderDate) AS OrderMonth,
    COUNT(*) AS OrderCount,
    SUM(COUNT(*)) OVER(ORDER BY YEAR(OrderDate), MONTH(OrderDate)
    ROWS BETWEEN 2 PRECEDING AND CURRENT ROW) AS ThreeMonthCount,
    AVG(COUNT(*)) OVER(ORDER BY YEAR(OrderDate), MONTH(OrderDate)
    ROWS BETWEEN 2 PRECEDING AND CURRENT ROW) AS ThreeMonthAvg
FROM Sales.SalesOrderHeader
WHERE OrderDate >= '2012-01-01' AND OrderDate < '2013-01-01'
GROUP BY YEAR(OrderDate), MONTH(OrderDate);
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Figure 6-3 shows the partial results. By specifying that the window should start at 
the current row and continue to the end of the partition, you can create a reverse running 
total as in Query 1. By specifying that the window is made up of two rows before the 
current row and the current row as in Query 2, you create a window that moves.

Figure 6-3. Partial results of using frames

Measuring Performance
If you look at the execution plan when running a query with an accumulating window 
aggregate, you will see a Window Spool operator. The Window Spool operator creates a 
work table for performing the calculations. In some cases, the work table will be created 
in tempdb, but sometimes it will be created in memory. When it is created in memory, 
there are no locks and no I/O. It is extremely efficient. Unfortunately, you can’t tell where 
the work table lives when you look at the execution plan. The only way you can really 
tell what is going on is by looking at STATISTICS IO in addition to the plan. Turn on the 
graphical execution plan by typing CTRL + M and run Listing 6-2 to see the difference 
between the two types of frames. 

Listing 6-2. Comparing Frame Types

--6-2.0 Settings
SET STATISTICS IO ON;
SET NOCOUNT ON;
GO
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--6-2.1 Using the default RANGE
PRINT '6-2.1'
SELECT CustomerID, SalesOrderID,
    SUM(TotalDue) OVER(PARTITION BY CustomerID ORDER BY SalesOrderID)  
        AS RunningTotal
FROM Sales.SalesOrderHeader;
 
--6-2.2 Using ROWS
PRINT '6-2.1'
SELECT CustomerID, SalesOrderID,
    SUM(TotalDue) OVER(PARTITION BY CustomerID ORDER BY SalesOrderID
    ROWS UNBOUNDED PRECEDING) AS RunningTotal
FROM Sales.SalesOrderHeader;
 

Query 1 does not specify the frame. By default, it uses RANGE to define the frame. 
Query 2 uses the ROWS option. If you look at the execution plans, partially shown in 
Figure 6-4, you will see that they are similar, but not identical. Each has a Window Spool 
operator. The Window Spool operator for Query 1 is misleading because the work table is 
actually created in tempdb.

Figure 6-4. Partial execution plans comparing ROWS and RANGE

Figure 6-5. The STATISTICS IO from the queries comparing ROWS and RANGE

The execution plans report that the relative cost for each query is 50%. Take a look at 
the logical reads reported in the Messages tab and shown in Figure 6-5. Each query read 
689 pages, which is the total number of pages in the table. Query 1 took 188,791 logical 
reads from a work table, while Query 2 took 0 logical reads. Why the difference? The work 
table in Query 1 was created in tempdb, and the work table in Query 2 was created in 
memory.
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When looking at the I/O information, it is obvious that ROWS performs much better 
than RANGE. One really important thing to keep in mind is that, if you do not specify the 
frame, RANGE will be used. If you turn off STATISTICS IO and replace it with STATISTICS 
TIME instead, you can also see that Query 1 takes twice as long to run as Query 2.  
Figure 6-6 shows the STATISTICS TIME information.

Figure 6-6. The STATISTICS TIME information comparing ROWS and RANGE

When presenting window functions at SQL Server events throughout the US, I preach 
to the audience to forget RANGE, and always use ROWS. Until RANGE is fully implemented 
according to the standards, there is really no reason to use it. There is also a logical 
difference, which you will learn about in the next section. You may be wondering how 
the performance of accumulating window aggregates compares to older techniques even 
when using the default, RANGE. Run Listing 6-3 to find out.

Listing 6-3. Comparing the Default Frame to Older Techniques

--6-3.0 Set up
SET STATISTICS IO ON;
SET NOCOUNT ON;
GO
 
--6-3.1 Using the default frame
PRINT '6-3.1'
SELECT CustomerID, SalesOrderID,
    SUM(TotalDue) OVER(PARTITION BY CustomerID
    ORDER BY SalesOrderID) AS RunningTotal
FROM Sales.SalesOrderHeader;
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--6-3.2 Correlated subquery
PRINT '6-3.2'
SELECT CustomerID, SalesOrderID,
    (SELECT SUM(TotalDue)
    FROM Sales.SalesOrderHeader AS IQ
    WHERE IQ.CustomerID = OQ.CustomerID
        AND IQ.SalesOrderID >= OQ.SalesOrderID)
    AS RunningTotal
FROM Sales.SalesOrderHeader AS OQ;
 
--6-3.3 CROSS APPLY
PRINT '6-3.3'
SELECT OQ.CustomerID, OQ.SalesOrderID, CA.RunningTotal
FROM Sales.SalesOrderHeader AS OQ
CROSS APPLY (
    SELECT SUM(TotalDue) AS RunningTotal
    FROM Sales.SalesOrderHeader AS IQ
    WHERE IQ.CustomerID = OQ.CustomerID
        AND IQ.SalesOrderID >= OQ.SalesOrderID) AS CA;
 

If you take a look at the Messages tab, you can see that using the default frame in 
Query 1 to calculate running totals uses more I/O than the older techniques used in 
Query 2 and Query 3. The performance of the older techniques is not great, either.  
The lesson here is to always specify the frame where it is supported and use ROWS.

In some situations, you may find that the work table ends up in tempdb even when 
you use ROWS. This could be due to a very large number of rows in the partitions or 
possibly by using expressions other than column names in the OVER clause.

You have seen how the frame affects the performance. What happens when more 
than one window aggregate is added to the query? When the OVER clauses are identical, 
the windows are reused and there is no performance penalty. Run Listing 6-4 to see how 
this works.

Listing 6-4. Queries with Multiple Window Functions

--6-4.0 Set up
SET STATISTICS IO ON;
SET NOCOUNT ON;
GO
 
--6-4.1
PRINT '6-4.1'
SELECT CustomerID, SalesOrderID,
    SUM(TotalDue) OVER(PARTITION BY CustomerID ORDER BY SalesOrderID
    RANGE UNBOUNDED PRECEDING) AS RunningSum
FROM Sales.SalesOrderHeader;
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--6-4.2 Two window functions, same OVER
PRINT '6-4.1'
SELECT CustomerID, SalesOrderID,
    SUM(TotalDue) OVER(PARTITION BY CustomerID ORDER BY SalesOrderID
    RANGE UNBOUNDED PRECEDING) AS RunningSum,
    AVG(TotalDue) OVER(PARTITION BY CustomerID ORDER BY SalesOrderID
    RANGE UNBOUNDED PRECEDING) AS RunningAvg
FROM Sales.SalesOrderHeader;
 
--6-4.3 Two window functions, different OVER
PRINT '6-4.3'
SELECT CustomerID, SalesOrderID,
    SUM(TotalDue) OVER(PARTITION BY CustomerID ORDER BY SalesOrderID
    RANGE UNBOUNDED PRECEDING) AS RunningSum,
    AVG(TotalDue) OVER(ORDER BY SalesOrderID
    RANGE UNBOUNDED PRECEDING) AS RunningAvg
FROM Sales.SalesOrderHeader;
 

Query 1 has one accumulating window aggregate expression using a RANGE frame in 
the OVER clause. Query 2 has two accumulating window aggregate expression using the 
same OVER clause in each. Query 3 has two accumulating window aggregate expressions 
with different OVER clauses. If you review the STATISTICS IO on the Messages tab, you see 
that the I/O for Queries 1 and 2 are identical. Query 3 took twice as much I/O because it 
couldn’t reuse the window.

Understanding the Logical Difference Between 
ROWS and RANGE
You have seen that ROWS has a big performance advantage over RANGE and you may be 
wondering why. You must understand the logical difference between the two operators 
first. The ROWS operator is a physical operator, while the RANGE operator is a logical one. 
This is very similar to the difference between ROW_NUMBER and RANK. When there are ties in 
the ORDER BY expression, RANK will repeat the value while ROW_NUMBER will give a unique 
value. If there are ties in the ORDER BY expression of the OVER clause when calculating 
running totals, ROWS and RANGE will return different results as well. Run Listing 6-5 to see 
this difference.
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Listing 6-5. The Difference Between ROWS and RANGE

--6-5.1 Compare the logical difference between ROWS and RANGE
SELECT CustomerID, CAST(OrderDate AS DATE) AS OrderDate, SalesOrderID, 
TotalDue,
    SUM(TotalDue) OVER(ORDER BY OrderDate
        ROWS UNBOUNDED PRECEDING) AS RunningTotalRows,
    SUM(TotalDue) OVER(ORDER BY OrderDate
        RANGE UNBOUNDED PRECEDING) AS RunningTotalRange
FROM Sales.SalesOrderHeader
WHERE CustomerID =11300
ORDER BY SalesOrderID;
 

The partial results are shown in Figure 6-7. The ORDER BY expressions in the OVER 
clauses are both OrderDate, which is not unique. Take a look at rows 7 and 8 where 
the customer has placed two orders on the same day. The RunningTotalRows values 
increment as expected while the RunningTotalRange value is the same for both rows.  
On row 9, the RunningTotalRange value lines back up again.

Figure 6-7. Partial results of comparing ROWS to RANGE

The window for ROWS in this case starts with the first row and includes all rows up to 
the current row sorted by the ORDER BY. The window for RANGE is all rows starting with the  
first row and up to any rows with the same value as the current row’s ORDER BY expression. 
When the window for row 7 is determined, RANGE looks at not just the position but also 
the value. The value for the OrderDate for row 8 is the same as the value for row 7, so row 8 
is included in the window for row 7. The optimizer can’t tell how many rows will be in the 
window for RANGE ahead of time and creates the work tables in tempdb.

Just in case you think there is a bug with RANGE, run Listing 6-6, which uses one of the 
older techniques and returns the identical results to using RANGE.
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Figure 6-8. Partial results of using an older technique to calculate running totals

Listing 6-6. Same Results from Older Technique

--6-6.1 Look at the older technique
SELECT CustomerID, CAST(OrderDate AS DATE) AS OrderDate,  
    SalesOrderID, TotalDue,
    (SELECT SUM(TotalDue)
    FROM Sales.SalesOrderHeader AS IQ
    WHERE IQ.CustomerID = OQ.CustomerID
        AND IQ.OrderDate <= OQ.OrderDate) AS RunningTotal
FROM Sales.SalesOrderHeader AS OQ
WHERE CustomerID =11300
ORDER BY SalesOrderID;
 

The partial results are shown in Figure 6-8. Take a look at rows 7 and 8. You’ll see that 
because the OrderDate values are the same, the RunningTotal values are the same  
as well.

The RANGE operator is really meant to work with logical sets such as months or 
quarters. This functionality has been defined by the standard but is not implemented at 
this time. In the meantime, make sure you always specify the frame with ROWS.

Summary
It’s easy to write a query that calculates running totals or moving averages. If you don’t 
understand framing, however, you will not get the best performance. By default, the frame 
is defined with RANGE, but ROWS almost always performs better.

Luckily, you do not have to worry about the frame except when using accumulating 
window aggregates and the functions FIRST_VALUE and LAST_VALUE. You will learn about 
FIRST_VALUE and LAST_VALUE in the next chapter, Chapter 7.
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CHAPTER 7

Taking a Peek at  
Another Row

Along with accumulating window aggregates, Microsoft added eight new window 
functions with SQL Server 2012. Four of the functions, which I'll call offset functions in 
this book, are my favorite T-SQL functions, and they are LAG, LEAD, FIRST_VALUE, and 
LAST_VALUE. These functions let you include any columns from other rows in your results 
without a self-join and with fantastic performance.

In this chapter, you will learn how to use LAG, LEAD, FIRST_VALUE, and LAST_VALUE. 
You will see how easy they are to use and how great they perform.

Understanding LAG and LEAD
You saw how to use LAG in Chapter 1 to solve the stock market problem. Based on the 
ORDER BY expression of the OVER clause, you can use LAG to include a column from a 
row earlier in the results and LEAD to include a column later in the results. Framing is 
not supported with LAG and LEAD, so you don't have to worry about performance most 
of the time. Partitioning is optional, just as for other window functions, and ORDER BY is 
required. Here is the basic syntax:
 
LAG (<column you need>) OVER([PARTITION BY <expression>] ORDER BY <expression>)
LEAD (<column you need>) OVER([PARTITION BY <expression>] ORDER BY <expression>)
 

Run Listing 7-1 to see LAG and LEAD in action. 

Listing 7-1. Using LAG and LEAD

--7-1.1 Use LAG and LEAD
SELECT CustomerID, SalesOrderID, CAST(OrderDate AS DATE) AS OrderDate,
    LAG(CAST(OrderDate AS DATE)) OVER(PARTITION BY CustomerID
        ORDER BY SalesOrderID) AS PrevOrderDate,
    LEAD(CAST(OrderDate AS DATE)) OVER(PARTITION BY CustomerID
        ORDER BY SalesOrderID) AS NextOrderDate
FROM Sales.SalesOrderHeader;
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--7-1.2 Use LAG and LEAD as an argument
SELECT CustomerID, SalesOrderID, CAST(OrderDate AS DATE) AS OrderDate,
    DATEDIFF(DAY,LAG(OrderDate)
        OVER(PARTITION BY CustomerID ORDER BY SalesOrderID), OrderDate)
        AS DaysSincePrevOrder,
    DATEDIFF(DAY, OrderDate, LEAD(OrderDate)
        OVER(PARTITION BY CustomerID ORDER BY SalesOrderID))
        AS DaysUntilNextOrder
FROM Sales.SalesOrderHeader;
 

Figure 7-1 shows the partial results. Query 1 uses the LAG and LEAD functions to 
find the previous and next order dates relative to the current row. The argument for the 
functions is the OrderDate cast to the DATE data type. Just like the other window functions, 
PARTITION BY is optional. In this case, the data is partitioned by the CustomerID. The 
ORDER BY is a very important part of the OVER clause. It determines which row is the 
previous row and which row is the next row. Query 2 has the same OVER clauses as  
Query 1. The difference is that the LAG and LEAD expressions are used as arguments to the 
DATEDIFF functions to determine the number of days between orders.

Figure 7-1. Partial results of the LAG and LEAD functions

Note that there are several NULL values in the results. Row 1 is the first row of the 
partition. You cannot find an earlier row, so NULL is returned for PrevOrderDate and 
DaysSincePrevOrder. Row 3 is the final row of the partition. There is no row past Row 3 in 
the partition so NextOrderDate and DaysUntilNextOrder are null for Row 3.
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So far, you have seen the default ways to use LAG and LEAD. These functions each 
have two optional parameters. The first parameter is the Offset, which is 1 by default. By 
default, LEAD pulls an expression from one row before the current row, and LAG pulls an 
expression from one row past the current row. By using the Offset parameter, you can 
access columns from rows farther away than one. One interesting thing to note about the 
offset is that only positive integers are allowed. When using LAG, a positive number means 
“go backward.” When using LEAD, a positive number means “go forward.” Here is the 
syntax for using the Offset parameter:
 
LAG(<column>  [,<offset>]) OVER(<over clause expression>)
LEAD(<column> [,<offset>]) OVER(<over clause expression>)
 

Listing 7-2 demonstrates how to use the Offset parameter.

Listing 7-2. Using the Offset Parameter with LAG

--7-2.1 Using Offset with LAG
WITH Totals AS (
    SELECT YEAR(OrderDate) AS OrderYear,
        MONTH(OrderDate)/4 + 1 AS OrderQtr,
        SUM(TotalDue) AS TotalSales
        FROM Sales.SalesOrderHeader
    GROUP BY YEAR(OrderDate), MONTH(OrderDate)/4 + 1)
SELECT OrderYear, Totals.OrderQtr, TotalSales,
    LAG(TotalSales, 4) OVER(ORDER BY OrderYear, OrderQtr)
        AS PreviousYearsSales
FROM Totals
ORDER BY OrderYear, OrderQtr;
 

Figure 7-2 shows the results. In this example, the total is aggregated by the year and 
calendar quarter in a CTE. The calendar quarter is calculated by finding the month, 
dividing by four and adding one. In the outer query, by using LAG with an offset of four, the 
previous year's sales for the same quarter are returned. Note that this method will only 
work if there are no gaps in the data, since it is using a physical offset and not a logical 
one. To prove that the results are correct, compare the PreviousYearSales of row 8, the 
first quarter of 2013, to the TotalSales of row 4, the first quarter of 2102.
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The first four rows of the results return NULL for the PreviousYearSales. That is 
because there is no row with an offset of four from the current row until you get to row 5. 
If returning NULLs is a problem, you can use the second optional parameter to replace 
NULLs with a default value. In order to use the second parameter, you must also fill in the 
first parameter. Here is the syntax:
 
LAG(<column>  [,<offset>] [,<default>]) OVER(<over clause expression>)
LEAD(<column> [,<offset>] [,<default>]) OVER(<over clause expression>)
 

Listing 7-3 demonstrates how to use the Default parameter.

Listing 7-3. Using the Default Parameter with LAG

--7-3.1 Using Offset with LAG
WITH Totals AS (
    SELECT YEAR(OrderDate) AS OrderYear,
        MONTH(OrderDate)/4 + 1 AS OrderQtr,
        SUM(TotalDue) AS TotalSales
        FROM Sales.SalesOrderHeader
    GROUP BY YEAR(OrderDate), MONTH(OrderDate)/4 + 1)
SELECT OrderYear, Totals.OrderQtr, TotalSales,
    LAG(TotalSales, 4, 0) OVER(ORDER BY OrderYear, OrderQtr)
        AS PreviousYearsSales
FROM Totals
ORDER BY OrderYear, OrderQtr;
 

Figure 7-2. The results of using the Offset with LAG
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Figure 7-3 shows the results. This query is the same as the query from Listing 7-2 
with the addition of the Default parameter. All NULL values in PreviousYearSales 
have been changed to zero. Of course, you can use both the Offset and Default with 
LEAD as well.

Figure 7-3. The results using the Default parameter with LAG

Understanding FIRST_VALUE and LAST_VALUE
While LAG and LEAD allow you to include any column from a row a given number of rows 
away from the current row, the FIRST_VALUE and LAST_VALUE functions let you include 
any column from the first or last row of the partition. At first glance, this may seem very 
similar to MIN and MAX, but they are very different. The column to sort on is not necessarily 
the column to pull into the results. The first value may not be the minimum value. These 
functions do not have any optional parameters, but they do support framing. Review 
Chapter 6 to learn more about framing if you are not familiar with the concept. Recall 
that the default frame starts at the first row of the partition and includes all rows up to 
the current row. This causes a problem when using LAST_VALUE. If you do not specify the 
frame, LAST_VALUE returns the value from the current row instead of from the last row of 
the partition. That is because the current row is the same as the last row with the default 
frame. Listing 7-4 demonstrates how to use FIRST_VALUE and LAST_VALUE.
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Listing 7-4. Using FIRST_VALUE and LAST_VALUE

--7-4.1 Using FIRST_VALUE and LAST_VALUE
SELECT CustomerID, SalesOrderID, TotalDue,
    FIRST_VALUE(TotalDue) OVER(PARTITION BY CustomerID
        ORDER BY SalesOrderID) AS FirstOrderAmt,
    LAST_VALUE(TotalDue) OVER(PARTITION BY CustomerID
        ORDER BY SalesOrderID) AS LastOrderAmt_WRONG,
    LAST_VALUE(TotalDue) OVER(PARTITION BY CustomerID
        ORDER BY SalesOrderID
        ROWS BETWEEN CURRENT ROW AND UNBOUNDED FOLLOWING) AS LastOrderAmt
FROM Sales.SalesOrderHeader
ORDER BY CustomerID, SalesOrderID;
 

Figure 7-4 shows the partial results. The windows are partitioned by CustomerID and 
ordered by SalesOrderID. The query itself is ordered by CustomerID and SalesOrderID 
so you can verify the results. Take a look at row 2. The FirstOrderAmt correctly returns 
the value of the TotalDue from row 1. The window frame for FirstOrderAmt is the default, 
all rows from the beginning of the partition up to the current row. Since the frame was 
not specified for LastOrderAmt_WRONG, the frame is the same, which only goes up to 
the current row. The query was intending to pull a value from the very last row of the 
partition, however. In order to do that, the frame must be specified. The expression for 
LastOrderAmt includes the correct frame so it actually does return the expected value.

Figure 7-4. Partial results of using FIRST_VALUE and LAST_VALUE

Using the Offset Functions to Solve Queries
My favorite T-SQL functions of all time are LAG and LEAD. Not only are they easy to use, but 
they perform very well, too. You will learn more about how the performance of the offset 
functions compares to other methods in the next section. Now you will see how offset 
functions can be used to solve some real-world problems.
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The Year-Over-Year Growth Calculation
Year-over-year (YOY) growth is a very commonly used metric in business. It compares  
a period, such as a month or quarter, to the same period from the previous year.  
Run Listing 7-5 to see how easy this is to do with LAG.

Listing 7-5. Calculating YOY Growth with LAG

--7-5.1 Calculate Year-Over-Year Growth
WITH
Level1 AS (
    SELECT YEAR(OrderDate) AS SalesYear,
        MONTH(OrderDate) AS SalesMonth,
        SUM(TotalDue) AS TotalSales
    FROM Sales.SalesOrderHeader
    GROUP BY YEAR(OrderDate), MONTH(OrderDate)
    ),
Level2 AS (
    SELECT SalesYear, SalesMonth,TotalSales,
        LAG(TotalSales,12) OVER(ORDER BY SalesYear) AS PrevYearSales
    FROM Level1)
SELECT SalesYear, SalesMonth,FORMAT(TotalSales,'C') AS TotalSales,
    FORMAT(PrevYearSales,'C') AS PrevYearSales,
    FORMAT((TotalSales-PrevYearSales)/PrevYearSales,'P') AS YOY_Growth
FROM Level2
WHERE PrevYearSales IS NOT NULL;
 

Figure 7-5 shows the partial results. In order to demonstrate a stepwise approach, 
this query contains two CTEs. Except for filtering out the NULL values, the same results 
could be obtained by writing the query at two levels, but I think this approach makes 
it easier to understand. The first CTE, Level1, creates a list of sales by year and month. 
Level2 adds in the expression using LAG to calculate the sales for the same month of the 
previous year. Finally, in the outer query, the YOY calculation is performed by subtracting 
the previous year's sales from the current sales and dividing by the previous year's sales. 
The FORMAT function is used to change the results to a percentage. The rows that cannot 
be compared to a previous row are filtered out of the outer query.
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The Gaps Problem
In Chapter 2, you saw how to solve the Islands problem by using a ranking function. You 
can build on that solution using LAG to solve the “gaps” part of the problem. Data that 
should be contiguous, but is missing some values, can be queried to find islands (sections 
of contiguous rows) and gaps (sections of missing values). To understand how to solve 
the Islands problem, review the “Solving the Islands Problem” section in Chapter 2. Run 
Listing 7-6 to create a temp table and display the islands in the data.

Listing 7-6. Populating the Data and Viewing the Islands

--7-6.1 Create the #Islands table
CREATE TABLE #Islands(ID INT NOT NULL ) ;
 
--7-6.2 Populate the #Islands table
INSERT INTO #Islands(ID)
VALUES(1),(2),(3),(6),(8),(8),(9),(10),(11),(12),(12),(14),(15),(18),(19);
 
--7-6.3 The Islands
WITH Islands AS (
    SELECT ID, DENSE_RANK() OVER(ORDER BY ID) AS DenseRank,
        ID - DENSE_RANK() OVER(ORDER BY ID) AS Diff
    FROM #Islands)
SELECT MIN(ID) AS IslandStart, MAX(ID) AS IslandEnd
FROM Islands
GROUP BY Diff;
 

Figure 7-6 shows the results.

Figure 7-5. Partial results of calculating YOY growth
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Each gap starts after an island ends and ends before a new island starts. For example, 
the first gap is 4 to 5. That is one more than the end of the first island, 3, and one less than 
the beginning of the second island, 6. By applying LEAD to the islands solution, you can 
calculate the gaps. Listing 7-7 shows how this can be done. Be sure to run Listing 7-7 in 
the same query window as Listing 7-6 so that the temp table is still available.

Listing 7-7. Returning the Gaps

--7-7.1 Find the Gaps
WITH
Level1 AS (
    SELECT ID, DENSE_RANK() OVER(ORDER BY ID) AS DenseRank,
        ID - DENSE_RANK() OVER(ORDER BY ID) AS Diff
    FROM #Islands),
Level2 AS (
    SELECT MIN(ID) AS IslandStart, MAX(ID) AS IslandEnd
    FROM Level1
    GROUP BY Diff),
Level3 AS (
    SELECT IslandEnd + 1 AS GapStart,
        LEAD(IslandStart) OVER(ORDER BY IslandStart) -1 AS GapEnd
    FROM Level2)
SELECT GapStart, GapEnd
FROM Level3
WHERE GapEnd IS NOT NULL;
 

Figure 7-7 shows the results. The outer query of the islands solution is moved 
to a CTE, Level2. Inside CTE Level3, one is added to the IslandEnd to calculate the 
beginning of each gap. To calculate the end of each gap, the LEAD function is used to 
retrieve the IslandStart value from the next row. By subtracting one, the end of the gap 
can be found. In the outer query, the GapEnd column is filtered to remove an unneeded 
row that will show up after the last island.

Figure 7-6. The Islands
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Comparing Performance
You have seen how offset functions can provide easy and elegant solutions. Of course, you 
usually have to pay a performance penalty for simplicity. Luckily, that is not the case with 
the offset functions. There are a couple of exceptions that will be explained in this section, 
but most of the time they offer amazing performance.

LAG and LEAD Performance
It is difficult to write queries that accomplish the same thing as LAG and LEAD. To find 
the row next to the current row, you can use TOP(1) along with a correlated subquery or 
OUTER APPLY. Toggle on the execution plan (CTRL + M) and run Listing 7-8 to see how LAG 
compares to traditional queries.

Listing 7-8. Comparing the Performance of LAG

--7-8.0 Set up
SET STATISTICS IO ON;
SET NOCOUNT ON;
GO
 
--7-8.1 Use LAG and LEAD
PRINT '7-8.1'
SELECT CustomerID, SalesOrderID, CAST(OrderDate AS DATE) AS OrderDate,
    LAG(CAST(OrderDate AS DATE)) OVER(PARTITION BY CustomerID  
        ORDER BY SalesOrderID)
        AS PrevOrderDate
FROM Sales.SalesOrderHeader;
 
--7-8.2 Use Correlated Subquery
PRINT '7-8.2'
SELECT CustomerID, SalesOrderID, CAST(OrderDate AS DATE) AS OrderDate,
    (SELECT TOP(1) CAST(OrderDate AS DATE)
    FROM Sales.SalesOrderHeader AS IQ

Figure 7-7. The Gaps
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    WHERE IQ.CustomerID = OQ.CustomerID
        AND IQ.SalesOrderID < OQ.SalesOrderID
    ORDER BY SalesOrderID) AS PrevOrderDate
FROM Sales.SalesOrderHeader AS OQ;
 
--7-8.3 Use OUTER APPLY
PRINT '7-8.3'
SELECT CustomerID, SalesOrderID, CAST(OrderDate AS DATE) AS OrderDate,
    OA.PrevOrderDate
FROM Sales.SalesOrderHeader AS OQ
OUTER APPLY (
    SELECT TOP(1) CAST(OrderDate AS DATE) AS PrevOrderDate
    FROM Sales.SalesOrderHeader AS IQ
    WHERE IQ.CustomerID = OQ.CustomerID
        AND IQ.SalesOrderID < OQ.SalesOrderID
    ORDER BY SalesOrderID) AS OA;
 

If you take a look at the Messages tab shown in Figure 7-8, you will see that the LAG 
method takes just a few hundred logical reads compared to over 100,000 for each of the 
other techniques. The execution plan also reports that Query 1 took only 10% of the 
resources needed for the batch.

Figure 7-8. The logical reads compared to LAG

Most of the time, LAG and LEAD perform very well. You can improve the performance 
by adding an index on the PARTTION BY and ORDER BY columns. Review Chapter 4 to learn 
more about this index, which eliminates sorting and decreases the logical reads. There 
is one exception to the great performance, however. It is possible to use an expression 
instead of a hard-coded value for the optional Offset parameter. In this case, the engine 
will create a worktable in tempdb instead of in memory because it doesn't know the 
size of the window ahead of time. The execution plan will still show a Window Spool 
operator, so you will need to look at the logical reads to know what is going on. Listing 7-9 
demonstrates this issue.
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Listing 7-9. LAG with an Expression in the Offset Argument

--7-9.0 Set up
SET STATISTICS IO ON;
SET NOCOUNT ON;
GO
 
--7-9.1 A dynamic offset
DECLARE @Offset INT = 1;
SELECT CustomerID, SalesOrderID, CAST(OrderDate AS DATE) AS OrderDate,
    LAG(CAST(OrderDate AS DATE),@Offset) OVER(PARTITION BY CustomerID
        ORDER BY SalesOrderID) AS PrevOrderDate
FROM Sales.SalesOrderHeader;
 

Figure 7-9 shows the Messages tab. In this case, even though it is obvious that the 
offset equals 1 for all rows, the worktable is created in tempdb. Instead of just 689 logical 
reads, or 119 if you have the special index in place, there are 188,791 logical reads for 
the worktable.

Figure 7-9. The logical reads for LAG when the offset is dynamic

FIRST_VALUE and LAST_VALUE PERFORMANCE
Just like LAG and LEAD, FIRST_VALUE and LAST_VALUE can provide fantastic performance. 
The FIRST_VALUE and LAST_VALUE functions do not have an offset argument, but they 
do support framing. You saw in the “Understanding FIRST_VALUE and LAST_VALUE” 
section in this chapter that you must supply the frame for LAST_VALUE to get the expected 
results. Even though you get the expected results without specifying the frame with 
FIRST_VALUE, you should type out the frame to get better performance. Be sure to review 
Chapter 6 to learn more about framing. Listing 7-10 demonstrates the performance 
difference.

Listing 7-10. Comparing FIRST_VALUE Performance

--7-10.0 Set up
SET STATISTICS IO ON;
SET NOCOUNT ON;
GO
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Figure 7-10. The logical reads when the frame is specified

--7-10.1 Default frame
PRINT '7-10.1'
SELECT CustomerID, SalesOrderID, TotalDue,
    FIRST_VALUE(TotalDue) OVER(PARTITION BY CustomerID
    ORDER BY SalesOrderID) AS FirstOrderAmt
FROM Sales.SalesOrderHeader
ORDER BY CustomerID, SalesOrderID;
 
--7-10.2 ROWS
PRINT '7-10.2'
SELECT CustomerID, SalesOrderID, TotalDue,
    FIRST_VALUE(TotalDue) OVER(PARTITION BY CustomerID
    ORDER BY SalesOrderID ROWS UNBOUNDED PRECEDING) AS FirstOrderAmt
FROM Sales.SalesOrderHeader
ORDER BY CustomerID, SalesOrderID;
 

Figure 7-10 shows the Messages tab and logical reads. Query 1 uses the default 
frame, RANGE BETWEEN UNBOUNDED PRECEDING AND CURRENT ROW. The logical reads value 
is very high. By switching to ROWS instead, as in Query 2, the logical reads for the worktable 
are just zero. You can also add an index to improve the performance. Review Chapter 4 for 
more information about the index.

Summary
The offset functions of LAG, LEAD, FIRST_VALUE, and LAST_VALUE available with SQL Server 
2012 are very powerful. They not only make it easy to write queries that pull values from 
different rows, but the performance is fantastic, too!

There is one more set of functions to learn, the statistical functions. Chapter 8 
teaches you what you need to know to take advantage of these window functions.
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CHAPTER 8

Understanding Statistical 
Functions

In 2012, Microsoft added four more window functions to SQL Server. These are statistical 
functions PERCENT_RANK, CUME_DIST, PERCENTILE_CONT, and PERCENTILE_DISC. These 
functions make analyzing data from many sources, such as science, academics, or 
sports, easy.

In this chapter you will learn how to use these statistical functions.

Using PERCENT_RANK and CUME_DIST
Remember those standardized tests you took in school? You were probably given a raw 
score and a percent for each area tested, such as mathematics or language skills. Percent 
rank is a way to calculate how each individual in a group compares to the rest of the group.

Starting with SQL Server 2012, there are two functions for ranking data such as those 
test scores, or even heights. Say that there are 100 third graders lined up by height. My 
grandson, Thomas, is a pretty tall boy so he would stand at spot 95. He is taller than  
94 other students. His height is higher than 94% of the heights, and is higher than or the 
same as 95% of the heights. Thomas’ height has a PERCENT_RANK of 0.9494 and a  
CUME_DIST (cumulative distribution) of 0.95.

You may be wondering why the PERCENT_RANK is 0.9494 and not just 0.94. The 
formula for PERCENT_RANK is the rank of the score minus one divided by the number of 
scores minus one: (rank-1)/(N-1). The formula for CUME_DIST is just the rank of the score 
divided by the number of scores: rank/N. The PERCENT_RANK of Thomas’ height can be 
found by dividing 94 by 99, not 94 by 100.

Just like all other window functions, an OVER clause is required when using these 
functions. It must contain an ORDER BY expression that determines how the scores or 
values are lined up. The PARTITION BY expression is optional. If it is used, then the items 
within a partition will be compared, not outside the partition. Here is the syntax:
 
PERCENT_RANK OVER([PARTITION BY <expression>] ORDER BY <expression>)
CUME_DIST OVER([PARTITION BY <expression>] ORDER BY <expression>)
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Listing 8-1 demonstrates how to use these functions to compare the sales for each 
month of a given year.

Listing 8-1. Using PERCENT_RANK and CUME_DIST

--8-1.1 Using PERCENT_RANK and CUME_DIST
SELECT COUNT(*) NumberOfOrders, Month(OrderDate) AS OrderMonth,
    RANK() OVER(ORDER BY COUNT(*)) AS Ranking,
    PERCENT_RANK() OVER(ORDER BY COUNT(*)) AS PercentRank,
    CUME_DIST() OVER(ORDER BY COUNT(*)) AS CumeDist
FROM Sales.SalesOrderHeader
WHERE OrderDate >= '2013-01-01' AND OrderDate < '2014-01-01'
GROUP BY  Month(OrderDate);
 

Figure 8-1 shows the results. The query is filtered to include the orders for just 2013 
and grouped by month. The ORDER BY expression for each function is the count of the 
orders. Recall that when you use a window function in an aggregate query, any columns 
used in the function must follow the rules for the SELECT list. See Chapter 3 for more 
information about adding a window function to an aggregate query. The PercentRank 
for the first row is zero. The first value for PercentRank will always be zero because that 
row is not ranked above any other row. Both the PercentRank and CumeDist will be 1, 
or 100% for the last row. In all rows except for the last, the CumeDist is larger than the 
PercentRank. Notice that when there is a tie, as in rows 3 and 4, the values are repeated.

Figure 8-1. The results of using PERCENT_RANK and CUME_DIST
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Using PERCENTILE_CONT and PERCENTILE_DISC
You have seen how to rank and compare a series of values with PERCENT_RANK and  
CUME_DIST. The other two statistical functions, PERCENTILE_CONT (percentile continuous) 
and PERCENTILE_DISC (percentile discrete), perform the opposite task. Given a percent 
rank, these functions find the value at that position. The difference between these two  
functions is that PERCENTILE_CONT interpolates a value over the set while PERCENTILE_DISC 
returns a value from the set.

One very common requirement is to find the median, or middle value in a list of 
values. You can accomplish this task by using one of these functions and specifying that 
you wish to find the value at 50%.

The syntax of these functions is also a bit different compared to the other window 
functions. You still need to supply an OVER clause, but inside the OVER clause you only 
specify the PARTITION BY expression if one is needed. There is a new clause called WITHIN 
GROUP, where the ORDER BY will go, and the ORDER BY expression must evaluate to a 
numeric type like INT or DECIMAL. Here is the syntax:
 
PERCENTILE_CONT(<percent to find>) WITHIN GROUP(ORDER BY <expression>)
     OVER([PARTITION BY <expression>])
PERCENTILE_DISC(<percent to find>) WITHIN GROUP(ORDER BY <expression>)
     OVER([PARTITION BY <expression>])
 

For the results shown in Figure 8-1, what is the median? Since an even number of 
rows is returned, it is the average of 719 and 1740, or 1229.5. Listing 8-2 demonstrates how 
the median can be calculated with PERCENTILE_CONT and PERCENTILE_DISC.

Listing 8-2. Finding the Median with PERCENTILE_CONT and PERCENTILE_DISC

--8-2.1 Find median for the set
SELECT COUNT(*) NumberOfOrders, Month(OrderDate) AS orderMonth,
    PERCENTILE_CONT(.5) WITHIN GROUP (ORDER BY COUNT(*))
    OVER() AS PercentileCont,
    PERCENTILE_DISC(.5) WITHIN GROUP (ORDER BY COUNT(*))
    OVER() AS PercentileDisc
FROM Sales.SalesOrderHeader
WHERE OrderDate >= '2013-01-01' AND OrderDate < '2014-01-01'
GROUP BY Month(OrderDate);
 
--8-2.2 Return just the answer
SELECT  DISTINCT PERCENTILE_CONT(.5) WITHIN GROUP (ORDER BY COUNT(*))
    OVER() AS PercentileCont,
    PERCENTILE_DISC(.5) WITHIN GROUP (ORDER BY COUNT(*))
    OVER() AS PercentileDisc
FROM Sales.SalesOrderHeader
WHERE OrderDate >= '2013-01-01' AND OrderDate < '2014-01-01'
GROUP BY Month(OrderDate);
 



CHAPTER 8 ■ UNDERSTANDING STATISTICAL FUNCTIONS

100

The results are shown in Figure 8-2. Query 1 shows the count and month for the 
entire year along with the PercentileCont and PercentileDisc. The values are the same 
for every row because the answer, the median, is the same for every row in the set. Query 2 
removes the count and month and uses DISTINCT so that just the answers are returned. 
Notice that the PercentileCont interpolates the answer by averaging the two middle 
values. The PercentileDisc, however, returns a value of 719. This is an actual value in the 
set. If the number of values is even, then this function will return the first value closest to 
the median.

Figure 8-2. Finding the median

When there is an odd number of rows, these functions will return the same value when 
calculating the median. Listing 8-3 shows what happens if there is an odd number of rows 
by filtering out one month.

Listing 8-3. Finding the Median with an Odd Number of Rows

--8-3.1 Filter out January
SELECT  DISTINCT PERCENTILE_CONT(.5) WITHIN GROUP (ORDER BY COUNT(*))
    OVER() AS PercentileCont,
    PERCENTILE_DISC(.5) WITHIN GROUP (ORDER BY COUNT(*))
    OVER() AS PercentileDisc
FROM Sales.SalesOrderHeader
WHERE OrderDate >= '2013-02-01' AND OrderDate < '2014-01-01'
GROUP BY Month(OrderDate);
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Figure 8-3 shows the results. In this case, since the number of rows is odd, the two 
functions return the same value.

Figure 8-3. The two functions return the same median with odd rows

Figure 8-4. The score at the top 25% position

While finding the median is probably the most common use for these functions, 
you can also use them to find the value at any other percent rank. A useful application of 
this would be to return the value at the top 25% position, for example. Listing 8-4 creates 
and populates a temp table with student scores and returns the score found at the top 
25% position.

Listing 8-4. Finding the Score at the Top 25% Position

--8-4.1 Set up variables and table
DECLARE @score DECIMAL(5,2)
DECLARE @count INT = 1;
CREATE TABLE #scores(StudentID INT IDENTITY, Score DECIMAL(5,2));
 
--8-4.2 Loop to generate 1000 scores
WHILE @count <= 1000 BEGIN
    SET @score = CAST(RAND() * 100 AS DECIMAL(5,2));
    INSERT INTO #scores(Score )
    VALUES  (@score);
 
    SET @count +=1;
END;
 
--8-4.3 Return the score at the top 25%
SELECT DISTINCT PERCENTILE_DISC(.25) WITHIN GROUP
     (ORDER BY Score DESC) OVER() AS Top25
FROM #scores;
 

Figure 8-4 shows the result. Your value will be different, of course, since the scores 
were generated randomly. After setting up the variables and the table, a loop generates 
1,000 insert statements with a random value. Query 3 returns the score at the top  
25% position by finding the score with PERCENTILE_DISC 0.25 and sorting the scores in 
descending order.
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Comparing Statistical Functions to Older Methods
The functions PERCENT_RANK and CUME_DIST are more of a convenience than an amazing 
breakthrough like the offset functions you learned about in Chapter 7. By using the RANK 
function in a simple calculation, you can come up with the same answers. The formulas 
are as follows:
 
PERCENT_RANK = (Rank – 1)/(N – 1)
CUME_DIST = Rank/N
 

Listing 8-5 demonstrates that you can get the same results as Listing 8-1 by using 
SQL Server 2005 functionality.

Listing 8-5. Using SQL Server 2005 Functionality for the Same Results

--8-5.1 Using 2005 functionality
SELECT COUNT(*) NumberOfOrders, Month(OrderDate) AS OrderMonth,
    ((RANK() OVER(ORDER BY COUNT(*)) -1) * 1.0)/(COUNT(*) OVER() -1)
    AS PercentRank,
    (RANK() OVER(ORDER BY COUNT(*)) * 1.0)/COUNT(*) OVER()
    AS CumeDist
FROM Sales.SalesOrderHeader
WHERE OrderDate >= '2013-01-01' AND OrderDate < '2014-01-01'
GROUP BY  Month(OrderDate);
 

Figure 8-5 shows the results. Except that the zeros are filled out to 12 places, the 
results look the same. In this example, the window aggregate, COUNT(*) OVER, is used to 
calculate the number of rows in the partition. For PercentRank, one is subtracted from 
both the rank and the count before dividing.
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You may be wondering about the performance, especially since the older method 
used a window aggregate that is not known for robust performance. When comparing the 
two methods, in this situation with no partitioning, the older method actually performed 
a bit better. Figure 8-6 shows the logical reads from the two queries.

Figure 8-5. The results of calculating percents with older methods

Figure 8-6. The logical reads from the two methods

Is it possible to use an older method for the PERCENTILE_CONT and PERCENTILE_DISC 
functions? It is not difficult for PERCENTILE_DISC because it always returns an actual 
value from the set. Listing 8-6 shows how to calculate PERCENTILE_DISC using only 2005 
functionality.
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Listing 8-6. Using Only SQL Server 2005 Functionality to Calculate PERCENTILE_DISC

--8-6.1 PERCENTILE_DISC
SELECT DISTINCT PERCENTILE_DISC(0.75) WITHIN GROUP (ORDER BY COUNT(*)) 
OVER() AS PercentileDisc
FROM Sales.SalesOrderHeader
WHERE OrderDate >= '2013-01-01' AND OrderDate < '2014-01-01'
GROUP BY  Month(OrderDate);
 
--8-6.2 Old method
WITH Level1 AS (
    SELECT COUNT(*) NumberOfOrders,
        ((RANK() OVER(ORDER BY COUNT(*)) -1) * 1.0)/(COUNT(*) OVER() -1)
        AS PercentRank
    FROM Sales.SalesOrderHeader
    WHERE OrderDate >= '2013-01-01' AND OrderDate < '2014-01-01'
    GROUP BY  Month(OrderDate))
SELECT TOP(1) NumberOfOrders AS PercentileDisc
FROM Level1
WHERE Level1.PercentRank <= 0.75
ORDER BY Level1.PercentRank DESC;
 

Figure 8-7 shows the results. Query 1 uses the new functionality so that you can 
compare it to the older method. Query 2 moves the query to calculate the percent rank to 
a CTE called Level1. In the outer query, one row that is equal to or less than the percent 
rank 0.75 is returned.

Figure 8-7. The result of using an older method for PERCENTILE_DISC

Accomplishing the same thing for PERCENTILE_CONT is trickier, but can still be done. 
In this case, when the exact row is not available, a value is calculated by using one value 
above and one value below the given percent rank. When trying to find the median, you 
just average the two rows, but not when trying to find any other percent rank. The best 
formula I have found was to multiply the percent rank times the difference between the 
two values and then subtract from the larger value. Listing 8-7 shows the solution.
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Listing 8-7. Finding PERCENTILE_CONT Using SQL Server 2005 Functionality

--8-7.1 PERCENTILE_CONT
SELECT DISTINCT PERCENTILE_CONT(0.75) WITHIN GROUP (ORDER BY COUNT(*)) 
OVER() AS PercentCont
FROM Sales.SalesOrderHeader
WHERE OrderDate >= '2013-01-01' AND OrderDate < '2014-01-01'
GROUP BY  Month(OrderDate);
 
--8-7.2 Using 2005 functionality
WITH
Level1 AS (
    SELECT COUNT(*) NumberOfOrders,
        CAST((RANK() OVER(ORDER BY COUNT(*)) -1)AS FLOAT)/
            (COUNT(*) OVER() -1)
        AS PercentRank
    FROM Sales.SalesOrderHeader
    WHERE OrderDate >= '2013-01-01' AND OrderDate < '2014-01-01'
    GROUP BY  Month(OrderDate)),
Level2 AS (
    SELECT numberoforders, SIGN(percentrank- 0.75) AS SGN,
        ROW_NUMBER() OVER(PARTITION BY SIGN(PercentRank - 0.75)
        ORDER BY ABS(PercentRank - 0.75))  AS rownumber
    FROM Level1),
Level3 AS(
    SELECT SUM(CASE WHEN SGN = 0 THEN NumberOfOrders END) AS ExactRow,
        SUM(CASE WHEN SGN = -1 THEN NumberOfOrders END) AS LowerRow,
        SUM(CASE WHEN SGN = 1 THEN NumberOfOrders END) AS UpperRow
    FROM level2
    WHERE rownumber = 1)
SELECT CASE WHEN ExactRow IS NOT NULL THEN ExactRow
    ELSE UpperRow - (UpperRow - LowerRow) * 0.75 END AS PercentCont
FROM Level3;
 

Figure 8-8 shows the results. Query 1 uses the PERCENTILE_CONT function so that you 
can compare to the older method. Query 2 moves the query to find PercentRank to a CTE 
called Level1. The query in Level2 uses the SIGN function to see if the value in each row 
is greater than, less than, or equal to 0.75. It returns 1, -1, or 0. This value is also used to 
partition a row number. The rows needed for the results will all have a row number of 1.  
The query in Level3 uses CASE to pivot the values into one row. The outer query uses 
a CASE expression to check for the exact value. If the exact value doesn't exist, then the 
formula using the two close rows is used.
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Figure 8-8. Comparing PERCENTILE_CONT to an older method

The performance of the two queries was very close. Obviously, the new method is 
much, much easier to understand and write.

Summary
Now that you have seen statistical functions PERCENT_RANK, CUME_DIST, PERCENTILE_DISC, 
and PERCENTILE_CONT, you have used all of the window functions available with SQL 
Server 2012 and 2014. In Chapter 9, you will take a look at more real-world applications of 
window functions.
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CHAPTER 9

Time Range Calculations 
and Trends

A common reporting requirement is to produce totals by different ranges of time for 
comparison. Typical reports contain totals by month, quarter, and year, sometimes with 
comparisons to the same period in the prior year or for month-to-date or year-to-date 
totals. Products like SQL Server Analysis Services and PowerPivot provide functions to 
navigate date hierarchies. With window functions in SQL Server 2012 or later, you can 
produce the same calculations using the techniques provided earlier in this book. 

In this chapter, you will put all the techniques you have learned previously to work to 
create calculations for the following:

Percent of Parent•฀

Year-to-Date (YTD)•฀

Quarter-to-Date (QTD)•฀

Month-to-Date (MTD)•฀

Same Period Prior Year (SP PY)•฀

Prior Year-to-Date (PY YTD)•฀

Moving Total (MT)•฀

Moving Average (MA)•฀

Putting It All Together
You learned about using window aggregates to add summaries to queries without grouping 
in Chapter 3, accumulating aggregates in Chapter 5, and frames in Chapter 6. You will be 
putting these all together, with a bit of common sense, to create complex calculations that 
without the use of window functions would have required many more steps.
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Remember, in the case of accumulating aggregates, PARTITION BY and ORDER BY 
determine which rows end up in the window. The FRAME DEFINITION is used to define 
the subset of rows from within the partition that will be aggregated. The examples in this 
section use the frame definition to do the heavy lifting. To review, here’s the syntax:
 
<AggregateFunction>(<col1>) OVER([PARTITION BY <col2>[,<col3>,...<colN>]]
    ORDER BY <col4>[,<col5>,...<colN>] [Frame definition])
 

In this chapter, you will need to use the AdventureWorksDW sample database.

Percent of Parent
Comparing the performance of a product in a specific period to the performance for 
all products in that same period is a common analytic technique. In this next set of 
examples, you will build upon a simple base query by adding columns that calculate 
the pieces needed to produce the final Percent of Parent results. You will start out with 
a straightforward query that aggregates sales by month, and will add new calculation 
columns as they are covered, enabling each new column to be introduced on its own 
without needing to replicate the entire block of example code for each iteration. The code 
for the base query is shown in Listing 9-1 and the results are shown in Figure 9-1.

Listing 9-1. Base Query

SELECT f.ProductKey,
    YEAR(f.orderdate) AS OrderYear,
    MONTH(f.orderdate) AS OrderMonth,
    SUM(f.SalesAmount) AS [Sales Amt]
FROM dbo.FactInternetSales AS f
WHERE OrderDate BETWEEN '2011-01-01' AND '2012-12-31'
GROUP BY f.ProductKey,
    YEAR(f.orderdate),
    MONTH(f.orderdate)
ORDER BY 2, 3, f.ProductKey; 

Figure 9-1. Results of the simple base query
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Ratio-to-Parent calculations can be generally defined as [Child Total] / [Parent Total]. 
In order to calculate the ratio as defined, you need to calculate the numerator and 
denominator inputs, and combine them in a third measure. To calculate the overall 
contribution each product has made to all sales, you need to determine the total for  
[All Sales] and for [Product All Sales]. Once you have those defined, you can 
calculate [Product % of All Sales] as [Product All Sales] / [All Sales]. You can 
multiply the resulting ratio by 100 to display it as a percentage, or rely on the formatting 
functions in the reporting or front-end tool to display them as percentages.

For each of these measures, the window aggregate SUM() function encapsulates a 
regular SUM() function, which might look a little bit strange to begin with, but is required 
to aggregate [SalesAmount] to levels higher than the level of granularity of the query. 
The result is the ability to aggregate the same source column to different levels in a single 
query without having to resort to temporary tables or common table expressions.

Listing 9-2 contains the additional column logic you need to append to the base 
query, just after the last column in the select list. Be sure to include a comma after 
[Sales Amt]. See Figure 9-2 for the results.

Listing 9-2. Additional Column Logic

SUM(SUM(f.SalesAmount)) OVER () AS [All Sales],
SUM(SUM(f.SalesAmount)) OVER (PARTITION BY f.productkey)
    AS [Product All Sales],
SUM(SUM(f.SalesAmount)) OVER (PARTITION BY f.productkey)
    / SUM(SUM(f.SalesAmount)) OVER()
    AS [Product % of All Sales] 

Figure 9-2. Results of calculating product sales as a percentage of all sales

The frame for the [All Sales] column does not have a PARTITION clause, which 
means it will aggregate across all the data available to the query, providing a total of sales 
for all time. This value will be the same for each row in the resulting table. The PARTITION 
clause for the [Product All Sales] column restricts the partition to each instance of a 
product key, providing a total of sales by product for all time. This value will be the same 
for all rows sharing the same [ProductKey] value.



CHAPTER 9 ■ TIME RANGE CALCULATIONS AND TRENDS

110

The [Product % of All Sales] column combines the two prior statements to 
calculate the ratio between them. The key thing to realize is that you can combine the 
results of multiple aggregation results within a single column. Knowing this will allow you 
to create all manner of complex calculations that otherwise would have been relegated to 
a reporting tool or application code.

This approach works best if you work out the logic for each input component 
for a given calculation, then create the complex calculation that leverages the input 
calculations. The column calculations for the Annual and Monthly levels follow a similar 
pattern, so once you have calculations for one level worked out, the rest will follow quickly.

There is no need to worry about handling a divide-by-zero error at the “all” level, as 
the only case that will result in an error is if there are no rows at all in the source table, 
but for every level below it, you must account for situations where the denominator value 
can be zero. The calculations for the “annual” and “month” levels demonstrate how this 
can be done. By wrapping the window SUM() statement in a NULLIF() function, any zero 
aggregate values are turned into a NULL value, avoiding the divide-by-zero error. You 
could also use a CASE statement instead of NULLIF(). See Listing 9-3.

Listing 9-3. Additional Columns to Calculate the Annual and Monthly Percentage of 
Parent Columns

    SUM(SUM(f.SalesAmount))
        OVER (PARTITION BY YEAR(f.OrderDate)) AS [Annual Sales],
    SUM(SUM(f.SalesAmount))
        OVER (PARTITION BY f.productkey, YEAR(f.OrderDate))
        AS [Product Annual Sales],
--Pct of group:
--[Product % Annual Sales] = [Product Annual Sales] / [Annual Sales]
    SUM(SUM(f.SalesAmount))
        OVER (PARTITION BY f.productkey, YEAR(f.OrderDate))
        / NULLIF(SUM(SUM(f.SalesAmount))
                 OVER (PARTITION BY YEAR(f.OrderDate))
                , 0) AS [Product % Annual Sales],
    SUM(SUM(f.SalesAmount))
        OVER (PARTITION BY YEAR(f.OrderDate), MONTH(f.OrderDate))
        AS [Month All Sales],
    SUM(SUM(f.SalesAmount))
        OVER (PARTITION BY f.productkey, YEAR(f.OrderDate),
                MONTH(f.OrderDate))
        / NULLIF(SUM(SUM(f.SalesAmount))
                 OVER (PARTITION BY YEAR(f.OrderDate), MONTH(f.OrderDate))
                , 0) AS [Product % Month Sales]
 

If you want to make your code easier to read, understand, and maintain, you can 
calculate all of the base aggregations in one pass in a common table expression (CTE) 
and then perform the second-order calculation in a following query, using the named 
result columns from the CTE instead of the expanded logic shown above. Once you 
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have worked out the logic for any given combined calculation, you can comment out or 
remove the input columns and just return the final result columns that you are interested 
in. See Listing 9-4 for the code and Figure 9-3 for the results.

Listing 9-4. Base Query with Percent of Parent Calculations for [SalesAmount]

SELECT f.ProductKey,
    YEAR(f.orderdate) AS OrderYear,
    MONTH(f.orderdate) AS OrderMonth,
    SUM(f.SalesAmount) AS [Sales Amt],
    SUM(SUM(f.SalesAmount))
        OVER (PARTITION BY f.productkey)
        / SUM(SUM(f.SalesAmount))
              OVER() AS [Product % of All Sales],
    SUM(SUM(f.SalesAmount))
        OVER (PARTITION BY f.productkey, YEAR(f.OrderDate))
        / NULLIF(SUM(SUM(f.SalesAmount))
                 OVER (PARTITION BY YEAR(f.OrderDate))
                ,0) AS [Product % Annual Sales],
    SUM(SUM(f.SalesAmount))
        OVER (PARTITION BY f.productkey, YEAR(f.OrderDate),
                MONTH(f.OrderDate))
        / NULLIF(SUM(SUM(f.SalesAmount))
                 OVER (PARTITION BY YEAR(f.OrderDate), MONTH(f.OrderDate))
                ,0) AS [Product % Month Sales]
FROM dbo.FactInternetSales AS f
WHERE OrderDate BETWEEN '2011-01-01' AND '2012-12-31'
GROUP BY f.ProductKey,
         YEAR(f.orderdate),
         MONTH(f.orderdate)
ORDER BY 2, 3, f.ProductKey; 

Figure 9-3. The results for Listing 9-4
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Period-to-Date Calculations
Period-to-date calculations are a mainstay of financial reports, but are notoriously 
difficult to incorporate into query-based reports without resorting to multiple CTEs or 
temporary tables. Typically the grouping is performed in a reporting tool such as SSRS or 
Excel to provide the aggregated results, but this can be tricky to implement. The examples 
you will work through next will show you how to create multiple levels of rolling totals in a 
single result set, by adding a FRAME clause to the mix. The frame clause is covered in more 
detail in Chapter 6.

Listing 9-5 demonstrates how to use the frame definition to calculate period-to-date 
totals by date, by product for months, quarters, and years. The base query is essentially 
the same as before, but the level of granularity is at the date level instead of the month 
level. This is so that you can see the results of the aggregate columns in more detail.

Listing 9-5. Calculating Period-to-Date Running Totals By Date

--x.2.1 day level aggregates, with rolling totals for MTD, QTD, YTD
SELECT f.OrderDate, f.ProductKey,
        YEAR(f.orderdate) AS OrderYear,
        MONTH(f.orderdate) AS OrderMonth,
        SUM(f.SalesAmount) AS [Sales Amt],
        SUM(SUM(f.SalesAmount))
            OVER(PARTITION BY f.productkey, YEAR(f.orderdate),
                 MONTH(f.orderdate)
                 ORDER BY f.productkey, f.orderdate
                 ROWS BETWEEN UNBOUNDED PRECEDING AND CURRENT ROW
                ) AS [Sales Amt MTD],
        SUM(SUM(f.SalesAmount))
        OVER(PARTITION BY f.productkey, YEAR(f.orderdate),
             DATEPART(QUARTER, f.OrderDate)
             ORDER BY f.productkey, YEAR(f.orderdate), MONTH(f.orderdate)
             ROWS BETWEEN UNBOUNDED PRECEDING AND CURRENT ROW
            ) AS [Sales Amt QTD],
        SUM(SUM(f.SalesAmount))
            OVER(PARTITION BY f.productkey, YEAR(f.orderdate)
            ORDER BY f.productkey, f.orderdate
            ROWS BETWEEN UNBOUNDED PRECEDING AND CURRENT ROW
           ) AS [Sales Amt YTD],
        SUM(SUM(f.SalesAmount))
            OVER(PARTITION BY f.productkey
            ORDER BY f.productkey, f.orderdate
            ROWS BETWEEN UNBOUNDED PRECEDING AND CURRENT ROW
           ) AS [Sales Amt Running Total],
FROM dbo.FactInternetSales AS f
GROUP BY f.orderdate, f.ProductKey, YEAR(f.orderdate), MONTH(f.orderdate)
ORDER BY f.ProductKey, f.OrderDate;
 



CHAPTER 9 ■ TIME RANGE CALCULATIONS AND TRENDS

113

The OVER clause examples shown in Listing 9-5 use the ROWS BETWEEN UNBOUNDED 
PRECEDING AND CURRENT ROW frame. This results in the calculation aggregating all rows 
from the beginning of the frame to the current row, giving you the correct total to date for 
the level specified in the PARTITION clause. For instance, the [Sale Amt MTD] aggregate 
column will calculate the SUM([SalesAmount]) from the first day of the month, the first 
unbounded preceding row, through to the current row. The ORDER BY clause becomes 
mandatory when using a FRAME clause, otherwise there would be no context for the frame 
to be moved along within the PARTITION.

Figure 9-4 shows the partial results. The [Sales Amt MTD], [Sales Amt QTD], 
and [Sales Amt YTD] column values increase until reaching a different [ProductKey] 
or [ProductKey] and time level (Month and Quarter). The results in Figure 9-4 show 
the break in aggregations at the end of the second quarter, so you can see by looking at 
the rows where [ProductKey] is equal to 311, 312, or 313 that the aggregation resets on 
October 1.

Figure 9-4. Partial results at the end of a quarter (September 30th)

Averages, Moving Averages, and Rate-of-Change
Before moving on to more involved examples, you need to stop and consider the 
challenges faced when working with dates. Dates as a data type are continuous and 
sequential. The T-SQL functions that work with dates are written with this in mind and 
handle any involved date math correctly. In reality, data based on dates will not be 
continuous. Transaction data will have gaps where there is no data for a day, week, or 
possibly even a month or more.

Window functions are not date aware, so it is up to you to ensure that any aggregate 
calculations handle gaps in the data correctly. If you use the LEAD() and LAG() window 
functions over date ranges or date period ranges, you have to provide partitions in your 
result sets that contain continuous and complete sets of dates, months, quarters, or years 
as needed by your calculations. Failure to do so will result in incorrect results. The reason 
for this is that the LEAD() and LAG() functions operate over the result set of the query, 
moving the specified number of rows forward or backwards in the result set, regardless of 
the number of days or months represented.
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For example, a three-month rolling average implemented incorrectly using window 
functions won’t take into account cases where there is no data for a product in a given 
month. It will perform the frame subset over the data provided and produce an average 
over the prior three months, regardless of whether they are contiguous months or not. 
Listing 9-6 demonstrates how not accounting for gaps in a date range will result in 
incorrect or misleading results. In this example, the data is being aggregated to the Month 
level by removing any grouping reference to [OrderDate].

Listing 9-6. Incorrectly Handing Gaps Dates

--9.7 Handling gaps in dates, Month level: not handling gaps
SELECT ROW_NUMBER()
       OVER(ORDER BY f.ProductKey, YEAR(f.OrderDate), MONTH(f.OrderDate))
      AS [RowID],
    f.ProductKey,
    YEAR(f.OrderDate) AS OrderYear,
    MONTH(f.OrderDate) AS OrderMonth,
    ROUND(SUM(f.SalesAmount), 2) AS [Sales Amt], -- month level
    ROUND(SUM(SUM(f.SalesAmount))
        OVER(PARTITION BY f.ProductKey, YEAR(f.OrderDate)
            ORDER BY f.ProductKey, YEAR(f.OrderDate), MONTH(f.OrderDate)
            ROWS BETWEEN UNBOUNDED PRECEDING AND CURRENT ROW
            ), 2) AS [Sales Amt YTD],
    ROUND(AVG(SUM(f.SalesAmount))
        OVER(PARTITION BY f.ProductKey
            ORDER BY f.ProductKey, YEAR(f.OrderDate), MONTH(f.OrderDate)
            ROWS BETWEEN 3 PRECEDING AND CURRENT ROW
            ),2) AS [3 Month Moving Avg]
FROM [dbo].[FactInternetSales] AS f
WHERE ProductKey = 332
AND f.OrderDate BETWEEN '2010-12-01' AND '2011-12-31'
GROUP BY f.ProductKey, YEAR(f.OrderDate), MONTH(f.OrderDate)
ORDER BY f.ProductKey ,YEAR(f.OrderDate), MONTH(f.OrderDate)
 

The results are shown in Figure 9-5; notice that for the time range selected, only nine 
months are represented. Calculating a moving average over the range of months that 
contain no data will produce incorrect results. You will learn how to address this next by 
filling in the gaps.
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In order to address this problem, a supplementary Date table needs to be used to 
fill in the gaps in the transaction data. This is not a new problem, and it has been solved 
in data warehouse designs by including a Date dimension table that contains a row for 
every date in a specified range of years. The AdventureWorksDW database contains a 
table called DimDate that will be used in the following examples. In the event that you 
do not have a date dimension at your disposal, you can also use a CTE to create a Date 
dimension table. The use of a table of date values will result in much better performance 
over using a CTE.

In Listing 9-7, the DimDate table is cross joined with the DimProduct table to produce 
a set containing all products for all dates in the specified range. The resulting CTE 
“table” is used as the primary table in the SELECT portion of the query so that every date 
in the range is represented in the aggregated results even if there were no transactions 
for that product in a given time period. You can also pick up additional attributes 
from the Product table such as product category, color, etc., row counts, and distinct 
counts from the fact table. These can be used to create additional statistics. In this case, 
[ProductAlternateKey] is added and takes the place of [ProductKey] in all grouping 
operations in order to make the results more user-friendly.

Listing 9-7. Correctly Handling Gaps in Dates

--9.7 month level. Now handling gaps in transaction dates
WITH CTE_ProductPeriod
AS (
    SELECT p.ProductKey, p.ProductAlternateKey as [ProductID],
        Datekey, CalendarYear,
        CalendarQuarter, MonthNumberOfYear AS CalendarMonth
    FROM DimDate AS d
    CROSS JOIN DimProduct p
    WHERE d.FullDateAlternateKey BETWEEN '2011-01-01' AND '2013-12-31'
    AND EXISTS(SELECT * FROM FactInternetSales f
               WHERE f.ProductKey = p.ProductKey
               AND f.OrderDate BETWEEN '2011-01-01' AND '2013-12-31')
   )

Figure 9-5. Incorrect calculation of a moving average
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 SELECT ROW_NUMBER()
        OVER(ORDER BY p.[ProductID],
                    p.CalendarYear,
                    p.CalendarMonth
                ) as [RowID],
        p.[ProductID],
        p.CalendarYear  AS OrderYear,
        p.CalendarMonth AS OrderMonth,
        ROUND(SUM(COALESCE(f.SalesAmount,0)), 2) AS [Sales Amt],
        ROUND(SUM(SUM(f.SalesAmount))
                  OVER(PARTITION BY p.[ProductID], p.CalendarYear
                    ORDER BY P.[ProductID], p.CalendarYear, p.CalendarMonth
                    ROWS BETWEEN UNBOUNDED PRECEDING AND CURRENT ROW
                  ), 2) AS [Sales Amt YTD],
        ROUND(SUM(SUM(COALESCE(f.SalesAmount, 0)))
                  OVER(PARTITION BY p.[ProductID]
                    ORDER BY p.[ProductID], p.CalendarYear, p.CalendarMonth
                    ROWS BETWEEN 3 PRECEDING AND CURRENT ROW
                   ) / 3, 2) AS [3 Month Moving Avg]
FROM CTE_ProductPeriod AS p
LEFT OUTER JOIN [dbo].[FactInternetSales]  AS f
    ON p.ProductKey = f.ProductKey
    AND p.DateKey = f.OrderDateKey
WHERE p.ProductKey = 332
AND p.CalendarYear =  2011
GROUP BY p.[ProductID], p.CalendarYear, p.CalendarMonth
ORDER BY p.[ProductID], p.CalendarYear, p.CalendarMonth
 

The results are shown in Figure 9-6. Compare the results of the two previous 
queries. The [3 Month Moving Avg] column is now correct for the months where there 
were no sales for the product (Feb, Mar, Nov) and for the months immediately after the 
empty periods (May, June, December). The calculation in the second query did not use 
the AVG() function but rather divides the SUM() by three to arrive at the average. This 
ensures a more accurate average for the first three periods. In following sections you 
will learn how to limit calculations only to ranges that are complete when calculating 
moving averages.
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Same Period Prior Year
Part and parcel with providing period-to-date calculations, you will need to provide 
comparisons to the same period in the prior year, the prior period in the same year, and 
quite possibly difference amounts and difference percentages. These aggregates can be 
calculated in exactly the same way as the items you have work with so far: by defining the 
formula in simple terms, determining the input calculations at a column level, and then 
building the output column using the input calculations.

For this example, the [ProductKey] is dropped from the query so that the granularity 
of the results is at a month level. This makes it easier for you to see the effect of the new 
calculations in the smaller number of result rows. In order to calculate a value from a 
prior year, the query cannot be limited to a single year in the WHERE clause. For a window 
function to be able to look back into a prior year, there has to be more than one year 
available in the result set.

The LAG() function can retrieve and aggregate data by looking back in the record 
set by the number of rows specified. It also has an optional default parameter that can be 
used to return a zero value for cases where there is no row available when navigating back 
through the records. See Listing 9-8 for the code and Figure 9-7 for the results.

Listing 9-8. Retrieving Results for the Same Month of the Prior Year

-- Listing 9.8 Same Month Prior Year
WITH CTE_ProductPeriod
AS (
    SELECT p.ProductKey, --p.ProductAlternateKey as [ProductID],
           Datekey, CalendarYear, CalendarQuarter,
           MonthNumberOfYear AS CalendarMonth
    FROM DimDate AS d
    CROSS JOIN DimProduct p
        WHERE d.FullDateAlternateKey BETWEEN '2011-01-01' AND '2013-12-31'

Figure 9-6. Moving average, taking gaps in sales data into account
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        AND EXISTS(SELECT * FROM FactInternetSales f
                    WHERE f.ProductKey = p.ProductKey
                    AND f.OrderDate BETWEEN '2011-01-01' AND '2013-12-31')
    )
 SELECT
        ROW_NUMBER()
           OVER(ORDER BY p.CalendarYear, p.CalendarMonth) as [RowID],
        p.CalendarYear AS OrderYear,
        p.CalendarMonth AS OrderMonth,
        ROUND(SUM(COALESCE(f.SalesAmount,0)), 2) AS [Sales Amt],
        ROUND(SUM(SUM(COALESCE(f.SalesAmount, 0)))
                    OVER(PARTITION BY p.CalendarYear
                        ORDER BY p.CalendarYear, p.CalendarMonth
                        ROWS BETWEEN UNBOUNDED PRECEDING AND CURRENT ROW
                        ), 2) AS [Sales Amt YTD],
        ROUND(LAG(SUM(f.SalesAmount), 12 , 0)
                OVER(ORDER BY p.CalendarYear, p.CalendarMonth),2)
            as [Sales Amt Same Month PY]
FROM CTE_ProductPeriod AS p
LEFT OUTER JOIN [dbo].[FactInternetSales] AS f
    ON p.ProductKey = f.ProductKey
    AND p.DateKey = f.OrderDateKey
GROUP BY p.CalendarYear, p.CalendarMonth
ORDER BY p.CalendarYear, p.CalendarMonth 

Figure 9-7. Same month, prior year results
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Difference and Percent Difference
Once you have the ability to look back and pluck a value from the past, you can calculate 
differences between those values very easily. The commonly accepted method for 
calculating Percent Difference is ([current] - [previous]) / [previous]. You can 
also multiply the result by 100 if you want the percentage values to be in the format of 
##.###. Add the code shown in Listing 9-9 to the query from Listing 9-8 to incorporate the 
calculations and run the query.

Listing 9-9. Difference: Current Month Over the Same Month of the Prior Year

LAG(SUM(f.SalesAmount), 12, 0 )
       OVER(ORDER BY p.CalendarYear, p.CalendarMonth)
   as [Sales Amt Same Month PY],
-- [Diff] = [CY] - [PY]
SUM(COALESCE(f.SalesAmount,0))
     - LAG(SUM(f.SalesAmount), 12, 0)
           OVER(ORDER BY p.CalendarYear, p.CalendarMonth)
   as [PY MOM Diff],
-- [Pct Diff] = ([CY] - [PY]) / [PY]
(SUM(COALESCE(f.SalesAmount,0))
   - LAG(SUM(f.SalesAmount), 12, 0)
           OVER(ORDER BY p.CalendarYear, p.CalendarMonth)
   ) / nullif(LAG(SUM(f.SalesAmount), 12, 0 )
           OVER(ORDER BY p.CalendarYear, p.CalendarMonth),0)
   as [PY MOM Diff %]
 

Figure 9-8. Difference: current month over the same month of the prior year

Figure 9-8 shows the results. The same approach can be used to determine the value 
for the prior month and the difference between it and the current month. Add the code 
from Listing 9-10 and run the query to calculate the prior month value, month-over-month 
difference, and month-over-month difference percentage. The results are shown in Figure 9-9.
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Listing 9-10. Difference: Current Month Over the Same Month of the Prior Year

LAG(SUM(f.SalesAmount), 1, 0)
        over(ORDER BY p.CalendarYear, p.CalendarMonth) as [Sales Amt PM],
     -- [Difference] = [CM] - [PM]
        SUM(COALESCE(f.SalesAmount,0))
          - LAG(SUM(f.SalesAmount), 1, 0)
                over(ORDER BY p.CalendarYear, p.CalendarMonth)
        as [PM MOM Diff],
     -- [Pct Difference] = ([CM] - [PM]) / [PM]
(SUM(COALESCE(f.SalesAmount,0))
  - LAG(SUM(f.SalesAmount), 1, 0)
            OVER(ORDER BY p.CalendarYear, p.CalendarMonth))
        / nullif(LAG(SUM(f.SalesAmount), 1, 0 )
                    OVER(ORDER BY p.CalendarYear, p.CalendarMonth),0)
        as [PM MOM Diff %] 

Figure 9-9. Difference: current month to prior month

Moving Totals and Simple Moving Averages
The complexity of the queries in this chapter has been building with each example. They 
are about to become even more complex. In order to help keep them understandable, 
you need to think about them conceptually as the number of “passes” the queries are 
taking over the data. The early examples were a single query, aggregating over a set of 
records in a single pass. In order to introduce a contiguous range of dates to eliminate 
gaps in the transaction data, a second pass was added by introducing a CTE to do some 
pre-work before the main aggregation query. In this section of the chapter, you will 
be adding a third pass by turning the aggregate from the last example into a CTE, and 
aggregating results on top of it. In some cases, the same results can be achieved with 
one or two passes, but for cases where nesting of a window function is required, the only 
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option is to add another pass. One example of this is calculating [Sales Amt PY YTD] at 
the Month level. To create the [Sales Amt YTD] measure, you had to use all the clauses 
of the window function. There is no method to allow you to shift the partition back to the 
prior year. By first calculating [Sales Amt YTD] in the second pass, you can then use a 
window function in the third pass to calculate [Sales Amt PY YTD].

A secondary advantage is that the column calculations on any higher-order 
passes can use the meaningful column names from the lower-order passes to make the 
calculations easier to understand and the code more compact. Managing the trade-offs of 
performance and code readability has to be considered as well.

The last item that needs to be addressed is making sure the sets for any moving total 
or moving average calculation contain the correct number of input rows. For example, a 
three-month moving average [3 MMA] must contain data from three complete months, 
or it is not correct. By addressing gaps in transaction date ranges, part of the problem 
was solved but not the complete problem. At the beginning of a set, the first row has no 
prior rows, so it is incorrect to calculate a moving average for that row. The second row 
of the set only has one preceding row, making it incorrect to calculate the average for it 
as well. Only when the third row is reached are the conditions correct for calculating the 
three-month moving average. Table 9-1 shows how a three-month average should be 
calculated, given that the prior year had no data for the product.

Table 9-1. Eliminating Incomplete Results for Averages Over Ranges of Periods

Month Product Sales Sales YTD Sales 3 MMA

January Bacon 1000 1000

February Bacon 500 1500

March Bacon 1500 3000 1000

April Bacon 600 3600 867

May Bacon 0 3600 700

June Bacon 400 4000 333

To make this work, you simply have to count the number of rows in the frame for 
the three-month period instead of averaging the results, and use the count to determine 
when to perform the calculation. If there are three rows, perform the calculation; 
otherwise, return a null value. The following example uses a CASE statement to determine 
which rows have two preceding rows:
 
CASE WHEN COUNT(*) OVER (ORDER BY p.CalendarYear, p.CalendarMonth
                ROWS BETWEEN 2 PRECEDING AND CURRENT ROW) = 3
        THEN AVG(SUM(f.SalesAmount))
                OVER(ORDER BY p.CalendarYear, p.CalendarMonth
                ROWS BETWEEN 2 PRECEDING AND current row)
        ELSE null
   END AS [Sales Amt 3 MMA]
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The query in Listing 9-11 includes Moving Total and Moving Average calculations  
for rolling 3 and rolling 12 month periods. These are implemented in the second order 
CTE, so that the results are available for further manipulation in the third order  
SELECT statement.

Listing 9-11. Updates to the Base Query

--9.11 Month level, no product. Handling gaps, All products, 3 "pass" query
WITH CTE_ProductPeriod
AS  (
    SELECT p.ProductKey, Datekey,
           CalendarYear, CalendarQuarter,
           MonthNumberOfYear AS CalendarMonth
    FROM DimDate AS d
    CROSS JOIN DimProduct p
    WHERE d.FullDateAlternateKey BETWEEN '2011-01-01' AND GETDATE()
    AND EXISTS(SELECT * FROM FactInternetSales f
                WHERE f.ProductKey = p.ProductKey
                AND f.OrderDate BETWEEN '2011-01-01' AND GETDATE())
        ),
CTE_MonthlySummary
AS (
    SELECT ROW_NUMBER()
            OVER(ORDER BY p.CalendarYear, p.CalendarMonth) AS [RowID],
        p.CalendarYear AS OrderYear,
        p.CalendarMonth AS OrderMonth,
        count(distinct f.SalesOrderNumber) AS [Order Count],
        count(distinct f.CustomerKey) AS [Customer Count],
        ROUND(SUM(COALESCE(f.SalesAmount,0)), 2) AS [Sales Amt],
        ROUND(SUM(SUM(COALESCE(f.SalesAmount, 0)))
                OVER(PARTITION BY p.CalendarYear
                    ORDER BY p.CalendarYear, p.CalendarMonth
                    ROWS BETWEEN UNBOUNDED PRECEDING AND CURRENT ROW
                    ), 2)
            AS [Sales Amt YTD],
        ROUND(LAG(SUM(f.SalesAmount), 11, 0 )
                    OVER(ORDER BY p.CalendarYear, p.CalendarMonth), 2)
            AS [Sales Amt SP PY],
        ROUND(LAG(SUM(f.SalesAmount), 1, 0)
                    OVER(ORDER BY p.CalendarYear, p.CalendarMonth), 2)
            AS [Sales Amt PM],
        CASE WHEN COUNT(*)
                    OVER(ORDER BY p.CalendarYear, p.CalendarMonth
                          ROWS BETWEEN 2 PRECEDING AND CURRENT ROW) = 3
             THEN AVG(SUM(f.SalesAmount))
                    OVER(ORDER BY p.CalendarYear, p.CalendarMonth
                         ROWS BETWEEN 2 PRECEDING AND current row)
             ELSE null
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         END AS [Sales Amt 3 MMA],  -- 3 Month Moving Average
        CASE WHEN count(*)
                    OVER(ORDER BY p.CalendarYear, p.CalendarMonth
                         ROWS BETWEEN 2 PRECEDING AND current row) = 3
             THEN SUM(SUM(f.SalesAmount))
                    OVER(ORDER BY p.CalendarYear, p.CalendarMonth
                         ROWS BETWEEN 2 PRECEDING AND current row)
                ELSE null
         END AS [Sales Amt 3 MMT],   -- 3 month Moving Total
        CASE WHEN COUNT(*)
                    OVER (ORDER BY p.CalendarYear, p.CalendarMonth
                         ROWS BETWEEN 11 PRECEDING AND CURRENT ROW) = 12
             THEN AVG(SUM(f.SalesAmount))
                    OVER(ORDER BY p.CalendarYear, p.CalendarMonth
                         ROWS BETWEEN 11 PRECEDING AND current row)
             ELSE null
           END AS [Sales Amt 12 MMA], -- 12 Month Moving Average
        CASE WHEN count(*)
                    OVER(ORDER BY p.CalendarYear, p.CalendarMonth
                         ROWS BETWEEN 11 PRECEDING AND current row) = 12
        THEN SUM(SUM(f.SalesAmount))
                OVER (ORDER BY p.CalendarYear, p.CalendarMonth
                        ROWS BETWEEN 11 PRECEDING AND current row)
        ELSE null
      END AS [Sales Amt 12 MMT]   -- 12 month Moving Total
FROM CTE_ProductPeriod AS p
LEFT OUTER JOIN [dbo].[FactInternetSales] AS f
    ON p.ProductKey = f.ProductKey
    AND p.DateKey = f.OrderDateKey
GROUP BY p.CalendarYear, p.CalendarMonth
)
SELECT [RowID],
    [OrderYear],
    [OrderMonth],
    [Order Count],
    [Customer Count],
    [Sales Amt],
    [Sales Amt SP PY],
    [Sales Amt PM],
    [Sales Amt YTD],
    [Sales Amt 3 MMA],
    [Sales Amt 3 MMT],
    [Sales Amt 12 MMA],
    [Sales Amt 12 MMT],
    [Sales Amt] - [Sales Amt SP PY] AS [Sales Amt SP PY Diff],
    ([Sales Amt] - [Sales Amt SP PY])



CHAPTER 9 ■ TIME RANGE CALCULATIONS AND TRENDS

124

        / NULLIF([Sales Amt SP PY], 0) AS [Sales Amt SP PY Pct Diff ],
    [Sales Amt] - [Sales Amt SP PY] AS [Sales Amt PY MOM Diff],
    ([Sales Amt] - [Sales Amt PM])
        / NULLIF([Sales Amt PM], 0) AS [Sales Amt PY MOM Pct Diff]
FROM CTE_MonthlySummary
ORDER BY [OrderYear], [OrderMonth]
 

Notice how much simpler and readable the final select is. Because you encapsulated 
the logic behind the columns in the previous CTE, the resulting columns are also 
available to be used in another layer of window functions. The addition of the Moving 
Monthly Totals (MMT) and Moving Monthly Average (MMA) that were added to the 
summary provide a way to address seasonality in the data by averaging the monthly totals 
across a range of months. Moving Totals smooth out the volatility in seasonal/noisy data. 
They can also be used to calculate an annual Rate-of-Change (RoC), which can be used to 
identify trends and measure cyclical change.

You could not create a column for [Sales Amt YTD PY] until now. With the [Sales 
Amt YTD] column present in every row of the CTE, you can now use a window function 
to look back to the same period in the prior year and use it to calculate a difference 
between the current year to date and the prior year to date. Remember, even though you 
are working with a query that returns data at a month level, this technique works for date 
level results as well. Add the block of column calculations in Listing 9-12 to the new base 
query from Listing 9-11 and explore the results.

Listing 9-12. Same Period Prior Year to Date Calculations

LAG([Sales Amt YTD], 11,0)
    OVER(ORDER BY [OrderYear], [OrderMonth])
    AS [Sales Amt PY YTD],
[Sales Amt YTD] - LAG([Sales Amt YTD], 11,0)
                      OVER(ORDER BY [OrderYear], [OrderMonth])
    AS [Sales Amt PY YTD Diff],
([Sales Amt YTD] - LAG([Sales Amt YTD], 11,0)
                      OVER(ORDER BY [OrderYear], [OrderMonth]))
        /NULLIF(LAG([Sales Amt YTD], 11, 0)
                      OVER(ORDER BY [OrderYear], [OrderMonth]), 0)
    AS [Sales Amt PY YTD Pct Diff]
 

Because of the number of columns returned in this query, a chart makes more sense 
to demonstrate the results; see Figure 9-10. The whole purpose of creating the difference 
and difference percent calculations is to be able to use them to analyze the data for 
trends. Plotting the data in a chart is a great way to visualize the results and present them 
to business users.
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MOM difference calculations are generally not that useful as a direct measure. They 
show the change from one period to the next, which can be very “noisy” and can hide 
underlying trends. SP PY difference calculations show a better picture of the growth 
trend over the prior year, but can also be prone to seasonality. That being said, you are 
now going to improve upon these calculations by implementing the Rate-of-Change 
calculations mentioned previously and smooth out the seasonal ups and downs into 
long-term trends.

Rate-of-Change Calculations
Rate-of-Change is the percentage of change in a Moving Total or Moving Average, and 
it indicates if a measure is improving over the prior year or getting worse. It is useful for 
determining leading and lagging indicators between divergent information sources. For 
example, if your business relies on petrochemical feedstock to produce its products, 
changes to oil prices are likely to presage a change in demand for your products, and 
could be considered a leading indicator. Charting the Rate-of-Change for corporate 
sales alongside the Rate-of-Change for stock market and commodity indices allows 
you to determine if your company’s performance leads, lags, or is coincident with the 
performance of the stock market.

Figure 9-10. Monthly trend chart showing Month over Month (MOM) difference percent 
and Same Period Previous Year (SP PY) difference precent
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Add the code in Listing 9-13, a block of column calculations, to the query from 
Listing 9-11 and explore the results.

Listing 9-13. Rate-of-Change Calculations

--Rate of Change [3 MMT]/([3 MMT].LAG( 12 months))
[Sales Amt 3 MMT]
    / LAG(NULLIF([Sales Amt 3 MMT], 0), 11, null)
          OVER(ORDER BY [OrderYear], [OrderMonth])
    as [3/12 RoC],
--[12 MMT] /([12 MMT].LAG( 12 months))
[Sales Amt 12 MMT]
    / LAG(NULLIF([Sales Amt 12 MMT],0), 11, null)
          OVER(ORDER BY [OrderYear], [OrderMonth])
    as [12/12 RoC]
 

A RoC less than 1.0 (100%) is a downward trend and a RoC of 1.0 or greater is a 
positive change. The calculation can also be amended to turn the ratio into a positive or 
negative number as follows:
 
--Rate of Change +/- ([3 MMT]/([3 MMT].LAG( 12 months))* 100) -100
([Sales Amt 3 MMT] / LAG(NULLIF([Sales Amt 3 MMT], 0), 11, null)
             OVER(ORDER BY [OrderYear], [OrderMonth]) *100) - 100 as  

[3/12 RoC2],
--([12 MMT] /([12 MMT].LAG( 12 months))* 100) -100
    ([Sales Amt 12 MMT] / LAG(NULLIF([Sales Amt 12 MMT],0), 11, null)
             OVER(ORDER BY [OrderYear], [OrderMonth]) *100) - 100 as  

[12/12 RoC2]
 

The results of the Rate-of-Change calculations are best visualized in a chart; see 
Figure 9-11. In comparison to the chart for the difference percentages, you should notice 
a closer correlation of the [RoC] measures to the natural curve of the Total.
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Figure 9-11. Rate-of-Change trends for 3 and 12 month ranges

Summary
This chapter covered a lot of ground, building on previously learned concepts to create 
complex calculations for time-based financial analysis. Some of the calculations were 
not previously easily accomplished in T-SQL, let alone in a single query. The approach of 
creating and validating input calculations before tackling more complex calculations will 
serve you well when developing your own complex window calculations, as will the  
step-wise method of using CTEs to get around the nesting limitation of window functions.

I hope you have realized just how versatile and powerful window functions are by 
reading this book. As you use these functions, you will begin to see even more ways to 
use them. They will change the way you approach queries, and you will become a better 
T-SQL developer. Happy querying!
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