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Preface

Welcome to Hyper-V Network Virtualization Cookbook. This book is an end-to-end introduction
on how to implement Hyper-V Network Virtualization (HNV) on Microsoft Windows Server 2012
R2 Hyper-V using System Center 2012 R2 Virtual Machine Manager.

The purpose of this book is to help you get familiar with the components of Hyper-V
Network Virtualization and the options available to you. It is assumed that you are
familiar with Windows Server 2012 R2 and want to understand how to implement HNV.

Software-defined Networks (SDN) are networks decoupled from the traditional physical
hardware. SDN allows IT and network administrators to react to changing business
requirements faster as it removes the requirement to amend the physical infrastructure.
Microsoft's implementation of SDN uses the NVGRE protocol, which is referred to as Hyper-V
Network Virtualization.

What this book covers

Chapter 1, Installing Virtual Machine Manager, shows you how to install Virtual Machine
Manager (VMM), which is a critical component of HNV. This chapter discusses the
components required for VMM and how to configure them correctly.

Chapter 2, Configuring Networks for Hyper-V Network Virtualization, teaches you the required
configurations in VMM for Logical Networks, Virtual Machine Networks (VM Networks), IP Pools,
and virtual machines.

Chapter 3, Creating the Gateway for Virtual Machine Communications, demonstrates how to
create an HNV gateway and connect it to VM Networks.
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Chapter 4, IP Address Management Integration with VMM for Hyper-V Network Virtualization,
demonstrates how to integrate IPAM with VMM.

Chapter 5, Windows Server Gateway Configuration, goes deeper into the capabilities of the
Windows Server gateway, showing you how to use the different options for gateways—including
Network Address Translation and Direct Routing.

Chapter 6, Implementing Network Isolation in Hyper-V, discusses how to implement traditional
networking in Hyper-V with regards to VLANs and PVLANSs.

Chapter 7, Network Access Control Lists, details the options available to Hyper-V
administrators for securing their virtual machines. For example, how to control what can
access a VM on a specific port and how the Hyper-V Extensible Switch can be used here.

Appendix A, VM Templates, will discuss the Virtual Machine Templates, which are created
using the Convert-WindowsImage.psl PowerShell script.

Appendix B, Planning the Virtual Machine Manager, will help you with the preparation and
planning of the Virtual Machine Manager.

What you need for this book

The hardware and software requirements are covered in the following sections.

Hardware requirements

To complete all of the recipes in this book, you will need five computers capable of running
Windows Server 2012 R2 Hyper-V each with at least 8 GB RAM. Please ensure that your
hardware meet the minimum requirements for Windows Server 2012 R2 and for Hyper-V.
Please refer to the TechNet article at http://technet.microsoft.com/en-us/
library/jj647784 for more details.

In addition, you will need a switch capable of IEEE 802.1q VLANSs. The following diagram
shows you how the hardware should be connected:



http://technet.microsoft.com/en-us/library/jj647784
http://technet.microsoft.com/en-us/library/jj647784
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In addition, you will need some shared storage for the Management Hosts and Tenant Hosts
to be able to create Hyper-V clusters. The NAT Device / Firewall does not have to offer DHCP
addresses, as System Center 2012 R2 Virtual Machine Manager will be responsible for
distributing IP addresses for use on this network by Hyper-V Network Virtualization.
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Software requirements
All of the recipes in this book are based on the following software:

» Windows Server 2012 R2
» System Center 2012 R2 Virtual Machine Manager
» SQL Server 2012 SP1 Enterprise Edition

It is advisable to ensure that you install the latest Update Rollup available for all products.
Microsoft is continually refining the products involved, and it is highly recommended that you
have the latest updates installed, the exception being SQL Server 2012. It is advised to install
the latest Cumulative Update of Service Pack 1 and not to install Service Pack 2.

The Fully Qualified Domain Name for the Active Directory domain in this book is ad . demo . com
and the NetBIOS name is DEMO. The functional levels of the Forest and Domain are both
Windows Server 2012 R2.

You do not require SQL Server 2012 SP1 Enterprise Edition for Hyper-V Network Virtualization.
However, it offers the AlwaysOn High Availability Group function, which offers significantly
faster failover in the event of a SQL Server failure. System Center 2012 includes a license

for SQL Server 2012 Standard Edition, which is sufficient for most installations.

Who this book is for

The target audience of this book is Network and Virtualization administrators who are
responsible for architecting their infrastructure. The recipes in this book will demonstrate how
to implement HNV. The ultimate goal of this book is to provide a sound understanding of how
HNV can be implemented and the components involved.

Sections

This book contains the following sections:

Getting ready

This section tells us what to expect in the recipe, and describes how to set up any software or
any preliminary settings needed for the recipe.

How to do it...
This section characterizes the steps to be followed for "cooking" the recipe.

How it works...

This section usually consists of a brief and detailed explanation of what happened in the
previous section.

—a1
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There's more...

It consists of additional information about the recipe in order to make the reader more
anxious about the recipe.

See also
This section may contain references to the recipe.

Conventions

In this book, you will find a number of styles of text that distinguish between different kinds of
information. Here are some examples of these styles, and an explanation of their meaning.

Code words in text, database table names, folder names, filenames, file extensions, pathnames,
dummy URLs, user input, and Twitter handles are shown as follows: "Enter the FQDN of the IPAM
server; in this case, DEMO-IPAMO1.ad.demo. com."

A block of code is set as follows:

Set-PSDrive AD:

$VMMInstallAccount = Get-ADUser -Identity Install VMM

When we wish to draw your attention to a particular part of a code block, the relevant lines or
items are set in bold:

$logicalNetwork = Get-SCLogicalNetwork -ID "f69abe75-0e94-
42a9-b86a-6d48c4010cla"

Any command-line input or output is written as follows:
Install-WindowsFeature -Name IPAM -IncludeManagementTools

New terms and important words are shown in bold. Words that you see on the screen,
in menus or dialog boxes for example, appear in the text like this: "Click on the Utilization
Trend tab."

% Warnings or important notes appear in a box like this.

Q Tips and tricks appear like this.
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Reader feedback

Feedback from our readers is always welcome. Let us know what you think about this
book—what you liked or may have disliked. Reader feedback is important for us to develop
titles that you really get the most out of.

To send us general feedback, simply send an e-mail to feedbackepacktpub.com, and
mention the book title via the subject of your message.

If there is a topic that you have expertise in and you are interested in either writing or
contributing to a book, see our author guide on www . packtpub.com/authors.

Customer support

Now that you are the proud owner of a Packt book, we have a number of things to help you to
get the most from your purchase.

Downloading the example code

You can download the example code files for all Packt books you have purchased from your
account at http://www.packtpub. com. If you purchased this book elsewhere, you can
visit http://www.packtpub.com/support and register to have the files e-mailed directly
to you.

Errata

Although we have taken every care to ensure the accuracy of our content, mistakes do happen.
If you find a mistake in one of our books—maybe a mistake in the text or the code—we would be
grateful if you would report this to us. By doing so, you can save other readers from frustration
and help us improve subsequent versions of this book. If you find any errata, please report
them by visiting http: //www.packtpub.com/submit-errata, selecting your book,
clicking on the Errata Submission Form link, and entering the details of your errata. Once your
errata are verified, your submission will be accepted and the errata will be uploaded on our
website, or added to any list of existing errata, under the Errata section of that title. Any existing
errata can be viewed by selecting your title from http: //www.packtpub.com/support.

To view the previously submitted errata, go to https: //www.packtpub.com/books/
content/support and enter the name of the book in the search field. The required
information will appear under the Errata section.
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Piracy

Piracy of copyright material on the Internet is an ongoing problem across all media. At Packt,
we take the protection of our copyright and licenses very seriously. If you come across any
illegal copies of our works, in any form, on the Internet, please provide us with the location
address or website name immediately so that we can pursue a remedy.

Please contact us at copyrighte@packtpub.com with a link to the suspected pirated material.

We appreciate your help in protecting our authors, and our ability to bring you valuable content.

Questions

You can contact us at questions@packtpub.com if you are having a problem with any
aspect of the book, and we will do our best to address it.







Installing Virtual
Machine Manager

In this chapter, we will cover the following recipes:

» Deploying the required service accounts
» Creating the distributed key management container in Active Directory
» Installing Virtual Machine Manager on a single server

» Installing a highly available Virtual Machine Manager server

Introduction

Microsoft System Center 2012 R2 Virtual Machine Manager (VMM) is a critical component
of Hyper-V Network Virtualization. It provides the management infrastructure to control
Hyper-V Network Virtualization.

[vww allitebooks.cond
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It provides the following features:

» Network definitions, both physical and virtual

» Control of Hyper-V hosts

» Virtual Machine templates

» Service templates

VMM is a part of the Microsoft System Center 2012 R2 product. It is primarily composed of
seven components, which are listed in the following table:

VMM component

Description

VirtualManagerDB

VirtualManagerDB is a Microsoft SQL Server database. It
contains all the configuration data for VMM, the passwords
(encrypted), job history, performance data, and so on.

VMM Console

This console makes use of the VMM PowerShell module to
perform all of its tasks. It is purely a frontend for the VMM
PowerShell module.

VMM Management Server

The management server is responsible for undertaking all
actions. It is responsible for communicating with its agents on
Hyper-V hosts, library servers, WSUS servers, and so on.

VMM Library Server

The library server contains all the physical files required for
virtual and physical machines, including VHDX files, answer
files, drivers for physical servers, application files, and so on.

VMM Agent

This is responsible for undertaking the required actions from the
VMM Management Server.

VMM PXE Server

The PXE server is a Windows Deployment server that has the
VMM agent server installed. It is solely used for bare metal
deployment of Hyper-V hosts.

VMM Update Server

This is a WSUS server that has updates applicable to the
servers under VMM's management.
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The following diagram shows the components and where they would be installed:
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Installing Virtual Machine Manager

VMM is capable of managing the alternative hypervisors: XenServer and VMware ESX/vSphere
(via a VMware vCenter installation).

For the smallest implementation, it is possible to install all of the components on a single
server, including the VirtualManagerDB database. You have the option to make the installation
of VMM highly available by using features such as SQL Server Failover Clustering, SQL Server
AlwaysOn High Availability Groups, Failover Clustering for VMM Management Servers, Clustered
File Servers for the VMM Library, and multiple Windows Deployment Servers.

Deploying the required service accounts

This recipe will provide you with the steps required to deploy the required service accounts to
the correct servers. It will assist you with your evaluation of Virtual Machine Manager before
deploying into a production environment. For the purpose of the Service Accounts, please
read Appendix, Planning Virtual Machine Manager.

Getting ready

It is assumed you have access to Active Directory to create and populate Security Groups and
to create and link Group Policy Objects.

How to do it...

The following diagram shows you the high-level steps involved in this recipe and the tasks
required to complete this recipe:

Qverview of Recipe:

Prerequisites (not covered by this recipe):

o Agree the service account usernames and passwords
e Agree the required Security Group names

e Agree the Organisation Unit structure

e Agree the Group Policy Object names

Actions:

e Creation of required Service Accounts

Creation of required Security Groups

Creation of required Group Policy Objects
Linking Security Groups to Group Policy Objects
Linking Group Palicy Objects to the correct
Organisational Units

e |nitiating a remote Group Policy Update
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The following screenshot shows how the Active Directory Organization Units (OUs) are

structured for this recipe:

v
p O

4 2]

A

] Active Directory Users and Computers [DEMO-DC01.ad.demo.com]
b || Saved Queries

4 F3 ad.demo.com

| Builtin

Computers

DemaoEnyv

| Administrativefccounts
| SecurityGroups

ComputerGroups
UserGroups

4 |2 Servers
| FileServers
| Hyper-V

| Cluster
Management

1 saL
| SystemCenter

2] VMM

4 3 Servicehccounts

5aL

o1 VMM
2| Users

The list of accounts that will be used is as follows:

Account name

Use

Username

VMM Service Account

Running VMM services and
accessing resources

SVC_VMMSrvc

VMM Agent Run As Account

Managing Hyper-V Hosts and
Infrastructure Servers

SVC_VMMAgntRA

VMM SQL Server Account

Running VMM SQL Server instance

SVC_VMMSQLEng

VMM SQL Server Agent Account

Running VMM SQL Server Agent for
a SQL instance

SVC_VMMSQLAgnt

VM Domain Join Run As Account

Joining new VMs to the domain

SVC_VMMJoinDom

VMM Installation Account

The account used to install VMM

Install_VMM
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Now perform the following steps:

1. Create the user accounts for VMM.

File Action View Help

I ERETERCEE a5 Sk =K

] Active Directory Users and Computers [DEN
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2. The user accounts for SQL are shown in the following screenshot:

File Action View Help
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Running VMM 50L Serv...




Chapter 1

3. The groups for Hyper-V Servers and VMM Servers are shown in the following screenshot:

View Help
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4. A new Group Policy Object (GPO) needs to be created and linked to the Hyper-V OU.
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5. Click on the Details tab and select User configuration settings disabled from the
GPO Status dropdown, as shown in the following screenshot:

VMM_Hyper-V_Accounts
| Scope | Details | Settings I Delegation |
Domain: ad demo com
Owner: Domain Admins (DEMODomain Admins)
Created: 04/06/2014 22.50.47
Modffied: 04/06/2014 22:53:13
User version: 0 (AD), 0 (SYSVOL)
Computer version: 0 (AD), 0 (SYSVOL)
Unique ID: {D72B7C11-B055-4726-B8C8-01977EDDS0ED}
GPO Status: Engbled v
All zettings disabled
Commertt: Computer corfiguration ssttings disabled purts to Hyper-\' servers
Enabled
User configuration settings disabled

6. Right-click on the GPO name under the Hyper-V OU and click on Edit. Navigate to
Computer Configuration | Preferences | Control Panel Settings | Local Users
and Groups. Right-click and navigate to New | Local Group.

i=f Group Policy Management Editor == -

File Action View Help
e nEdmaz Hm RO +

=[ VMM _Hyper-V_Accounts [DEM
4 [ Computer Configuration
I [ Policies
a || Preferences
b [ Windows Settings

£# Local Users and Groups

Order Action Full Narne

Processing .
4 (7] Control Panel Setting There are no items to show in this view.
Data Sources
,% Devices
l'_“&' Folder Options Hew Local User
E Local Users and ¢ All Tasks Local Group
Network Q.ptlons Paste
13 Power Options
@ P Refresh
rinters
Scheduled Tasks View
% Services A |
4 i, User Configuration Description Irrange cons
» [ Policies No palicies selected Line up lcons
I | Preferences Help
< m > \ Preferences | Extended X Standard ?

Add a new local security group item ‘
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7. Make sure the Action field is set to Update, Group name is set to Administrators
(built-in), and you have added SVC_VMMAgntRA to the Members section.

Mew Local Group Properties -
Local Group | Comman

g Action: |Update v |

Group name: | Administrators (built-in) v| III
Rename to: | |

Description: | |

[ IDelete all member users

[Jelete all member groups

Members:
Mame Action 51D
DEMC\SYC_VMMAgGNtRA ADD 5-1-5-21-3143

< m

| 0K | | Cancel | | Apply | | Help |

8. Click on OK to close the New Local Group Properties dialog.
9. Close the Group Policy Management Editor window.

[}
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10. In the Group Policy Management MMC, right-click on the OU where the GPO has
been deployed and click on Group Policy Update. This triggers a remote Group

Policy Update on the

Hyper-V hosts.

=L Group Pelicy Management
4 _'L\ Forest: ad.demo.com
4 [ Domains
4 3 ad.deme.com
| Default Demain P

DemoEnv

[
B 2] SecurityGroup
4 |2 Servers

2| FileServers

2| Administrativefccounts

Hyper-V

Linked Group Policy Obiects | Group Policy Inhertance | Delegation

Link *rder

olicy 1

5

GPO
i/ VMM_Hyper-V_Accounts

[
F3|
2| Domain Ce
= Group Peli
& WMI Filters
[ a Starter GPC
b [ Sites
s¢ Group Policy Mod

=

1+ Group Policy Resu

Create a GPO in this domain, and Link it here...

Link an Existing GPO...
Block Inheritance

Group Policy Update...
Group Policy Medeling Wizard...
Mew Crganizational Unit
View

Mew Window from Here
Delete

Rename

Refresh

Properties

Help

This completes this recipe. The required service accounts with the necessary permissions
have been scoped and deployed correctly.

By adding the required Service Accounts to the Group Policy Objects, it ensures that these
accounts have sufficient privileges to run and manage the VMM installation.
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Creating the distributed key management

container in Active Directory

Some of the data stored by VMM needs to be held securely, so it cannot be compromised.
For example, when you store user credentials in VMM for Run As accounts, the passwords for
these are encrypted. When you install VMM, you are given the choice of where to store the
encryption keys, as shown in the following screenshot:

5| Microsoft System Center 2012 R2 Virtual Machine Manager Setup Wizard -

Configuration Report a problem

Configure service account and distributed key management

Virtual Machine Manager Service Account

Select the account to be used by the VMM service. Highly available VMM installations require the use of a domain account.
Which type of account should | use?
®) Local System account

_ Domain account

User name and domain: Password:

Distributed Key Management

Select whether to store encryption keys in Active Directory instead of on the local machine. Highly available VMM installations
require the keys be stored in Active Directory.

[[] Store my keys in Active Directory

Provide the location in Active Directory. For example, CN=DKM DC=contoso,DC=com.

How do | configure distributed key management?

Previous Next > Cancel

It is required to always store your encryption keys in Active Directory if you are going to deploy
a highly available (clustered) installation of VMM.

The account used to install VMM must have full control over the container in Active Directory
for the duration of the installation. During the installation, the installer program reconfigures
the security of the container to ensure that only the correct security principles have access.

For a small scale installation, a single container in the root of Active Directory could

be created to store the encryption keys. For a large-scale implementation where several
different installations of VMM may be required due to the number of hosts and/or virtual
machines, it is advisable to create a parent container in Active Directory and then have
containers within the parent for each installation of VMM.

[}
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Getting ready

You will need to have sufficient access to Active Directory to create Container objects.

How to do it...

The following diagram shows you the high-level steps involved in this recipe and the tasks
required to complete this recipe:

(Overview of Recipe:

e N

Prerequisites (not covered by this recipe):

 Obtaining an account with sufficient privileges for
creating a container in Active Directory

* Obtaining an account with sufficient privileges for
changing ACLs on the new container in Active
Directory

N J

N

Actions:

« Creation of new container in Active Directory for
Distributed Key Management in VMM using
PowerShell

* Applying the required security permissions to the
newly created Active Directory container using
PowerShell

/

There are two possible methods of creating a container in Active Directory: one is using ADSI
Edit and the other is via PowerShell. The method discussed here will be PowerShell-based:

1. On a Domain Controller, or a machine where the Active Directory PowerShell Module
is installed, open an elevated PowerShell console.

2. The following PowerShell line will create a container called DKMVMM in the root of
Active Directory:

New-ADObject -Name DKMVMM -Type container -Path
"DC=ad, DC=demo, DC=com"

=]
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3. Once the container has been created, the user who will be installing VMM needs to
have full control of the container and that permission must apply to the container and
all descendant objects. The following PowerShell will perform this function:

Set-PSDrive AD:
$VMMInstallAccount = Get-ADUser -Identity Install VMM

$SID = New-Object
System.Security.Principal.SecurityIdentifier
SVMMInstallAccount.SID

SDKMVMMacl = Get-Acl -Path "CN=DKMVMM, DC=ad,DC=demo,DC=com"

$O0bjectGuid = New-Object Guid 00000000-0000-0000-0000-
000000000000

$SnewACL = New-Object
System.DirectoryServices.ActiveDirectoryAccessRule
$SID, "GenericAll", "Allow", Sobjectguid, "ALLl"

SDKMVMMacl .AddAccessRule ($SnewACL)

Set-Acl -AclObject $DKMVMMacl -Path
"CN=DKMVMM, DC=ad, DC=demo, DC=com"

This recipe is complete and the Distributed Key Management container is now ready to be
used by DEMO\Install VMM during installation.

When VMM is installed, it uses the Distributed Key Management container to store its
encryption keys and using the privileges granted to it previously, it will lock down the container
to ensure that only the account running the VMM Management Service, the VMM Installation
Account, and Domain Administrators have access to the container.
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Installing Virtual Machine Manager on a

single server

This recipe provides the steps required to install all the VMM roles on a single server, including
SQL Server. This type of deployment is suitable for the test and development environments. It
will enable you to evaluate VMM for Hyper-V Network Virtualization. While supported, it is highly
recommended that a multiserver deployment is implemented for production. A multiserver
installation can give you a great deal of flexibility and resiliency in a VMM installation.

Getting ready

It is assumed you have reviewed the recipe and have implemented the required elements for
installing VMM.

How to do it...

The following diagram shows you the high-level steps involved in this recipe and the tasks
required to complete this recipe:

uverview or neclipe:

Prerequisites (not covered by this recipe):
e Obtaining the SQL Server and VMM ISO files
e Creation of a virtual machine for SQL and VMM

Actions:

e Adding the .NET 3.5 Framework to Windows Server
2012 R2

¢ |Installing SQL Server 2012 SP1

¢ |Installing VMM 2012 R2

This will result in the following applications and their components being installed on this
single server:

» SQL Server 2012 SP1 for the VirtualManagerDB database

» VMM 2012 R2 Management Server with the VMM Console and VMM Library
To install VMM, you must install SQL Server 2008 R2 SP2 or higher. This recipe will

discuss installing SQL Server 2012 SP1 Standard Edition, which is included in the
System Center license.

=
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.NET Framework

SQL Server 2012 requires the .NET 3.5 Framework. The source files for this are not installed
on a Windows Server 2012 (or higher) installation by default. To add the .NET 3.5 Framework,
you will need access to the Windows Server 2012 R2 DVD/ISO content.

The following PowerShell must be executed from an elevated PowerShell console:

Install-WindowsFeature -Name Net-Framework-Core -Source
D:\sources\sxs

) Administrator: Windows PowerShell

Ho Success £.HET Framework 3.5 Cincludes .HET 2.0 and...
WARHIHG: Windows automatic updating is not enabled. To ensure that your newly-installed role or feature is

automatically updated, turn on Windows Update.

PS C:\Windowshsystem32> _

D: denotes where the ISO contents are available from. This could
i be a network share if more appropriate for you.

VMM requires .NET Framework 4.5 (or 4.5.1) and is installed on Windows Server 2012 R2
by default.

Downloading the example code

\ You can download the example code files for all Packt books you have
~ purchased from your account at http://www.packtpub. com.
Q If you purchased this book elsewhere, you can visit http: //www.
packtpub.com/support and register to have the files e-mailed
directly to you.

Microsoft Windows Assessment and Deployment Kit

VMM requires two components of the Assessment and Deployment Kit (ADK) from Microsoft
to be installed:

» Deployment Tools
» Windows Pre-installation Environment

s
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The following screenshot shows these two components selected in the installation screen:

i Windows Assessment and Deployment Kit for Windows 8.1 M

Select the features you want to install

Click a feature name for more information.

[ Application Compatibility Toolkit (ACT) De ploym ent TOOIS
Deployment Tools Size: 47.2 MB
[w] Windows Preinstallation Environment (Windows PE) Tools to customize and manage Windows images and to

automate installation.
|:| User State Migration Tool (USMT)

Includes:
|:| Volume Activation Management Tool [VAMT) neiuges
[ windows Performance Toclkit * Deployment Image Servicing and Management
(DISM) tool. To use DISM cmdlets, PowerShell 3.0
D‘.‘\u‘ir‘dc\'.'s Assessment Services must also be installed

OEM Activation 3.0 Tool.

Windows System Image Manager (SIM)

OSCDIMG, BCDBoot, DISMAPI, WIMGAPI, and ather
tools and interfaces

[[] Microsaft SQL Server 2012 Express

Estimated disk space required: 3.0GB
Disk space available: 113.0 GB
Back | | Install | | Cancel

4 Please ensure these components are installed prior to installing VMM.

You can obtain the ADK from http://www.microsoft.com/en-
’ us/download/details.aspx?id=39982.

SQL Server 2012
VMM requires the following SQL Server 2012 components to be installed:

» Database Engine Services

» Management Tools - Complete

There are no special SQL collation requirements for VMM. When installing SQL Server, it will
determine the appropriate collation according to the language of the operating system.

=
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During the installation, the SVC_VMMSQLAgnt account was assigned to run the SQL Agent
Service and the SVC_VMMSQLEnNg account was assigned to run the SQL Server Service, as
shown in the following screenshot:

Service Accounts | Callation

Microsoft recommends that you use a separate account for each SQL Server service,

Service Account Mame Password Startup Type

50L Server Agent DEMONSVC_VMMSQOLAgnt [TTTTTITT Manual v
SQL Server Database Engine | DEMONSYC_VMMSQOLENg sesssnnsl Automatic |
SQL Server Browser NT AUTHORITYWLOCAL SERV... Disabled ™

Once SQL Server has been installed, then VMM can be installed.

VMM installation

Ensure the Install_VMM and SVC_VMMSrvc accounts have been granted administrative
rights to the server where VMM will be installed. Additionally, the Install_VMM account
requires the following permissions in the SQL instance:

» The ALTER ANY LOGIN permission on the server or membership in the securityadmin
fixed server role

» The CREATE DATABASE, CREATE ANY DATABASE, or ALTER ANY DATABASE
permissions

Alternatively, the VirtualManagerDB database can be precreated in the SQL instance, in
which case the Install_VMM account would only require the ALTER ANY LOGIN permission

on the server or membership in the securityadmin fixed server role. The VMM Service Account
(SVC_VMMSrvc) and the Install_VMM accounts require SQL logins to be created and have the
db_owner rights assigned to VirtualManagerDB.

5 New Database = | = -

Selecta page = 2
. ‘Y Script * Hell
EJGereo] S
f Options
f Filegroups Database name: |\;"|rluaIManagerDE |

Owner: | DEMONSVE_VMMSve ]

Database files:

Logical Mame File Type  Filegroup
VitualMana... Rows..  PRIMARY |
VitualMarna... Log Mot Applicable [

Autogrowth / Maxsize
: By 1 MB, Unlimited
By 10 percent, Unlimited

=]
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The SVC_VMMSrvc only has the public Server role, as shown in the following screenshot:

d

Selecta page
1 General

gl Server Roles
_’*l“ User Mapping
2 Securables
2 Status

Login Properties - DEMO\SVC_VMMSrvc
‘S Script = Lj Help

Server role is used to grant server-wide security privileges to a user.

Server roles:

BE |

[] bulkadmin
[] dbereator

[] diskadmin
[] processadmin
public

[] securityadmin
[] serveradmin
[] setupadmin
[] sysadmin

Add the securityadmin role to the Install_VMM login.

d

Selectapage
1 General

gl Server Roles
1 User Mapping
# Securables
2 Status

Login Properties - DEMO\Install_VMM
"_._js Script Lj Help

Server role iz used to grant server-wide security privileges to a user.

Server roles:

[] bulkadmin
[] dberestar

[] diskadmin
[] processadmin
public
securityadmin
[] serveradmin
[] setupadmin
[] sysadmin

Once the VirtualManagerDB database has been created, create a new user in the database
for the Install_VMM user.

1. Login to the server where you wish to install VMM with the Install_VMM account.
Insert or mount the VMM installation media and launch the installation for VMM

using the setup . exe file. On the installation screen, click on Install.

=]
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@ 2013 Microsoft Corporation. All rights reserved. Cloze

PC » DVD Drive (D:) SC20T2RIVIAM

s
Name

Microsoft:System Center 2012 R2 .
i386
Prerequisites
SAV
Virtual Machine Manager | Scripts
= ¢ 4 | autorun
: g . %] mever100.dil
: may be required B setup
@ Before you begin e
VMM Privacy Statement Browse the CD

System Center Online

VMM Cenfiguration Analyzer

Optional Installations
= Local Agent
Installs agent on local machine.

When prompted to select which features to install, select VMM management server
(this will automatically select the VMM console option). Click on Next.

On the Product registration information page, enter the appropriate details. If you
do not enter a product key, then VMM will be installed in the evaluation mode. It is
possible to enter a product key post installation. Click on Next.

Review the Please read this license agreement page and accept to continue with
the installation. Click on Next.

Select whether or not to participate in the Customer Experience Improvement
Program (CEIP). Click on Next.

When prompted whether or not to turn on Microsoft Update, it is suggested not to
use Microsoft Update. System Center should be updated as per Microsoft guidelines
and VMM updates have been known to include SQL scripts that must be executed
manually to complete the update. Select Off and click on Next.

On the Select the installation location page, accept the default installation location
or specify a custom location. Click on Next.
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8. Provided your machine passes the prerequisite check, which it should if all preceding
steps have been followed, you will need to change the Select an existing database
or create a new database option to the existing VirtualManagerDB. Click on Next.

9. While not strictly necessary on a single server deployment, it is suggested to run the
VMM Service as a Domain Account and store the encryption keys in Active Directory.
This will allow you to move from a single server installation to a highly available
installation. Enter the DEMO\SVC_VMMSrvc account and password; under the
Distributed Key Management section, enter the distinguished name of the
DKMVMM container that was created in the previous recipe. Click on Next.

G Microsoft System Center 2012 R2 Virtual Machine Manager Setup Wizard -
Configuration Report a problem
———

Configure service account and distributed key management

Virtual Machine Manager Service Account

Select the account to be used by the VMM service. Highly available VMM installations require the use of a domain account.
Which type of account should | use?

) Local System account

(® Domain account

User name and domain: Password:

DEMONSVC_VMMSrve sessenee

Distributed Key Management

Select whether to store encryption keys in Active Directory instead of on the local machine. Highly available VMM installations
require the keys be stored in Active Directory.

Store my keys in Active Directory
Provide the location in Active Directory. For example, CN=DKM,DC=contoso, DC=com.

CN=DKMVMM, DC=ad,DC=demo,DC=com

How deo | configure distributed key management?

| Previous || Mext = || Cancel |

10. Leave the Port configuration option as default unless you require different ports.
Click on Next.

11. On the Library configuration page, leave the selections as default. Click on Next.
12. Review the Installation summary information and click on Install.

13. If prompted, follow the instructions for the registration of Service Principle Names in
Active Directory. This completes the installation of VMM. You can review the setup
logs at C: \ProgramData\VMMLogs.
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Installing VMM on a single server is very simple, and the most important phase is the
prerequisites; these must be completed prior to the installation.

The service account specified for the VMM Management Service to use is granted the required
permissions on the database during installation, unless you precreated the database.

While it is possible to install all of the required VMM components on
¢ a single server, it is not recommended for a production environment.
% Hyper-V Network Virtualization with VMM utilizes the VMM management
= server, and subsequently the database, significantly more than
traditional VLAN networking in Hyper-V.

Installing a highly available Virtual Machine

Manager server

This recipe provides the steps required to install VMM on a multiserver environment. This will
involve creating several Windows Server Failover Clusters:

» A cluster of two servers for a SQL Server 2012 AlwaysOn Availability Group

» A cluster of two servers for VMM Management Server

» A cluster of two servers for the VMM Library Server

A multiserver installation for VMM can give you a great deal of flexibility and resiliency in the
overall installation.

Getting ready

You will need three Windows Server Failover Clusters created for this recipe. You will need to
create a Computer object in Active Directory for each of the following clustered roles:
» SQL Server Availability Group Listener: in this example it will be SysCtrDBS-AGL
» The name of the VMM Client Access Point; in this example, it will be VMMMS
» The name of the File Server Client Access Point; in this example, it will be
VMMLibServer

Please ensure that you have created the computer account objects for SysCtrDBS-AGL,
VMMMS, and VMMLibraryServer in Active Directory and granted sufficient privileges to the
associated Cluster computer accounts for these objects. Additionally, please ensure that
these computer account objects are disabled in Active Directory.

s
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How to do it...

The following diagram shows you the high-level steps involved in this recipe and the tasks
required to complete this recipe:

Overview of Recipe:

Prerequisites (not covered by this recipe):

s Creation of 3 Windows Server Failover Clusters (only
the cluster for VMM Library requires shared storage)

¢ Creation of the required computer objects in Active
Directory for the clustered roles and the associated
security settings

" J

' ™

Actions:

e Creation of SQL Server AlwaysOn High Availability
Group and Listener for use by VMM

o |[nstallation of VMM on a Windows Server Failover
Cluster

e Creation of clustered file server role for the VMM
Library

¢ Adding of the clustered file server to VMM to use as
the VMM Library

The preceding steps will result in the following VMM components being installed in the
following configuration:

>

>

The VirtualManagerDB database will be installed on a new SQL Server 2012
AlwaysOn Availability Group

VMM 2012 R2 Management Server will be installed on two servers with the System
Center Virtual Machine Manager service being a clustered role

A clustered file server with the VMM Library share deployed

To learn how to install the following components, please visit the following links for
Microsoft TechNet:

Installation of SQL Server ready for AlwaysOn: http://technet .microsoft.com/
en-us/library/bb500395 (v=sgl.110) .aspx

Configuration of the Windows Firewall to permit the required network traffic:
http://technet.microsoft.com/en-gb/library/cc753558.aspx

Creating Computer Accounts in Active Directory: http://technet .microsoft.
com/en-us/library/cc781364 (v=ws.10) .aspx

NED
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SQL Server

The first step is to create the SQL Server 2012 AlwaysOn Availability Group (this is a feature
of SQL Server Enterprise Edition) for VMM to be installed against. It is assumed that you
have installed SQL Server 2012 SP1 on both of your cluster nodes, but have not created
the AlwaysOn Availability Group and the associated Listener. Now, you need to perform the
following steps:

1. On the first SQL node, for this example DEMO-SQLO1, open the SQL Server
Configuration Manager application, right-click on the SQL Server Service
instance under SQL Server Services and click on Properties. On the AlwaysOn
High Availability tab, check the Enable AlwaysOn Availability Groups checkbox.
Then, restart the SQL Server service after enabling this checkbox.

SQL Server (MSSQLSERVER) Properties _

Log On Service FILESTREAM
AlwaysOn High Availability Startup Parameters Advanced

Windows failover duster name:

| DEMO-50LCLUS

Enable Always0On Availability Groups

Allow this instance of SQL Server to use availability groups for high
availability and disaster recovery.

2. Perform the same task on the second SQL Server node.

3. On the first SQL node, open SQL Server Management Studio and create a database
called TmpVMMDB. A database is required to create the AlwaysOn Availability Group
against. Once VMM has been installed, the database can be removed.

| New Database == -

Select a page i . %
, Script - Hel
o] e e
fOptions
|- Fil=groups Database name: |Tmp‘-iMMDE |
Owner: |:defauh> | |:|

Database files:

Autogrowth / Maxsize

"} By 1 MB, Unlimited

By 10 percent, Unlimited

Logical Mame File Type  Filegroup
TmpVMMDEB Rows ...  PRIMARY
TmpVMMDE... Log MNat Applicable
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4. Ensure the Recovery Model dropdown of the database is set to Full. Perform a full
backup of the TmpVMMDB database. If you do not do this, you will not be able to
create the Availability Group.

L Database Properties - TmpVMMDB == -
Selecta page I ) =
- Script « Hel
=% General t_s o U P
2 Files
f Filegroups Collation: |La‘tin1_GenemI_CI_AS Vl
4 Options
1 Change Tracking Recovery model: | Full v |
24 Pemissions Compatibility level: | SQL Server 2012 (110) v |
A Extended Properties ) )
& Miroring Containment type: | Maone ] |
2 Transaction Log Shipping Cther options:

5. On the first SQL node, open SQL Server Management Studio, expand the AlwaysOn
High Availability folder, right-click on Availability Groups, and select New Availability
Group Wizard, as shown in the following screenshot:

= [ Databases
+ [ Systern Databases
+ [ Database Snapshots
# | ] TrmpVMMDB

+ [ Security

+ [ Server Objects

+ [ Replication

- [ AlwaysOn High Availability

Ca BRI .., Avaiability Group Wizar..
+ [ Management
+ [ Integration Service

+ |_ﬁ) S0L Server Agent Show Dashboard

Mew Availability Group...

6. Read the introduction screen and click on Next.

7. Provide a name of the Availability Group; in this example, it will be SysCtrDBs.
Click on Next.

New Availability Group
E“T.:\"J
Specify Availability Group Name

Intreduction

Specify Name Specify an availability group name.

Select Databases Availability group name:

Specify Replicas |Sy5CtrDle

Select Data Synchronization

=




10.

Select the TmpVMMDB database to be added to the Availability Group. Click on
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Next.

On the Specify Replicas page, click on Add Replica and enter the name of the other

SQL node. Click on Connect.

Once the server has been added, set the options as shown in the following screenshot:

Specify an instance of SQL Server to host a secondary replica.

Replicas | Endpoints | Backup Preferences | Listener |

Awvailability Replicas:

Initial Automatic Synchrenous
Server Instance Failover (Up to Commit (Upto  Readable Secondary
Role
2) 3
DEMO-50L01 Prirnary Yes v
DEMO-50L02 Secondary Yes v

11. Click on the Listener tab and select the option to Create an availability group
listener. In this example, it will be called SysCtrDBs-AGL. It will listen on
port 1433 and have a static IP address. Once configured, click on Next.

| Replicas | Endpointsl Backup Preferences| Listener |

Specify your preference for an availability group listener that will provide a client connection point:

) Do not create an availability group listener now
You can create the listener later using the Add Availability Group Listener dialog.

(®) Create an availability group listener
Specify your listener preferences for this availability group.

Listener DNS Marne: |SysCtrDBs-AGL

Port: |1433

MNetwork Mode: | Static IP W |

Subnet IP Address

172.28.0.016 17228.0.34
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12. On the Select Initial Data Synchronization page, enter a file share that the account
the SQL Server Agent service is running under has Full control over. Click on Next.

Select your data synchronization preference.

® Full
Starts data synchronization by performing full database and log backups for each selected
database. These databases are restored te each secondary and joined to the availability

group.
Specify a shared network location accessible by all replicas:
\\DEMO-SQLSEED\SQL Sharesd| | Browse..

13. The next screen will validate the settings you have entered to ensure the Availability
Group can be created. Click on Next.

14. After the Availability Group is created, you will have a DNS entry for SysCtrDBs-AGL
and under Failover Cluster Manager, you will see Role.

= Failover Cluster Manager

File  Action View Help

«= 77 H[E

4 &4 DEMO-50LCLUS.ad.demo. I:

__':' Roles

jil Modes Mame Status Type Owner Node
I |4 Storage 3 SysCtrDBs (%) Running Other DEMO-5GL01

1:1 Metworks

Cluster Events

You can then install VMM using the AlwaysOn Availability Group listener name as the name of
the SQL Server.

VMM Management Server

When you install VMM, the installation process can detect if it is running on a Windows Server
Failover Cluster and will install itself as a clustered role. There is very little difference in the
installation process from installing VMM on a standalone server. However, it must be noted
that the System Center Virtual Machine Manager service must run under a domain account
and that the Distributed Key Management container must be created in Active Directory and
configured for use during installation. The sve_VMMSrvc account must be a member of the
Local Administrators group on the server.

S E
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As an alternative to precreating the database as we did in the previous recipe, you could make
sure the Install_VMM account has sysadmin privileges on the SQL Server instance.

H Login Properties - DEMO\VMMInstallAccount = | = -
Selectapage I T
2 General "‘—js Scrpt Lj Help
i Server Roles
124 User Mapping Server role is used to grant server-wide security privileges to a user.
% Securables
1 Status
Server roles:
[] bulkadmin
[] dbereator
[] diskadmin
[] processadmin
public
[] securityadmin
[] serveradmin
[] setupadmin
sysadmin

Installing of the first cluster node

As seen in the following screenshot, the cluster has been created; however, there are no roles
on the cluster:

File Action View Help
+=| zj@ B
3_% Failover Cluster Manager Roles (0)

4 55? DEMO-VMMCLUS.ad.demc

e Search

=i Roles

=1 Modes Name
by Storage

3 Metworks

Cluster Events

s



Installing Virtual Machine Manager

The installation process of VMM is very similar to installing VMM on a single server; however,
there are few differences. The steps for installation are as follows:

1. When installing VMM management server role, the VMM installation will ask you if
you want to make it highly available. Click on Yes.

Gl Microsoft System Center 2012 R2 Virtual Machine Manager Setup Wizard z
Getting started Report a problem
-_—

Select features to install

L1 VMM management server

Installs the Virtual Machine Manager service, which processes commands and controls communications with the VMM
database, library servers, and virtual machine hosts.

W S Microsoft System Center VMM Setup Safi s 8.1 (View

all installation reg

L1 VMM consal

Installs a progran [
as hosts, virtual n

~ | Setup is running on a cluster node. Would you like to install VMM

. L . respurces, such
' management server on this cluster and make it highly available?

m
5

ous Mext > Cancel

2. When selecting the SQL Server to use for the installation of VirtualManagerDB, you
must select SQL Server AlwaysOn High Availability Group Listener.

G Microsoft System Center 2012 R2 Virtual Machine Manager Setup Wizard -

Configuration Report a problem

Database configuration

Provide information about the database that you would like to use for your VMM management server.

Server name:  SysCtrDBs-AGL

Port:

NEQ
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3. You will be prompted to enter the name of the Client Access Point for the VMM
instance and the IP address you want to assign, which is VMMMS in this case.

= Microsoft System Center 2012 R2 Virtual Machine Manager Setup Wizard -

Configuration Report a problem

Cluster configuration
Type the name that clients will use when accessing this service or application,
Name: VMMMS

One or more IPv4 addresses could not be configured automatically. For each network to be used, make sure the network is
selected, and then type an address.

MNetworks Address
172.28.00/16 [EPFPEDEE| |

4. When installing VMM on a failover cluster, you will not be able to create a library
share on the server.

= Microsoft System Center 2012 R2 Virtual Machine Manager Setup Wizard -

Configuration Report a problem

L R E—

Library configuration

Specify a share for the Virtual Machine Manager library

)

reate a new library share

Share name:

[
m
i
(a1
i

Share location:

Share description:

Use an existing library share
Share name:

Share location:

Share description:

For highly available VMM management server installations, library shares must be created manually after Setup in the
Library workspace in the VMM console. We recommend that you use highly available file server shares.

Eis




Installing Virtual Machine Manager

5. After the installation is complete, the VMIMMS role can be seen in Failover Cluster
Manager, as shown in the following screenshot:

File Action View Help

e n= BE

-3_=3_§' Failover Cluster Manager
A :}'131 DEMO-VMMCLUS.ad.demc
[ Roles
i Nodes
I | Storage
11 Metworks
Cluster Events

Failover Cluster Manager

Roles (1)
MName Status Type Owner Node Priority Infc
[FH VMMMS 'ZEZ' Rurning Other DEMC-VMMDT Medium

6. If you examine the VMMMS role, you can see that only one node can possibly own
the role at the moment.

VMM Service VMMMS Properties -

General I Dependencies | Palicies

Clear the check box if you do not want a node to host this resource or this
clustered instance.

Possible Cwners:

Advanced Policies | Reagistry Replication

5 DEMO-VMMO1
] 5 DEMO-vMMOZ

SQL Server tasks

Once the first VMM installation is complete, there are a number of SQL Server tasks that need

to be performed:

1. Add the SVC_VMMSrve SQL Login to the other SQL Server node.

ok 0N

NED

Alter the recovery model of the VirtualManagerDB database to Full.
Create a full backup of VirtualManagerDB.

Add VirtualManagerDB to the AlwaysOn High Availability Group.
Remove TmpVMMDB from the AlwaysOn High Availability Group.
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Adding SVC_VMMSrvc SQL Login to the other SQL Server node

The SQL Server Logins that have been created by the VMM installation process must be
created in every other node of the SQL Server AlwaysOn High Availability Group. Failure to
complete this will result in VMM inability to access the database should it failover. This is
because unlike Failover Clustering, which protects the entire SQL Server instance, SQL Server
AlwaysOn High Availability Groups only protect databases.

1. As shown in the following screenshot, the SVC_VMMSrvc Login is not present on the
second SQL Server node in the AlwaysOn High Availability Group, DEMO-SQL02:

Object Explorer > 0 x Object Explorer > 1 x
Connect~ 3y ) m T #] .5 Connect~ 3 3 m T £#] .5
= |b DEMO-SQLOT (50L Server 11.0.3000 - DEMOVADMI ~ + |b DEMO-SCLOT (5CL Server 11.0.3000 - DEMONVADMINLY
# [3 Databases = |b DEMQ-5QL02 (5CL Server 11.0.3000 - DEMONVADMINLY
= 3 Security % 3 Databases
= 3 Logins =) [ Security
&, ##MS_PolicyEventProcessingLoging# R Sf=] Logins
&, ##MS_PolicyTsqlExecutionLogin®# Login missing from &, ##MS_PolicyEventProcessingLogin#

A DEMO‘\AdminUser -
| DEMO\Domain Admins -
A DEMOVSYC_VMMSOLEng
A DEMOVSVC_VMMSrve 4

&, ##MS_PolicyTsqlExecutionLogings
A, DEMO\adminuser

x| DEMO\Domain Admins

A DEMO\SVE_VMMSCLEng

m
— ‘. .|
O
T

A DEMOWMMinstallAccount A DEMOWMMinstallAccount
A NT AUTHORITY\SYSTEM A NT AUTHORITY\SYSTEM

A NT SERVICE\MSSOLSERVER A NT SERVICE\MSSQLSERVER

A NT SERVICE\SQLSERVERAGENT A, NT SERVICE\SQLSERVERAGENT
A NT SERVICE\SQLWriter A, NT SERVICE\SQLWriter

A NT SERVICE\Winmgmt A NT SERVICE\Winmgmt

» »
& osa & sa

2. Add the SQL Login for the SVC_VMMSrvc account by executing the following T-SQL in
SQL Server Management Studio:

CREATE LOGIN [DEMO\SVC VMMSrvc] FROM WINDOWS
GO

Altering the recovery model of the VirtualManagerDB database to Full

All databases that are to be included in a SQL Server AlwaysOn High Availability Group must
use the Full recovery model.

To alter the recovery model, open the first SQL Server node in SQL Server Management Studio,
right-click on the database, and click on Properties. In the Select a page section, click on
Options and change the Recovery model to Full, as shown in the following screenshot:

[ Database Properties - VirtualManagerDB \;‘i-
Selecta page P o )

. Script - Hell
2 General = ot L5 Hep
7 Files
2 Filegroups Collation: |La‘tin1_GenevaI_1 00_CI_AS V|
4 Options .
_&-‘, Change Tracking Recovery model; | Full b4 |
2" Pemissions Compatibility level: |SQL Server 2012 (110) V|
%A Bxdended Properties ) .
_'%-4 Miraring Containment type: | MNane W |
f Transaction Log Shipping Other options:

s

vww allitebooks.conl
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Creating a full backup of VirtualManagerDB
In SQL Server Management Studio, perform a full backup of the VirtualManagerDB database.

Adding VirtualManagerDB to AlwaysOn High Availability Group
To add VirtualManagerDB to the AlwaysOn High Availability Group, perform the following steps:

1. Open SQL Server Management Studio, navigate to AlwaysOn High Availability
| SysCtrDBs (Primary), right-click on Availability Databases, and click on Add
Database. This is shown in the following screenshot:

Object Explorer v X

Connect~ 3 3 @ “F il\:s
- [jj DEMO-5CL01 (SCL Server 11.0.3000 - DEMOVADMINU
¥ [ Databases
+ [ Security
+ [ Server Objects
+ [ Replication
= [ AlwaysOn High Availability
- 1 Availability Groups
= 1) SysCtrDBs (Primary)
+ [ Availability Replicas
B cibi, Daabises
[ TmpVMMDE Add Database...
+ 1 Availability Group
+ 1 Management
+ [ Integration Services Catalogs Reports 2
+ [ SOL Server Agent
# |4 DEMO-50L02 (SOL Server 11.0.3

Start PowerShell

Refresh

2. Read the introduction screen and click on Next.

Select VirtualManagerDB, ensure the database has "Meets requirements". If not,
ensure you have changed the Recovery model option to Full and created a full
backup. Click on Next.

4. On the Select Initial Data Synchronization page, the share that was previously used
will be shown. Change this share if necessary. Click on Next.

5. You will then be prompted to connect to the second node of the AlwaysOn High
Availability Group. Click on Connect. Then, click on Connect again. Click on Next.

Ensure the validation checks are all passed; if not, rectify the failures. Click on Next.

7. On the Summary page, click on Finish.

The VirtualManagerDB database will then be added to the AlwaysOn High Availability Group.
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Removing TmpVMMDB from AlwaysOn High Availability Group
Now that the VirtualManagerDB database has been added to the AlwaysOn High Availability

Group, the TmpVMMDB database can be removed from the SysCtrDBs AlwaysOn High
Availability Group. To do this, perform the following steps:

1. Open SQL Server Management Studio, navigate to AlwaysOn High Availability |
SysCtrDBs (Primary) | Availability Databases, right-click on TmpVMMDB, and click on
Remove Database from Availability Group. This is shown in the following screenshot:

Object Explorer v X
Connect~ @ 3 m " E‘S
= [jj DEMO-S0L0T (SOL Server 11.0.3000 - DEMOVADMINU
¥ [ Databases
+ [ Security
+ [ Server Objects
+ [ Replication
- 1 AlwaysOn High Availability
= [ Availability Groups
= (1] SysCtrDBs (Primary)
+ [ Availability Replicas
= [ Availability Databases

L‘&W Suspend Data Movement...
L Virtuall
% [ Availability Remove Database from Availability Group...
# [ Management Start PowerShell
+ [ Integration Services Ca
+ [ SOL Server Agent Reparts ’
# | DEMO-50L02 (SOL Server Refresh

2. Inthe Remove Database from Availability Group 'SysCtrDBs' screen, click on OK.
3. The copies of TmpVMMDB can then be deleted from each of the SQL Servers.

@l
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Installing the second node

The SVC_VMMSrvc account must be a member of the Local Administrators group on the
server. You need to perform the following steps for this:

1. When selecting to install the VMM Management Server role, the VMM installation will
ask you to add this server to the already highly available installation. Click on Yes.

G Microsoft System Center 2012 R2 Virtual Machine Manager Setup Wizard £
Getting started Report a problem
-—

Select features to install

[ ] VMM management server

Installs the Virtual Machine Manager service, which procasses commands and controls communications with the VMM
database, library servers, and virtual machine hosts.

LIS 0=y Microsoft System Center VMM Setup B = 8.1- ( View

all installation rg

[ VMM cons

Installs a progral
as hosts, virtual

% Highly available VMM is already installed. Would you like to add this

. / esources, such
' server as a node to this installation?

=
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2. During the installation of VMM, there are few decisions to be made. When
prompted to choose the SQL Server, all the options are grayed out as shown
in the following screenshot:

El Microsoft System Center 2012 R2 Virtual Machine Manager Setup Wizard -

Configuration Report a problem

Database configuration
Provide information about the database that you would like to use for your VMM management server.

Sl trDBz-AG
Server name: SysCirDBs-AGL

a
bri
]

Port:

[] Use the following credentials
User name and domain:
Format: Domain\UserName

Password:

Instance name
Select an existing database or create a new database.
New database: VirtualManagerDB

8 Basting database: | viualiia

alvianagerL's =

Previous || Next > || Cancel

&1
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3. Onthe next screen, the options are grayed out as these are controlled by the cluster
and the Distributed Key Management information has already been populated.
However, you must enter the password for the service account as shown in the
following screenshot:

Caonfiguration Report a problem

L E—

Configure service account and distributed key management

Virtual Machine Manager Service Account

Select the account to be used by the VMM service. Highly available VMM installations require the use of a domain account.
Which type of account should | use?

Local System account
® Domain account

User name and domain: Password:

DEMO VM MSrvc sssssseee

n
m
T
il

Distributed Key Management

Select whether to store encryption keys in Active Directory instead of on the local machine. Highly available VMM installations
require the keys be stored in Active Directory.

| Store my s in Active Directory

Provide the location in Active Directory. For example, CN=DKM,DC=contoso,DC=com.

The directory group is already in database.

How do | configure distributed key management?

| Previous || Next > || Cancel |

= Microsoft System Center 2012 R2 Virtual Machine Manager Setup Wizard -

4. After the installation completes, if you investigate the VMMMS role, you can see that
both nodes are now possible owners of the role.

VMM Service VMMMS Properties -
| General | Dependencies I Policies
Advanced Policies | Registry Replication

Clear the check box if you do not want a node to host this resource or this
clugtered instance.

Possible Owners:

= DEMO-VMMO1
& DEMO-VMMOZ

=
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VMM Library Server

The VMM Library Server can use a Clustered File Server that has been created as File Server
for general use rather than Scale-Out File Server for application data. To do so, perform the
following steps:

1. Open Failover Cluster Manager on one of the cluster nodes that will host the
VMM Library Server.

2. Right-click on the cluster and click on Configure Role.

-"3_-: Failower Cluster Manager
4 |5 DEMO-FSCLYS ad daman ca

B Roles Configure Role...
_33 Modes Validate Cluster...
4l %t_nra.ge View Validation Report
é:j E::Iss Add Node...
2 Networks Close Connection
Cluster EY Reset Recent Events
Maore Actions 2
Refresh
Properties
Help
3. Click on Next.
4. Click on File Server.
5. Click on Next.
6. Select File Server for general use.
7. Click on Next.
8. Enter the name of the Client Access Point for the File Server; in this case,

VMMLibServer. Then, enter an IP address and click on Next.
9. Select the available storage to be assigned to the File Server. Click on Next.
10. Click on Next.
11. Click on Finish.
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12. The VMMLibServer role can be seen in Failover Cluster Manager.

= Failover Cluster Manager
File Action View Help

e 7]

EE Failover Cluster Manager Roles (1)

4 DEMO-FSCLUS.ad.demo.co - =
i Search || Queries v
= Roles -
jﬂ Modes Name Status Type Owner Node Priority Inforr

4 | Storage T VMMLibServer (#) Running File Server DEMO-F501 Medium
4 Disks
@ Pools
53 Metworks
Cluster Events

=)

13. To add a share to the File Server, right-click on the VMMLibServer role and click on

Add File Share.

Search

MName
E‘, YMMLbServer

Status Type

(%) Runnina File Server
o
L | Stop Role

[ | Add File Share

14. In the File share profile, select SMB Share - Quick. Click on Next.

15. Select the appropriate volume. Click on Next.

16. Enter a name in the Share name field, in this case Library. Enter a description for
the share, as shown in the following screenshot:

Share name:

Share description:

Local path to share:

L\Shares\Library

Remote path to share:

WWMMLibServer\Library

Library

This is the share for the VMM Library

O if the folder does not exist, the folder is created.
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17. Click on Next.
18. Uncheck the Allow caching of share checkbox. Click on Next.

19. The minimum permissions required for a VMM Library share is for the SYSTEM
account to have full access in Share Permissions and NTFS Permission. However,
as users may need to contribute content to the share, ensure the appropriate users
and/or security groups have the appropriate permissions. Click on Next.

20. Click on Create. This share is ready for use by VMM as a Library Share. You must
ensure that the svc_VMMAgntRA account has administrative rights on both nodes
of the file server cluster.

Adding a VMM Run As account for the SVC_VMMAgntRA account

Before the Library Server can be added to the VMM, you must create a Run As Account in
VMM. This determines the credentials that VMM uses to manage remote systems. Perform
the following steps:

1. Open the VMM Console on one of the VMM servers. Remember to connect to
VMMMS : 8100 as shown in the following screenshot:

' Connect to Server = | = -

Microsoft System Center 2012 R2

Virtual Machine Manager

Server name: | VMMMS:8100
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2. Navigate to the Settings section and click on Security. You can see the default Run
As Accounts created by the VMM installation.

Home
A 3) =] =F  ka PowerShell J
Uy = = v
el |E| Jobs
Create  Create Run Create Servicing Import Backup Enable Disable
User Role As Account Window Conscle Add-in I PRO
Create Import Backup Window Run As account
Settings < Run As Accounts (3)
" General |
d 3—;', Security [ Name | Description
& User Roles l;a;, NT AUTHORITY\LocalService
=2, Run As Accounts l;a;; MT AUTHORITY\NetworkService
i B stem
- B NT AUTHORITYSy
[ Servicing Windows

3. Click on Create Run As Account on the ribbon bar, enter the details as appropriate,
and click on OK.

& Create Run As Account -

Provide the details for this Run As account

MName: VMM Agent Run As

Description:  This account used by VMM to manage ser\rer4

User name: DEMChsve_VMMAgntRA
Example: contosc\domainuser or localuser

Passwaord: ssssenss
Confirm password: ssssssss

Validate domain credentials

oK | | Cancel

=



Adding Cluster to VMM
You also need to add Cluster to VMM. For this you need to perform the following steps:

1. Openthe VMM console on one of the VMM servers. Remember to connect to
VMMMS : 8100 as shown in the following screenshot:

' Connect to Server = | = -

Microsoft System Center 2012 R2

Virtual Machine Manager

Server name: | VMMMS:8100

Example: vinmserver.contoso.com:53100

Chapter 1

2. Navigate to the Fabric workspace, expand the Infrastructure option, right-click on

Library Servers, and then click on Add Library Server.

Fabric < | Library Servers (0)

F

<

¥ Servers |

| All Hosts MName

4 . Infrastructure

2% Library Serve
S ~oray Jen Add Library Server

[

[ PXE Servers

2= Update Server
3 vCenter Servers
VMM Server

vww allitebooks.conl
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3. Select the VMM Agent Run As account, as shown in the following screenshot, and

click on Next.

F[.'f Enter Credentials

| Enter Credentials

Select Library Servers
Add Library Shares

Summary

(@) Use an existing Run As account:
VMM Agent Fun As
(") Entera user name and password:

User name:
Example: contoso\domainuser

Password:

4. Enter VMMLibServer in the Computer name field and click on Add. VMM can then
see the clustered role and all the servers that form that role. Click on Next.

F[;-:; Select Library Servers

Enter Credentials

| Select Library Servers

Add Library Shares

Summary

Domain: |ad.demo.com |

Computer name: || |

[] Skip Active Directory name verfication
If you use this option, ensure that your computer name entry is a registered host Service Principal Name (SPN) in Active
Directory.

Search.. || Add |

Selected servers:

Computer Name - COperating System

vmmlibserver ( DEMO-FS01, DEMO-FS02 ) Windows Server 2012 R2 Standard

5. Select the Library share created previously and check the checkbox under
Add Default Resources. Click on Next.

F% Add Library Shares

Enter Credentials

Select Library Servers

| Add Library Shares

Summary

Select library shares to add

Share Name Shared Path Comment Add Default Resources
el ﬁ Server: vmmlibserver.ad.demo.com
[+ Library L:\Shares'Library This is the share for the ... [v]

SNED
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Review the summary and click on Add Library Servers.

7. Once the VMM job is complete, you will see the two nodes of the File Server cluster
and the Client Access Point listed in the Library Servers section, as shown in the
following screenshot:

Home Folder
[;i él |_-"a_| ) O A, & Povershel
L5 v - [£] Jobs
Create Add Overview| Fabric |Compliance Scan Remediate Compliance Update Reassociate | Connect
= Resources ~ Resources Properti Agent viaRoP [EEPRO
Create Add Show Compliance Agent Window
Fabric < Library Servers (3)
4 97 Servers |
~ All Hosts MName | Agent Status
4 8, Infrastructure % DEMO-Fs01.ad.demo.com '@' Responding
o5 Library Servers J& DEMO-FS02.ad.demo.com '@' Responding
[ PXE Servers & vmmlibserver.ad.dema.com @ Responding
2= Update Server
3 vCenter Servers
3 VMM Server

While installation of VMM in a highly available configuration can be time consuming, it can
help reduce, if not eliminate, the number of single points of failure for the installation.

Through the use of failover clusters (including SQL Server AlwaysOn High Availability Groups),
each component can be made highly available. Each role can move from one server in the
cluster to another. This allows the VMM service and its required components to remain online
while underlying aspects are maintained such as the Windows Server installations.

M As domain user service accounts are used for all services,
Q ensure these accounts are allowed the Log on as a service
privilege.

i






Configuring Networks
for Hyper-V Network
Virtualization

In this chapter, we will cover the following recipes:

» Creating the required Logical Networks in Virtual Machine Manager
» Creating the required Port Profiles in Virtual Machine Manager

» Creating and assigning Logical Switches to Hyper-V hosts

» Creating the Virtual Machine Networks for Tenants

» Testing the basic Virtual Machine Networks

Introduction

Virtual Machine Manager (VMM) uses the concept of Logical Networks to define sites, IP
pools, and VLANs. For example, you could create a Logical Network called Host Management;
this network would be responsible for managing Hyper-V hosts. You could then create Logical
Network Sites within the Logical Network for each data center you have and associate the
correct VLAN and subnet details as necessary.
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The Hyper-V implementation used in this book will be based on the Converged Network Model.
The following diagram shows the design of the Hyper-V Host:

Hyper-V Host

Virtual Machines

Virtual Network
Adapters %,

Management Partition .
\ * Virtual Port Profile
(Tenant)

Management

Am— Hyper-V
Cluster ﬁ B ) virtual switch

Live Migration H— “~.__ Uplink Port Profile
(Standard)

NIC Tearn:
Teaming mode: Switch Independent

Storage MICs Load Balancing mode: Dynamic
MPIO (Mot tearmed)

Physical NICs Physical NICs

Storage Network

ata Center Network

OE

=
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The configuration of the network and the placement of the virtual machines is shown in the
following diagram:

> Tenant B — VM Tenant B — VM2

- Tenant A = VM1

Tenant A 10.0.00/24
Tenant B 10.0.0.0/24

> Provider Network 172.30.0.0/16

= =1r=)
i T

< . > [ |

. | HN

L » B

VMM Management Server Hyper-V Cluster

Creating the required Logical Networks in

Virtual Machine Manager

This recipe provides the steps necessary to create all the required Logical Networks in VMM:

» Hyper-V Host Management: This is used by VMM to communicate with the Hyper-V
hosts. For example, when VMM wants a new virtual machine created, it will use this
network to communicate with the Hyper-V hosts.

» Hyper-V Live Migration: This is used by Hyper-V for live migration of virtual machines
between hosts in a cluster.

» Hyper-V Clustering: This is used by Windows Failover Clustering to maintain the
cluster and for the Hyper-V servers to exchange information about the roles within.

» Provider Address Space: This is used by Hyper-V Network Virtualization to host and
isolate the tenant networks.

s
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Getting ready

Using the information that you gathered in Chapter 1, Installing Virtual Machine Manager to
Prepare VMM, you will be able to configure VMM. For this cookbook, the following IP ranges
will be in use:

Purpose Subnet Maximum number of IP Addresses
Hyper-V Host Management 172.28.0.0/16 65534

Hyper-V Live Migration 172.29.1.0/24 254

Hyper-V Clustering 172.29.2.0/24 254

Provider Address Space 172.30.0.0/16 65534

How to do it...

The following diagram shows you the high-level steps involved in this recipe:

Prerequisites (not covered by this recipe).
e Gather all of the VLAN IDs and IP subnets for use in
each site

' ™

Actions:

e Creation of all required Logical Networks for Host
Management and Hyper- V Failover Clustering

e (Creation of the provider Logical Network for Hyper-V
Network Virtualization

This will result in the creation of the required Logical Networks, Logical Network Sites, and IP
Pools. Now, perform the following steps:

1. Open the VMM console and connect to the Management Server. In this case, it will be
VMMMS : 8100, as shown in the following screenshot:

il Connect to Server == -

Microsoft System Center 2012 R2

Virtual Machine Manager

Server name:  VMMMS:8100

Example: vimmserver.contoso.com:8100

5]
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2. Navigate to Settings | General, and double-click on Network Settings.

g

Create  Create Run Create Servicing
User Role As Account Window
Create
Settings
& General
= 3}’ Security

)
. User Roles

EE) Run As Accounts
= Servicing Windows
I'i" Configuration Providers
& System Center Settings

'ﬁ" Console Add-ins

= I
> 1=

Import Backup
Conscle Add-in
Import Backup

€ | Settings (3)

&4 PowerShell

E Jobs
% PRO
Window

Properties

Properties

| Marme

Database Connection

3 Y= B

Library Settings

7 Remaote Control

N

Customer Experience Improvement Program Settings

<i- Network Settings

3. Ensure that the Create logical networks automatically option is unchecked and

click on OK.

Network settings

Specify the options for logical and virtual switches.

Logical network matching

Network Settings

Match logical networks by: | First DNS Suffix Label

|v|

If the above fails, match by:| Virtual Netwerk Switch Name |'|

Automatic creation of logical networks

In case the host network adapter is not associated with a logical network, a new one will be created based on the above choice made for

network matching.

[] Create logical networks automatically

4. Navigate to the Fabric section, expand the Servers section, right-click on All Hosts,
and click on Create Host Group. Type Gateway and press Enter. Repeat the process,

type Hosts, and press Enter.

7}
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5. Expand the Networking option and click on Logical Networks. This will currently be
empty, as shown in the following screenshot:

v

-1:} T

Create Logical Create VM .

Metwork Metwork

Fabric

- _?_?_ Servers

| All Hosts

8. Infrastructure

4 & Metworking

8 Logical Metworks
s MAC Address Pools

#+;
=3 Load Balancers

ECreate IP Poal ? : !%
& Create MAC Pool T L

Create Create Add
@ Create VIP Template Logical Switch x Resources =
Create Add

<  Logical Networks and IP Pools (0)

Mame

6. On the ribbon bar, click on Create Logical Network. This will take you to the Create
Logical Network Wizard screen. Enter Host -Management in the name, enter an
appropriate description, and select the One connected network option. Also, ensure
that the checkbox for Create a VM network with the same name to allow virtual
machines to access this logical network directly is ticked (while we will not be
connecting VMs to this network, we will be leveraging the converged networking model).

| Name

Create Logical Network Wizard -

fid

| Specify a name and description for the logical network

Networlk Site

Summary

Mame:

Host-Management

Description:  This netwerk is responsible for managing hosts in VMM, this could be Hyper-V hosts
or Scale-Out File Server hosts

Select the option which describes this logical network:

(® One connected network

The network sites within this network are equivalent and routable to one another and can be used as
a single connected network.

[] Allow new VM networks created on this logical network to use network virtualization

Create a VM network with the same name to allow virtual machines to access this logical network

directly

NED



Chapter 2

7. On the Network sites page (shown in the following screenshot), click on Add and
select both the newly created host groups, Gateway and Hosts. For this cookbook, the
Host-Management site for both Host Groups will be on VLAN 0 using 172.28.0.0/16.
Click on Next.

Network sites
Network sites can be added to a legical network to associate VLAMNs and subnets to host groups.

Enter IP subnets using CIDR notation, for example: 192.188.1.0/24, FD4A:29CD:184F:3A2C:/64.

|| Add == Remove
it Host-Management 0 Host groups that can use this network site:
B[] & All Hosts
# Gateway
3 Hosts

Associated VLANs and IP subnets:

VLAN | IP subnet Insert row

0 172.28.0.0/16

Metwork site name: Host-Management_0

8. Onthe summary screen, click on the View Script button in the top-right corner.

Confirm the settings
View Script

MNarme: Host-Management

Description:  This network is responsible for managing hosts in VMM, this could be Hyper-V hosts
or Scale-Qut File Server hosts

Network sites: Host-Management_0

9. This will open a copy of the PowerShell cmdlets that VMM is about to execute:

$logicalNetwork = New-SCLogicalNetwork -Name "Host-
Management" -LogicalNetworkDefinitionIsolation S$false -
EnableNetworkVirtualization $false -UseGRE S$false -
ISPVLAN $false -Description "This network is
responsible for managing hosts in VMM, this could
be Hyper-V hosts or Scale-Out File Server hosts"

vww allitebooks.conl
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$allHostGroups = @()

$allHostGroups += Get-SCVMHostGroup -ID "0dfec42b-061f-
471c-ala8-55bcfb39382c"

$allHostGroups += Get-SCVMHostGroup -ID "7a9d4lae-fd5f-
44ad-ae46-36b2f0b7e2d9"

SallSubnetVlan = @()

$allSubnetVlan += New-SCSubnetVLan -Subnet "172.28.0.0/16"
-VLanID 0

New-SCLogicalNetworkDefinition -Name "Host-Management 0" -
LogicalNetwork $logicalNetwork -VMHostGroup

$allHostGroups -SubnetVLan $allSubnetVlan -
RunAsynchronously

New-SCVMNetwork -Name "Host-Management" -IsolationType

"NoIsolation" -LogicalNetwork $logicalNetwork

Please note that the GUIDs shown in bold in the previous code will likely be different
on your installation.

10. Close the Notepad window and click on Finish in the wizard. This will create the
Host-Management Logical Network and its site.

11. To create an IP pool for the Host-Management network, right-click on the newly
created Host-Management Logical Network, and click on the Create IP Pool option,
as shown in the following screenshot:

Fabric ¢  Logical Networks and IP Pools (1)
7 ? ? Servers
| All Hosts MName | Network Compliance | Subnet
5;. nfrastructure it Host-Management Eulhe ramnliant
. ) s | Create IP Pool
4 A& Networking
b | Create VM Network

w1 Logical Metworks

@ MAC Address Pools View Dependent Resources

527 Load Balancers == | Remove
=] VIP Templates =1 | Properties
L.} -

12. Enter a name for the IP pool, in this case Host -Management - IP-Pool, and enter
an appropriate description. Click on Next.
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13. On the next page, ensure that the Host-Management_0 Logical Network Site is
selected, as shown in the following screenshot. Click on Next.

Specify a network site and the IP subnet

Select an existing netwaork site and IP subnet from the logical network you have chosen or create a new
one, Specify the |P subnet using classless inter-domain routing (CIDR) notation; for example
192.168.1.0/24.

®) Use an existing network site

() Create a network site

MNetwork site:‘ Host-Management_0 |V|

IP subnet: | 172.280.0/16 [+ wian: o

Host groups that can use this network: site:
B

14. Enter the Starting IP address and End IP address values of the range of IP
addresses you would like VMM to distribute. This does not have to be the entire
range. To keep consistency between physical networks and Hyper-V Virtual Networks,
use the first IP address in the range (.1) as the default gateway; then, set the Starting
IP address to 172.28.0. 2. In this example, the starting IP address is 172.28.0.101
and the end IP address is 172.28.0.250.

If your default gateway is a different IP address, then enter its IP address within the IP
addresses to be reserved for other uses box if it falls within the range. Click on Next.

15. Enter the gateway address(es) for the IP pool and any metric information required.
In this example, enter 172.28.0. 1, or the gateway address in your network. Click
on Next.

16. Enter the DNS server address(es) and order them appropriately. Additionally, enter
the DNS suffix for the connection and any other DNS search suffixes as required. In
this example, enter 172.28.0. 4, or the DNS server addresses in your network. Click
on Next.

17. Enter a WINS server IP address if you have one. There is no WINS server in this
example. Click on Next.

[ei-
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18. On the summary screen, click on the View Script button in the top-right corner.
This will open a copy of the PowerShell cmdlets that VMM is about to execute:
$logicalNetwork = Get-SCLogicalNetwork -ID "f69abe75-0e94-

42a9-b86a-6d48c4010cla"

$logicalNetworkDefinition = Get-SCLogicalNetworkDefinition
-LogicalNetwork $logicalNetwork -Name "Host-Management 0"

# Gateways
$allGateways = @()

SallGateways += New-SCDefaultGateway -IPAddress
"172.28.0.1" -Automatic

# DNS servers
SallDnsServer = @("172.28.0.4")

# DNS suffixes

SallDnsSuffixes = @()
# WINS servers
SallWinsServers = @()

New-SCStaticIPAddressPool -Name "Host-Management-IP-Pool" -
LogicalNetworkDefinition $logicalNetworkDefinition -

Subnet "172.28.0.0/16" -IPAddressRangeStart

"172.28.0.101" -IPAddressRangeEnd "172.28.0.250" -

DefaultGateway $allGateways -DNSServer
SallDnsServer -DNSSuffix "ad.demo.com" -
DNSSearchSuffix SallDnsSuffixes -
RunAsynchronously -Description "This is the

set of address that VMM can allocate to

hosts for management purposes"

Please note that the GUIDs shown in bold in the previous code will likely be different
on your installation.

19. You will then see the IP pool appear under the Logical Network in the VMM console.

Logical Networks and IP Pools (1)

Name | Network Compliance | Subnet | Begin Address | End Address | Available Addresses | Available Addresse...

E rfir Host-Management Fully compliant

4t Host-Management-|P-Pool Fully compliant 172.28.0.0/16 172.28.0.01 172.28.0.250 130 150
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This process must be repeated for the Host-Live-Migration and Host-Cluster networks.
Alternatively, by leveraging the PowerShell that VMM has already generated for you, it is
possible to easily adapt the previous scripts and create the two Logical Networks, the
Logical Network sites, and the associated IP pools. The following script shows you what
your script could look like:

#This file will create the Live Migration and Cluster networks
#iregion Host-LiveMigration

#Create the Logical Network
$logicalNetwork = New-SCLogicalNetwork -Name "Host-LiveMigration"
-LogicalNetworkDefinitionIsolation $false -
EnableNetworkVirtualization $false -UseGRE $false -IsPVLAN
$false -Description "This network is responsible for Live
Migration of VMs in Hyper-Vv"

#Build the Host Groups to assign the Logical Network Site to
$allHostGroups = @()

SallHostGroups += Get-SCVMHostGroup -Name "Gateway"
SallHostGroups += Get-SCVMHostGroup -Name "Hosts"
SallSubnetvVlan = @()

$allSubnetVlan += New-SCSubnetVLan -Subnet "172.29.1.0/24" -VLanID
1000

#Create the Logical Network Site, store in variable for later use

SlogicalNetworkDefinition = New-SCLogicalNetworkDefinition -Name
"Host-LiveMigration 0" -LogicalNetwork $logicalNetwork -
VMHostGroup S$allHostGroups -SubnetVLan $SallSubnetVlan

#Create the VM Network so we can use converged networking with
this network

New-SCVMNetwork -Name "Host-LiveMigration" -IsolationType
"NoIsolation" -LogicalNetwork $logicalNetwork

#Create IP Pool, very basic as no DNS or Gateways required for
Live Migration
New-SCStaticIPAddressPool -Name "Host-LiveMigration-IP-Pool" -
LogicalNetworkDefinition $logicalNetworkDefinition -Subnet
"172.29.1.0/24" -IPAddressRangeStart "172.29.1.4" -
IPAddressRangeEnd "172.29.1.254" -Description "This is the
set of address that VMM can allocate to hosts for Live
Migration purposes"

#endregion
#region Host-Cluster

#Create the Logical Network

(&5}
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$logicalNetwork = New-SCLogicalNetwork -Name "Host-Cluster" -
LogicalNetworkDefinitionIsolation $false -
EnableNetworkVirtualization $false -UseGRE $false -IsPVLAN
$false -Description "This network is responsible for cluster
communications between physical hosts"

#Build the Host Groups to assing the Logical Network Site to
$allHostGroups = @()

$SallHostGroups += Get-SCVMHostGroup -Name "Gateway"
$allHostGroups += Get-SCVMHostGroup -Name "Hosts"
SallSubnetvVlan = @()

$allSubnetVlan += New-SCSubnetVLan -Subnet "172.29.2.0/24" -VLanID
1001

+
+

#Create the Logical Network Site, store in variable for later use
$logicalNetworkDefinition = New-SCLogicalNetworkDefinition -Name
"Host-Cluster 0" -LogicalNetwork $logicalNetwork -VMHostGroup

$allHostGroups -SubnetVLan S$allSubnetVlan

#Create the VM Network so we can use converged networking with
this network

New-SCVMNetwork -Name "Host-Cluster" -IsolationType "NoIsolation"
-LogicalNetwork $logicalNetwork

#Create IP Pool, very basic as no DNS or Gateways required for
Live Migration

New-SCStaticIPAddressPool -Name "Host-Cluster-IP-Pool" -
LogicalNetworkDefinition $logicalNetworkDefinition -Subnet

"172.29.2.0/24" -IPAddressRangeStart "172.29.2.4" -
IPAddressRangeEnd "172.29.2.254" -Description "This is the
set of address that VMM can allocate to hosts for cluster
purposes"

#endregion

20. Save the PowerShell file in a location accessible from the VMM server.

=
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21. In the VMM console, click on the Home tab in the ribbon bar and then click on the
PowerShell button. This will launch PowerShell with the VMM module already loaded
and the console connected to the current VMM instance. In the PowerShell console,
execute the script file saved previously. Once the execution is complete, you will have
two new Logical Networks, each with their own Logical Network Site and their own IP
pools, as shown in the following screenshot:

Logical Networks and IP Pools (3)
|
Mame - | Network Compliance | Subnet | Begin Address | End Address | Available Addresses
Bl rér Host-Cluster Fully compliant
ki Host-Cluster-IP-Pool Fully compliant 172.29.2.0/24 172.20.2.4 17228.2.254 251
Bl it Host-LiveMigration Fully compliant
i Host-LiveMigration-IP-Pocl Fully compliant 172.29.1.0/24 172.290.1.4 172281254 251
El s Host-Management Fully compliant
i Host-Management-1P-Pool Fully compliant 172.28.0.0/186 172.28.0101 172.28.0.250 150

22. Navigate to the Fabric section and expand the Networking section. To create the
Provider Address Logical Network, click on the Create Logical Network option on the
ribbon bar.

23. In the wizard, enter an appropriate name for the Logical Network; in this example, it
is Provider Address. Ensure that the One connected network option is selected
and the Allow new VM networks created on this logical network to use network
virtualization option is checked. Click on Next.

e Create Logical Network Wizard -

Name Specify a name and description for the logical network
Network Site Name: Provider Address
Summary Description:  This network is responsible for carrying VM networks

Select the option which describes this logical netwark:
® One connected network
The netwark sites within this network are equivalent and routable to one ancther and can be used as
a single connected network.
Allow new VM networks created on this logical network to use network virtualization
[[] Create a VM network with the same name to allow virtual machines to access this logical network
directly

]
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24. Click on Add to create a new Network Site that has both the host groups selected,
a VLAN ID of 1010, and subnet of 172.30.0.0/16.

b Create Logical Network Wizard -

E‘ﬂ Network Site

MName Network sites
‘ Network Site | Network sites can be added to a logical netwark to associate VLANs and subnets to host groups.
Summary Enter IP subnets using CIDR notation, for example: 192.168.1.0/24, FD4A:29CD: 184F:3A2Cx/64,

[t Add == Remove

it Provider Address 0 Host groups that can use this network site:
B[] @ Al Hosts
4 Gateway

4 Hosts

Associated VLANs and |P subnets:

WVLAN | IP subnet Insert row

1010 172.30.0.0M6

Delete row

Metwork site name: Provider Address 0

Previous || Mext || Cancel

25. Review the summary and click on Finish.

This finishes the definition of the current Logical Network requirements.

Each Logical Network within VMM represents a purpose; a Logical Network Site tells VMM
what VLAN IDs and subnets are associated with that site for each Host Group. This ensures
that when VMM needs to allocate an IP address from an associated IP pool or Logical Network
Site has been associated in Uplink Port Profile, VMM has terms of reference to use.

This abstracts the information about your network so that VMM can understand it and ensure
that when it performs tasks such as creating a virtual machine, the requested network(s) will
be available, and if not, it can inform the user.

(&)
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Creating the required Port Profiles in Virtual

Machine Manager

This recipe provides the steps necessary to create all the required Port Profiles in VMM, which
are as follows:

» Uplink Port Profiles that are used for the physical definition of the Logical Switch and
deployed to the Hyper-V hosts

» Virtual Port Profiles that are used to define what types of virtual port are available on
the Logical Switch

Getting ready

This recipe requires that you have completed the previous recipe.

How to do it...

The following diagram shows you the high-level steps involved in this recipe:

Overview of Recipe:

Actions:

¢ Creation of the Virtual Port Profile for use by all HNV
tenants

e Creation of the Uplink Port Profile for use by the
Hyper-V hosts

e Creation of the Tenant Port Classification
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This will result in assigning of the newly created Logical Networks and Sites to a profile that
can be applied to the Logical Switch.

1. Open the Fabric workspace, expand the Networking section, and click on Port
Profiles. You will see the default Port Profiles that are shipped with VMM, as shown in
the following screenshot:

Fabric

4 23 Servers

» [ All Hosts

» 8, Infrastructure

4 & Networking
w1 Logical Networks
s MAC Address Pools
527 Load Balancers
E VIP Templates
'E Logical Switches
E Port Profiles
i Port Classifications

Z Network Service

4 Storage

< Port Profiles (11)

Name | Type | Applies To | Source

Low Bandwidth Adapter Virtual Hyper-V Wirtual Machine Manager
Default Virtual Hyper-V Wirtual Machine Manager
@ Live migration Virtual Hyper-V Virtual Machine Manager
[ iscsi Virtual Hyper-V Wirtual Machine Manager
@) SR-10V Brefile Virtual Hyper-V Virtual Machine Manager
Metwork load balancer NIC... Virtual Hyper-V Virtual Machine Manager
[ Medium Bandwidth Adapter Virtual Hyper-V Virtual Machine Manager
[ Host management Virtual Hyper-V Virtual Machine Manager
o] Cluster Virtual Hyper-V Wirtual Machine Manager
] Guest Dynamic IP Virtual Hyper-V Virtual Machine Manager
|| High Bandwidth Adapter Virtual Hyper-V Virtual Machine Manager

2. Right-click on Port Profiles, click on Create Hyper-V Port Profile, and select Virtual
network adapter port profile. Enter an appropriate name, in this case Tenant, and
a description. Click on Next.

General

‘ General

Offload Settings
Security Settings
Bandwidth Settings

Summary

Create Hyper-V Port Profile

Select the type of Hyper-V port profile

You can create virtual network adapter port profiles for use by hosts and virtual machines, or uplink port

profiles for use on uplink ports.

Marme: Tenant

Description: | Used by all Tenants using Hyper-V Network Vitualization

Type of Hyper-V port profila:
(@) Virtual network adapter port profile
) Uplink port profile

Load balancing algorithm:

Teaming mode:

Host Default

Switch Independent

&)
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3. Onthe Offload Settings page, ensure that all the settings are not selected. Using
Hyper-V Network Virtualization will typically break most offloads unless your physical
network cards support NVGRE Task Offload (please consult your network card
manufacturer). Click on Next.

Accept the defaults on the Security Settings page. Click on Next.

In the Bandwidth Settings page (shown in the following screenshot), set
Minimum bandwidth weight to 1. Click on Next.

=}

Create Hyper-V Port Profile .

Bandwidth Settings

General Select the bandwidth settings for the virtual network adapter port profile
Offload Settings Specify how the network adapter utilizes network bandwidth. Maximum bandwidth is measured in
Megabits per second. Depending on the virtual switch configuration, minimum bandwidth is measured in
Security Settings Megabits per second or a value from 0 to 100 relative to how much bandwidth the virtual network
~— | adapterintends to use respect to other virtual network adapters connected to the same virtual switch.
Bandwidth Settings
Minimum bandwidth (Mbps): b
Summary
Maximum bandwidth (Mbps): =
Minimum bandwidth weight: 1 E:

Review the Summary page and click on Finish.

Right-click on Port Profiles and click on Create Hyper-V Port Profile. In the page
shown in the following screenshot, select Uplink port profile. Enter an appropriate
name, in this case Standard, and a description. Leave the Load balancing
algorithm option set to Host Default and the Teaming mode option set to Switch
Independent. Click on Next.

cB Create Hyper-V Port Profile -
General

| General | Select the type of Hyper-V port profile
Network configuration You can create virtual network adapter port profiles for use by hosts and virtual machines, or uplink port

profiles for use on uplink ports.
Summary

MName: Standard

Description: | This is the default uplink port profile used by Hyper-V host4

Type of Hyper-V port profile:

) Virtual network adapter port profile

@ Uplink port profile

Load balancing algorithm: | Host Default

-]
Teaming mode: | Switch Independent |'|

[}
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A\l

Q

The Host Default load balancing algorithm on Windows Server
2012 R2 is Dynamic, and it is Hyper-V Port in Windows Server
2012. As Windows Server 2012 R2 is in use, the Uplink Port
Profile will automatically use the Dynamic load balancing
algorithm by keeping it to Host Default. This Uplink Port Profile
could be used with Windows Server 2012 servers.

On the Network Configuration page, select all Logical Network Sites that have been
created so far. Check the box Enable Hyper-V Network Virtualization (while not strictly
necessary for Windows Server 2012 R2, it is a good practice in case this uplink port
profile gets applied to a Windows Server 2012 Hyper-V host). Click on Next.

General

Summary

Metwaork cenfiguration

Create Hyper-V Port Profile -

Select the network sites supported by this uplink port profile

MNetwork sites:
MNetwork Site Logical Network -
| Leg
Host-Cluster_0 Host-Cluster
Host-LiveMigration_0 Host-LiveMigration
g g
Host-Management_0 Host-Management
g g
Provider Address_0 Provider Address

Enable Hyper-V Network Virtualization

This setting enables the Hyper-V Metwork Virtualization filter on hosts running Windows Server 2012
only. Hyper-V Netwark Virtualization is always enabled on hosts running Windows Server 2012 R2.

| Previous || MNext || Cancel

9. Review the Summary page and click on Finish.

10. Navigate to Fabric | Networking, right-click on Port Classifications, and click on
Create Port Classification.

[
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11. Enter a name for port classification, in this case Tenant, and enter a description as
shown in the following screenshot:

ty
u

Create Port Classification Wizard -

Specify a name and description for the port classification
Marme: Tenant

Description: |Standard used by all _e*an'_5|

12. Click on OK.

Uplink Port Profiles is what VMM uses to control what Logical Network Sites, and therefore
what Logical Networks, are available in any given location. This relates to the physical
adapters. For example, if VLAN IDs 10, 20 and 30 are available, then VMM will not allow a
virtual machine with a VLAN ID of 40 to be deployed to a Logical Switch with that uplink port
profile. Virtual Port Profiles control the characteristics of a virtual machine's network adapter.

When these two items are combined on a Logical Switch, it controls the details given to a
virtual machine's network adapter. For example, if a VM is requesting to be connected to a
specific network, then VMM knows the VLAN ID, if appropriate, and the subnet of that network
in the required location. This allows VMM to ensure that the network adapter has the correct
options configured.

Creating and assigning Logical Switches to

Hyper-V hosts

Now that the Logical Networks and Uplink and Virtual Port Profiles have been created, they
need to be applied to a Logical Switch.

As the converged networking model will be used, the Logical Switch will have several virtual
NICs created for the Management OS to use:

» Management

» Live Migration

» Cluster
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You will need to have a Hyper-V cluster with no logical switches (or standard switches)
configured and attached to VMM. Please visit http://technet .microsoft.com/en-gb/
library/gg610621.aspx for details.

Getting ready

As a prerequisite, all of the previous recipes must be complete. Additionally, you must have
at least one Hyper-V host in the environment to test with. Please see http://technet.
microsoft.com/en-us/library/gg610646 .aspx for details on how to add Hyper-V
hosts to VMM.

How to do it...

The following diagram shows you the high-level steps involved in this recipe:

Overview of Recipe:
Actions:
e Creation of the “Default” Logical Switch for all Hyper-V
hosts
e Deployment the "Default” Logical Switch to all Hyper-V
hosts

o Creation of the virtual NIC interfaces on the "Default”
Logical Switch for Hyper-V Management, Clustering
and Live Migration

This will result in a Logical Switch that is capable of hosting virtual machines using Hyper-V
networking virtualization and having a copy of this switch deployed to each Hyper-V host.

The first part of this recipe is to create the Logical Switch. For this, you need to perform the
following steps:

1. Navigate to Fabric | Networking | Logical Switches, as shown in the
following screenshot:

=
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Fabric <  Logical Switches (0)

4 |33 Servers |

¥ [ All Hosts Mame

J .i__ Infrastructure

4 & Networking
i Logical Netwaorks
i MAC Address Pools
£ Load Balancers
E VIP Templates
-fﬂ Logical Switches

2. Right-click on Logical Switches and click on Create Logical Switch. Read the
introduction and click on Next.

3. Enter a name and a description for the Logical Switch. In this case, enter Default.
Ensure that the Enable single root 1/0 virtualization (SR-IOV) option is not checked.
Click on Next.

On the Extensions page, leave the default options selected and click on Next.
5. On the Uplink page, set the Uplink mode dropdown to Team.

3 Create Logical Switch Wizard -

Getting Started Specify the uplink port profiles that are part of this logical switch

General The uplink port profiles configured here are available for use on hosts where an instance of this switch is
created.

Extensions

Uplink | Uplink mode: | Team | B |

(75}
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6. To add the Standard Uplink Port Profile, click on Add. Select Standard from the
drop-down list, as shown in the following screenshot. Click on OK.

= Add Uplink Port Profile -

Select a port profile

The port profile selected here will be available for use by the host physical
adapter that connect to this logical switch.

Part profile: | Standard | - |
Summary
Host groups: Gateway, Hosts
Metwork sites: Host-Cluster_0, Host-LiveMigration_0,

Host-Management_0, Provider Address 0

Metwork virtualization enabled: Yes

Description: This is the default uplink part profile used
by Hyper-V hosts

7. Click on Next.

8. On the Virtual Port page of the wizard, each of the following Virtual Port Profiles have
to be added:

o Host management
o Live Migration Workload
o Host Cluster Workload

o Tenant
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To add a Virtual Port Profile, click on Add. In the dialog window, select the Port
classification from the dropdown, check the box Include a virtual network adapter
port profile in this virtual port, and ensure that the same name is selected.

= Add Virtual Port -

Configure the virtual port

Specify the port classification for the virtual port. For each switch extension asscciated to the logical switch,
cne port profile may be selected. Additionally, a native virtual network adapter port profile may be associated
to the virtual port,

Port classification: Host management

Ensure the Port Classification is
the same as the Native virtual
network adapter port profile

Include a virtual network adapter port profile in this virtual port

Mative virtual network adapter port profile: | Host management | - |

OK | | Cancel |

(7]
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9. Click on OK and repeat this process for the other required Virtual Port Profiles. Click
on Tenant and then click on Set Default. This ensures that any network adapter that
is attached to this switch that does not have a port classification will be set to use the
Tenant profile.

> e =
o Virtual Port
Getting Started Specify the port classifications for virtual ports part of this logical switch
General The port classifications configured here will be available for use by virtual network adapters in a host or
virtual machines.
Extensions
Uplink v.'.n.‘fal ports: -
' [ Port Classification | Default | Marked For Deletion
Virtual Port
i Host Cluster Workload False No ?
Edit..
Summary Host management False No
Live migration workload False No Bemove
Tenant True No
Se 3
Clear Default

10. Click on Next, review the summary, and click on Finish.
The second part of this recipe will be to add the Logical Switches to the Hyper-V hosts.
11. In the Fabric workspace, navigate to Servers | All Hosts | Hosts. This will show you

the Hyper-V hosts in that Host Group; in this example, it is hypvch1l.ad.demo.com
and hypvch2.ad.demo.com, as shown in the following screenshot:

Fabric <  Hosts (2)
4 37 Servers W |
4 [7] All Hosts Mame Haost Status
| Gateway Ful hypvechl.ad demo.com CK
"1 Hosts Ful hypvch2.ad.deme.com CK
» 8, Infrastructure
4 |_&. Metworking
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12. Right-click on one of the servers and click on Properties. In the Properties dialog,
click on Virtual Switches.

& hypvchl.ad.demo.com Properties -
General E,‘}' Mew Virtual Switch W New Virtual Network Adapter 2 Delete
Status
Hardware

Host Access
Virtual Machine Paths
Reserves

Storage

Virtual Switches

13. Navigate to New Virtual Switch | New Logical Switch. As only one Logical Switch
is available and one Uplink Port Profile has been attached to the switch, it will select
the Default Logical Switch and the Standard Uplink Port Profile, as shown in the
following screenshot:

E::-’-‘ MWew Virtual Switch W  New Virtual Network Adapter 7% Delete

8 Default

R Logical switch: |Defau|t ‘v|
Logical Switch

The logical switch supports teaming which means if you connect
more than one physical adapter they will work together as a
single uplink.
Physical adapters:

Adapter Uplink Port Profile

Ethernet0 - Intel(R) € |~ | | Standard | v | Remove

14. Click on Add to include all additional NICs that can be included in the NIC Team.
In this case, they are EthernetO and Ethernetl.
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15. Ensure that the Default Logical Switch menu is selected on the left and click New
Virtual Network Adapter. Enter Management as the name, ensure that the This
virtual network adapter inherits settings from the physical management adapter
checkbox is ticked. Ticking this box gives the MAC address of the first physical
adapter to this Management Virtual Network adapter and its IP address.

Set the VM Network field to Host-Management and ensure that under Port profile,
the Classification option is set to Host management.

EE:' Mew Virtual Switch @ New Virtual Network Adapter #5 Delete
E - DEf‘?"‘JH_ Mame: Management
Logical Swatch

This virtual netweork adapter inherits sethings from the
@ Management physical management adapter.
Host-Management

Connectivity

WM Network:  Host-Management

-

Port profile

Classification: | Host management |V|

16. Click on the Default Logical Switch and then click on New Virtual Network
Adapter again.

17. Enter Cluster in the name box, ensure that the This virtual network adapter
inherits settings from the physical management adapter checkbox is not ticked.

18. Select the Host-Cluster VM Network.
19. Ensure the VLAN ID is set correctly; in this example, it should be 1001.
20. Set the Port profile option to Host Cluster Workload.
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21. Set the IP address configuration field to Static, as shown in the following
screenshot, and select the Host-Cluster-IP-Pool option under IPv4 pool. You do not
need to enter an IP address in the IPv4 address box, VMM will automatically assign
the next available IP address from the IP pool.

lf,:,El Mew Virtual Switch B New

E W Default
Logical Switch
@ Management
Host-Management

W Cluster
Host-Cluster

Virtual Network Adapter ﬁ Delete

Mame: Cluster 3

[ This virtual network adapter inherits settings from the
physical management adapter.

Connectivity
W MNetwork: Host-Cluster
M Subnet =
v| Enable VLA
VLANID: | 1001 [=]].
Port profile
Classification: | Host Cluster Workload | - |

IP address configuration

O DHcp

@) Static
IPvd poaol: Host-Cluster-IP-Pool (172.29.24 - 172.: | = |
IPvd address:
Pv poo Mot Applicable &
Pv address

22. Click on Default Logical Switch and then click on New Virtual Network

Adapter again.

23. Enter Live Migration in the name box and ensure that the This virtual network
adapter inherits settings from the physical management adapter checkbox is

not ticked.

24. Select the Host-LiveMigration VM Network.
25. Ensure that VLAN is set correctly, in this case 1000.

26. Set the Port Profile to Live migration workload.
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27. Set the IP address configuration to Static and select Host-LiveMigration-IP-Pool
under IPv4 pool. You do not need to enter an IP address in the IPv4 address box;
VMM will automatically assign the next available IP address from the IP pool.

If,:-’-‘ Mew Virtual Switch W New Virtual Network Adapter 2% Delete

E & Default Mame: Live Migration
Logical Switch o - . 3
[[] This virtual network adapter inherits settings from the

W Management physical management adapter.
Host-Management

Connectivity
W Cluster
Host-Cluster L Host-LiveMigration
W Live Migration VM Subnet: M
-LiveMigrati
Host-LiveMigration 7| Enable VLA
VAN ID: [ 1000 ]|
Port profile
Classification: | Live migration workload |'|

IP address configuration

) DHCP

(®) Static
IPvé pool: | Host-LiveMigration-IP-Pool (172.29.14 |+ |
IPvd address:
IPv6 poo Naot Applicable =
IPv6 address:

28. Click on OK. You will receive a message from VMM warning you that VMM may lose
connectivity during configuration of the Networking. Click on OK.

29. Once the process is complete, repeat it for all other Hyper-V hosts in the cluster.
If you have many hosts, you could look to use PowerShell to make this task faster.

The Logical Switch, Default, sits on top of the NIC team that was declared in the Standard
Uplink Port Profile. The virtual network adapters are then created within the management
partition of the Hyper-V host and attached to this Logical Switch; all network traffic from virtual
machines and from the host flows through the switch. The weighting that was declared in

the tenant Virtual Port Profile and the profiles that were used for the Management, Cluster,
and Live Migration ensure that the critical management functions of the Hyper-V host are not
overwhelmed by the virtual machine traffic.

(&)



Chapter 2

There's more...

Now, the Hyper-V hosts have the switches and the required virtual network adapters, so these
Hyper-V hosts should be clustered. Please visit http://technet .microsoft.com/
en-gb/library/gg610621.aspx for instructions on how to cluster these Hyper-V hosts.

Creating the Virtual Machine Networks for

Tenants

Each Tenant requires its own VM Network, and optionally a subnet (or several) within. Once
the VM Networks for the Tenants have been created, it will be possible to create VMs and
deploy them into each VM Network.

A VM Network is the software defined network. Each VM network is completely isolated and
you can have up to 16,777,216 VM Networks.

In this recipe, we will create two VM Networks:

» Tenant A using an IP subnet 10.0.0.0/24
» Tenant B using an IP subnet 10.0.0.0/24

Getting ready

Decide what VM Network names the Tenants will have and the IP subnets they will have.

How to do it...

The following diagram shows you the high-level steps involved in this recipe:

Overview of Recipe:

Actions:

e Creation of 2 VM Networks (one for Tenant A and one
for Tenant B)

» Creation of 1P Pool per VM Network



http://technet.microsoft.com/ en-gb/library/gg610621.aspx
http://technet.microsoft.com/ en-gb/library/gg610621.aspx
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This will result in two VM Networks, each with one IPv4 subnet containing a pool of IPs that
can be distributed to newly created VMs. Now perform the following steps:

1. Open the VMs and Services workspace, navigate to VM Networks. Here, all of the
currently created VM Networks will be listed, as shown in the following screenshot:

! Home Folder e — — - ——
8 ¥ B A& i

Create Create Virtual Create Create Host Create VM Assign Overview VMs  Services| VM

a

Service  Machine = Cloud Group Metwork Cloud Metwaorks
Create Cloud Show
VMs and Services < VM Networks and IP Pools (3)
'L:'; Tenants |
&5 Clouds hams

<L Host-Cluster

=L VM Networks
i <k Host-LiveMigration

Storage <l Host-Management

2. Right-click on VM Networks and click on Create VM Network.

Enter a name and an appropriate description for the VM Network; in this example,
it will be Tenant A. Ensure that Logical Network is set to Provider Address. Click
on Next.

5, Create VM Network Wizard -

‘ Marne ‘ Specify a name and description for the VM network
Isolation
MName: Tenant ﬁl
WM Subnets L
Description: This contains Tenant A's WM MNetwork infrastructure
Connectivity
Summary
Logical network: | Provider Address |'|
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4. When the Provider Address Logical Network was created, the option to allow Hyper-V
network virtualization was checked, and the Isolation options within the Create VM
Network Wizard reflect this. Ensure that IPv4 is selected for both isolation options.

Click on Next.
Create VM Network Wizard -
-1~ Isolation
Name Select the isolation for this VM network
Isclation
@) Isolate using Hyper-V network virtualization
VM Subnets

When this option is selected the new VM netwark will be isclated from other netwerk traffic through
Connectivity the use of a virtual routing domain.

< IP address protocol for the WM network: :
ummary
IP address protocel for logical network: | IPvd :

) No isolation

When no isolation is selected, the VM network provides virtual machines with direct access to a
lagical netwark. Only one VM network with no isolation can be created per logical network.

5. Add a single VM subnet in the dialog window. For this example, the subnet name is
Subnet 1 and the subnet is 10.0.0.0/24. Click on Next.

6. You will be notified that no network service that specified a gateway has been added
to VMM. This is not unexpected. Click on Next.

7. Review the summary. You can click the View Script to see the PowerShell cmdlets
that VMM is about to execute. Click on Finish.

8. Repeat steps 2-7, substituting Tenant B for Tenant A. All other options should remain
the same, including the subnet details.

9. After you have created the two required VM Networks, you must create an IP Pool
for each VM Network. To begin, right-click on the VM Network Tenant A and click on
Create IP Pool.

10. Enter a name and description for the IP; in this case, it is Subnet 1 - IP
Poolpool. Click on Next.
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11. On the IP address range page, you will see that the range starts automatically at
10.0.0.2. The first IP address of the subnet is reserved for use by the Hyper-V Network
Virtualization gateway and is the default gateway for the subnet. Click on Next.

k|

Create Static IP Address Pool Wizard -

7 IP address range

Narne IP address range
| IP address range ‘ Specify the range of IP addresses from the subnet to be managed by this pool.
Gateway IP subnet: 10.0.0.0/24

.- Starting IP address: [10.0.0.2

Ending IP address:  10.0.0.254
WINS
Total addresses: 253

Summary

12. Leave the Gateway information blank. Click on Next.

13. You can enter the IP address for a DNS server that the VMs on this subnet
should use. However, as there are no VMs in the subnet and currently no external
communication available leave this blank. Click on Next.

14. Leave the WINS server blank. Click on Next.

15. Review the summary. You can click on the View Script to see the PowerShell cmdlets
that VMM is about to execute. Click on Finish.

16. Repeat steps 9-15 for the Tenant B VM Network.

The VM Networks are where the Tenant networks are declared, along with its subnets if
required. Each VM Network is isolated from one another through the NVGRE protocol, which
allows each VM Network to have the same subnets while being isolated.

=
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Testing the basic Virtual Machine Networks

Now that all of the building blocks are in place, it is time to deploy two VMs—one into Tenant
A's VM Network and one into Tenant B's VM Network. Once this is complete, another VM will
be deployed for further testing.

The following diagram shows how the VMs will be connected to the network:

- 4= Tenant B — VM1 A" TenantB-VM2/

» " Tenant A —VMi

Tenant A 10.0.00/24
Tenant B 10.0.0.0/24

———p Provider Network 172.30.0.0/16
| N
Ll = " m,

VMM Management Server Hyper-\ Cluster
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Getting ready

You will need to have a VM Template set up that is not connected to any VM Network in the
template, this can then be assigned during deployment.

Please visit http://technet .microsoft.com/en-gb/library/hh427282.aspx for
information on how to create a VM template.

The operating system used for all VMs in this cookbook is Windows Server 2012 R2 Standard
with a GUI and they only have a single Network Adapter. Please see Appendix, VM Templates,
for detailed information on the VM template used.

How to do it...

The following diagram shows you the high-level steps involved in this recipe:

Overview of Recipe:

Actions:

e Creation of 2 VMs, one in each VM Network

e Prove that each VM is isolated

¢ Deploy another VM with a matching IP address but in
a different VM Network

This will result in three VMs deployed, two in one VM Network and one in the other. You
will be able to prove that they are isolated from one another. Now, you have to perform the
following steps:

1. Navigate to the Library workspace and expand Templates and VM Templates.
Right-click on your VM template and click on Create Virtual Machine.
2. Enter a name for the VM. In this case, it is Tenant A - VM1. Click on Next.

3. Onthe hardware page, scroll down and click on Network Adapter. In the
Connectivity option, change the selection to Connected to a VM network.
Click on Browse, select Tenant A from the dialog, and then click on OK.

Set the VM subnet to Subnet 1.
5. Setthe IP address section to Static IP (from a static IP pool).
Ensure the MAC address section is set to Static.



http://technet.microsoft.com/en-gb/library/hh427282.aspx

Chapter 2

7.

10.

11.
12.

13.
14.

Under Port Profile, change the Classification option to Tenant.

B Metwork Adapter 1

Connectivity
() Mot connected

® Connected to a VM network

VM network: Tenant A

VM subnet: Subnet 1 |'|

IP addrass
) Dynamic IP

(® Static IP {from a static IP poaol)

IF protocol version: | |py4 only |v|

MAC address

W

(@) Static 00:00:00:00:00:00

Part profile
Classification: Tenant | i |
Enable virtual switch optimizations

spoofing of MAC ac

=
Eu
(=3
m

Enable guest specified IP addresses

Click on Next.

Change the Identity Information field to TENAVM1 (while this is not necessary, it will
make the demonstrations easier). Click on Next.

Select the destination for the VM; in this case, the All Hosts\Hosts group was
selected. Click on Next.

Select which server to deploy the VM to. Click on Next.

On the Configure settings page, select the Network Adapter that was assigned to VM
Network Tenant A. You will see that you are now able to refine some of the settings
from earlier. You can enter the exact IP address from the VM subnet you require, and
you can also choose which IP address from the Provider Address Logical Network that
is assigned to VM Host. You are also able to choose the MAC address. For this recipe,
leave the options blank as VMM will automatically choose the next available IP(s) and
MAC addresses. Click on Next.

On the Add Properties page, leave the default options and click on Next.

Review the summary and click on Create.

7}
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15. Repeat steps 1-14. However, change the options to reflect Tenant B. In step 12,

set the IP address of the VM network subnet to 10.0.0.3, as shown in the

following screenshot:

@ MNetwork Adapter O

IPvd address from VM subnet
Address poo
IP address: 10.0.0.3

IPv4 address from logical netwaork

Subnet 1 - IP Poal (10.0.0.2 - 10.0.0.254) *

MAC address

MAC address:

WM network: Tenant B

WM subnet: | Subnet 1 |v|
IPv4 address: Static

IPv6 address: Dynamic

MAC address: Static

Subnet: 172.30.0.0/16

VILAN: 1010

Address poaol: PA PP (172.30.0.4 - 172.30.255.254) |"'| o
IP address: =l

MAC address pool: | Default MAC address pool (00:10:D8:B7:1C:00 - Oi |' | =

o

16. Once both VMs have been deployed, navigate to the Fabric workspace and click on
Logical Networks. In the ribbon bar, select Virtual Machines in the Show section.
You will be presented with a view similar to the following screenshot:

Logical Network Information for Virtual Machines (2)

Name

|Type | Logical Netw... | VLAN | IP Pool | IP Address | Virtual Switch | Resource | VM network | VM subnet

= Tenant A - VM1
W Tenant A- VM1

= Tenant B - VM1
W Tenant B - VM1

VM All Hosts\Hosts

wNIC Provider Address 0 Subnet 1-IP Pool 10002 Default Tenant & Subnet 1

VM All Hosts\Hosts

wNIC Provider Address 0 Subnet 1-1P Pool 10003 Default Tenant 8 Subnet 1

17. You should see that each VM is now on a different VM network.

18. Right-click on Tenant A - VM1, click on Connect or View, and then click on
Connect via Console.

19. Log in to the VM using the local administrator username and password.

(e
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20. Open a command prompt in the VM.

21. Type ipconfig and press Enter. You will see the IP address of the VM, which should
be 10.0.0.2, as shown in the following screenshot:

X Administrator: Command Prompt I;li

icrosoft Windows [Uersion 6.3.76081
Kc» 2013 Microsoft Corporation. All rights reserved.

sUzerssAdministrator>ipeconfig

Jindows IP Configuration

Ethernet adapter Ethernet 2:

Connection—specific DHE Suffix

Link-local IPv6 Address . feB@::354d:c52d:cBch:1%a%213
IPv4 Address. . . . . . . . i@.8.8.2

Subnet Mask . . . . . . 255.255.255.8

Default Gateway . . . . 18.8.8.1

22. Type ping 10.0.0.3 and press Enter. You will not get a response from the
other VM.

sUserssAdministrator>ping 18.8.8.3

inging 18.8.8.3 with 32 bytes of data:

eply from 18.A.A.2: Destination host unreachabhle.
eply from 18.A.A.2: Destination host unreachabhle.
eply from 18.A.A.2: Destination host unreachabhle.

eply from 18.A.8.2: Destination host unreachabhle.

ing statistics for 18.8.8.3:
Packets:- Sent = 4. Received = 4, Lost = B (Bx loss),

sUserssAdministratory

Now, you will deploy another VM into Tenant B's VM Network and assign it the
10.0.0.2 IP address.

23. Navigate to Library | Templates | VM Templates. Right-click on your VM
template and click on Create Virtual Machine.
24. Enter a name for the VM. In this case, it is Tenant B - VM2. Click on Next.

25. On the hardware page, scroll down and click on the Network Adapter. In the
Connectivity option, change it to Connected to a VM network. Click on Browse,
select Tenant B from the dialog, and click on OK.

26. Set the VM subnet to Subnet 1.

27. Set the IP address section to Static IP (from a static IP pool).
28. Ensure MAC address is set to Static.

29. Under Port Profile, change the Classification to Tenant.

30. Click on Next.
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31. Change the Identity Information field to TENBVM2 (while this is not necessary it will
make the demonstrations easier). Click Next.

32. Select the destination for the VM; in this case, the All Hosts\Hosts group was
selected. Click on Next.

33. Select which server to deploy the VM to. Click on Next.

34. On the Configure settings page, select the Network Adapter that was assigned to
the VM Network Tenant B. You will see that you are now able to refine some of the
settings from earlier. In the IPv4 address from VM subnet field, enter 10.0.0. 2.
Click on Next.

B Metwork Adapter O

WM network: Tenant B

VM subnet: Subnet 1 ‘ v|
IPvd address: Static

IPvE address: Dynamic

MAC address: Static

IPv4 address from VM subnet

Address pool Subnet 1 - IP Pool (10.0.0.2 - 10.0.0.254) v | L=
IP address: 1C'-C'-0-EI {,-'
IPvd address from logical netwark

Subnet: 172.30.0.0/16

WLAN: 1010

Address pool: PAIPP (172.30,0.4 - 172.30.255.254) |'| =
|P address: =

MAC address

MAC address pool: | Default MAC address pool (00:10:D8:B7:1C:00 - O |'| =

MAC address: =

35. On the Add Properties page, leave the options as default and click on Next.
36. Review the summary and click on Create.
37. Now that Tenant B - VM2 has been created, ensure it is started.

38. Right-click on Tenant B - VM2, click on Connect or View, and then click on Connect
via Console.
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39. Log in to the VM using the local administrator username and password.
40. Open a command prompt in the VM.

41. Type ipconfig and press Enter. You will see the IP address of the VM, which should
be 10.0.0.2, as shown in the following screenshot:

=N Administrator: Command Prompt \;‘i

icrosoft Windows [Uersion 6.3.968@1]
(c)> 2013 Microsoft Corporation. All rights reserved.

sUserssAdministratoripconf ig

Jindows IP Configuration

Ethernet adapter Ethernet 2:

Connection—specific DNS Suffix

Link-local IPve Address fefO::eB56:5768:421e:25%ccxl13
IPvd4 Address. . . . 1A.8.08.2

Subnet Mask . . . 255.255.255.8

Default Gateway . 18.8.8.1

42. Type ping 10.0.0.3 and press Enter. You will get a response similar to what is
shown in the following screenshot:

E\Users\ﬂdministratnr)ping 18.8.8.3

inging 18.8.8.3 with 32 bytes of data:

eply from 18.A.8.3: hytes=32 time=2ms TTL=128
eply from 18.A.8.3: hytes=32 time=1ms TTL=128
eply from 18.A.8.3: hytes=32 time=1ms TTL=128
eply from 18.A.8.3: hytes=32 time=1ms TTL=128

ing statistics for 18.8.8.3:

Packets:- Sent = 4. Received = 4, Lost = B (B2 loss>,
pproximate round trip times in milli—seconds:

Minimum = ims, Maximum = Z2ms,. Average = 1ms

If you do not receive a response, then check the Windows firewall rules on the public
profile. Ensure that the rule File and Printer Sharing (Echo Request - ICMPv4-In)
is enabled.

43. In the same command prompt window, type arp -a and press Enter. You will
see a list of IP addresses and corresponding MAC addresses, as shown in the
following screenshot (please note the MAC addresses are likely to be different
on your implementation):

UzerssAdninistrator>arp —a

Interface: 180.8.8.2 —— Bxd
Internet Address Physical Address Type
BE-50-50—d3—d3-Ba dynamic
B—1d—-di-hY-1c-86 dynamic
ff—ff—ff—ff—ff-£F static

B1-08-5e—00—AB-16 static
@1 -08-5e—-00—-00—f c static
ff—ff—ff—ff—Ff-£F static
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44. In the VMM console, click on the Home tab in the ribbon bar and then click
on the PowerShell button. This will launch PowerShell with the VMM module
already loaded and the console connected to the current VMM instance. Enter
the following PowerShell:

$TenantVMs = Get-SCVirtualMachine | Sort-Object
$($_.vVirtualNetworkAdapters.VMNetwork) -Descending

ForEach ($VM in $TenantVMs) {
$VM.VirtualNetworkAdapters | Select-Object
Name, VMNetwork, IPv4Addresses, MACAddress

}

45. This will show you a list of the VMs that are currently deployed, the VM Network they
are attached to, the IP address(es) assigned, and the MAC address.

Name WNetwork IPv4Addresses MACAddress

Tenant A - VM1 Tenant A {10.0.0.2} 00:1D:D8:B7:1C:-04
Tenant B - VM2 Tenant B {10.0.0.2} 00:1D:D8:B7:1C:0B
Tenant B - VM1 Tenant B {10.0.0.3} 00:1D:D8:B7:1C:06

46. As you can see in the output of the PowerShell, you can see that Tenant A -VM1 and
Tenant B - VM2 have the same IP address but different MAC addresses.

Each VM Network is assigned its own Virtual Subnet ID by VMM, which is then passed down to
the Hyper-V servers. As the VM Networks were instructed to use Hyper-V Network Virtualization
within the Logical Network "Provider Address", they were instructed to allow VM Networks

to use network virtualization. Every time a packet is sent from a VM on either the Tenant A

or Tenant B VM Network, it is encapsulated within an NVGRE packet. The following diagram
shows how the packet is encapsulated. It has been taken from http://msdn.microsoft.
com/en-us/library/windows/hardware/dnl44775 (v=vs.85) .aspx.

Packet from
Virtual Machine

TCP

MAC | IP Header TCP user data
Header
Packet from
Hyper-V Host
Provider Provider [P " | TCP
MAC e GRE MAC | IP Header [ TCP user data

[
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Creating the Gateway
for Virtual Machine
Communications

In this chapter, we will cover the following recipes:

» Creating a Logical Network, Port Profiles, and Logical Switches for external access
» Creating a Hyper-V Network Virtualization gateway manually
» Creating a Hyper-V Network Virtualization gateway with a Service Template

Introduction

HNV requires the use of gateways that understand the Network Virtualization using Generic
Routing Encapsulation (NVGRE) protocol and what is being asked of it.

Microsoft has implemented the gateway functionality within Windows Server 2012 R2, and it
is extremely efficient to connect VM Networks to HNV gateways by using VMM.
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If you have followed all of the recipes so far in this book, you have a network that logically
looks similar to the following diagram:

Provider Network

Hyper-V Hosts

m_l

—
Tenant B = Vi1 ——  Tenant B - VM1

h |

Live Migration

Cluster

E Tenant A - VM1

Highly Available
Virtual Machine
Manager
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Adding a HNV gateway to this will allow the VMs within the currently declared VM Networks
to communicate outside their VM Network. Within Windows Server 2012 R2, there are two
possible implementations of the gateway:

» Network Address Translation (NAT): This is the traditional edge device implementation
that allows VMs on the VM Networks to have Internet access and for inbound NAT
translation rules. A NAT-based gateway can handle up to 50 VM Networks by default.

» Direct Routing: This acts in a traditional router sense connecting networks together;
no form of NAT is performed when this implementation is used and the Tenant IP
address is used for all communication. For Direct Routing, a dedicated gateway is
required per VM Network.

For the purpose of this chapter, NAT-based gateways are going to be deployed.

Creating a Logical Network, Port Profiles,

and Logical Switches for external access

All the Logical Networks that have been defined so far are internal networks and the VMs
have no external access. This recipe will show you how to create a Logical Network such that
HNV gateways can have external access. The logical structure of the gateway is shown in the
following diagram:

I
NN |
Internet --- ;J | |
|
Firewall NAT NVGRE Virtual
Device Gateway Machines

Using HNV gateways behind NAT devices can lead to difficulties in connecting to VPNs. It is
advised in a production environment to ensure that gateways are not behind NAT devices.

Getting ready

As the gateway will be behind a NAT device, you will need to ensure that the NAT device is not
issuing DHCP-based IP addresses. You will need to know the IP range of the NAT device. In the
following recipes, the IP ranges will be as follows:

» Subnet: 192.168.200.0/24

» Gateway: 192.168.200.2
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How to do it...

The following diagram shows the high-level steps involved in this recipe:

Prerequisites (not covered by this recipe):
e Gather all of the VLAN IDs and IP subnets for use in
each site for use by External network

Actions:

Access

External Network

e Creation of the required Logical Network for External
e Creation of a new Uplink Port Profile for the new

s Creation of a new Lagical Switch for use by Hyper-V
Network Virtualization Gateway hosts

Creating a Logical Network

1. Open the VMM console and navigate to Fabric | Networking | Logical Networks.
You should have four Logical Networks listed.

Logical Metworks and IP Pools (4)

Mame | Metwork Compliance | Subnet | Begin Address | End Address
El iy Host-Cluster Fully compliant

i Host-Cluster-1P-Pool Fully compliant 172.28.2.0/24 172.28.2.4 172.29.2.254
= iy Host-LiveMigration Fully compliant

i Host-LiveMigration-1P-Pool Fully compliant 172.28.1.0/24 172.28.1.4 172.29.1.254
=l ¢y Host-Management Fully compliant

iy Host-Management-1P-Pool Fully caompliant 172.28.0.016 172.28.0.101 172.28.0.250
=l oy Provider Address Fully compliant

i PACIPP Fully compliant 172.30.0.0/16 172.20.0.4 172.30.255.254

2. Onthe ribbon bar, click on Create Logical Network. In the Name field, enter
External (NAT) and enter an appropriate description as well. Ensure the options
One connected network and Create a VM network with the same name to allow
virtual machines to access the logical network directly are selected. Click on Next.

5]
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Name Specify a name and description for the logical network
Metwork Site Marne: External (NAT)
Summary Description: | This is the external network for use by HNV Gateway Serversi

Select the option which describes this logical netwarl:

(® One connected network
The network sites within this network are equivalent and routable to one another and can be used as
a single connected network.
[] Allow new WM networks created on this logical network to use network virtualization

Create a VM network with the same name teo allow virtual machines to access this logical netwerk
directly

3. Onthe Network Site page, ensure that only the Gateway host group is selected.
Enter the appropriate VLAN ID and the subnet in use; in this case, 0 and
192.168.200.0/24. Click on Next.

Network sites
MNetwork sites can be added to a logical network to associate VLANs and subnets to host groups.

Enter IP subnets using CIDR notation, for example: 192.168.1.0/24, FDJA:29CD:184F:3A2C:/ 64

E] Add == Remove

|| External (NAT)_O Host groups that can use this network site:
B0 @ Al Hosts

O i Hosts

7 Gateway

Associated VLANs and IP subnets:

VLAN P subnet [ Insert row |
102,168.200.0/24 Tohmr |

Metwork site name: External (NAT)_0

o7}
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Review the summary and click on Finish.

In the Logical Networks workspace, right-click on the newly created External (NAT)
Logical Network and click on Create IP Pool.

Enter an appropriate name, in this case External (NAT)-IP-Pool, anda
description. Click on Next.

Ensure that the correct Network Site has been selected. Click on Next.

In the IP address range, enter the range that is available for VMM. In this case, the
startIPis 192.168.200.10andtheendIPis 192.168.200.99. Click on Next.

Enter the IP address of the gateway for this subnet; in this case, itis 192.168.200.2.
Click on Next.

10. Enter the DNS servers. Click on Next.
11. Do not enter a WINS server address. Click on Next.

12. Review the summary and click on Finish.

Creating Uplink Port Profiles

Now that the Logical Network is in place, an Uplink Port Profile is required for the External
(NAT) network to function. To achieve this, perform the following steps:

1.

In the VMM console, navigate to Fabric | Networking | Port Profiles. Right-click on
Port Profiles and then click on Create Hyper-V Port Profile.

Enter an appropriate name, in this case External, and ensure the Type of Hyper-V
port profile option is set to Uplink port profile. Click on Next.

Select the type of Hyper-V port profile

You can create virtual network adapter port profiles for use by hosts and virtual machines, or uplink port
prefiles for use en uplink ports.

Marme: External

Description:
Type of Hyper-V port profile:
® Uplink port profile

Load balancing algorithm: | Host Default |" |

Teaming mode: | Switch Independent |"|

Virtual network adapter port profile

3.

Select just the External (NAT)_O network site. Click on Next.

5]
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=}

Network configuratio

Create Hyper-V Port Profile

General Select the network sites supported by this uplink port profile
Metwork configuration
MNetwork sites:
Summary Network Site Logical Metwork -
External (NAT)_O
[] Host-Cluster_0 Host-Cluster
[] Host-LiveMigration_0 Host-LiveMigration
[] Host-Management_0 Host-Management
[] Provider Address 0 Provider Address
4. Review the summary and click on Finish.
5. You should now have two Uplink Port Profiles: Standard and External.
6. Right-click on Port Profiles and click on Create Hyper-V Port Profile.
7. Enter an appropriate name, in this case Provider Network Only, and ensure

10.

the Type of Hyper-V port profile option is set to Uplink port profile. Click on Next.
Select just the Provider Address_0 network site. Click on Next.

Review the summary and click on Finish.

You should now have three Uplink Port Profiles: Standard, External, and Provider
Network Only.

For the purposes of this recipe, we will use the existing High Bandwidth Adapter Virtual Port
Profile; in general, an additional Virtual Port Profile is not required.

Creating Logical Switches
To create Logical Switches, perform the following steps:

1.

In the VMM console, navigate to Fabric | Networking | Logical Switches. You will
have a single switch listed, Default. Right-click on Logical Switches and click on
Create Logical Switch.

Review the Getting Started page and click on Next.
Enter an appropriate name, in this case External, and a description. Click on Next.

Do not add any additional extensions and click on Next.
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5. Change the Uplink mode dropdown to Team and add the External Uplink Port Profile,
as shown in the following screenshot:

Specify the uplink port profiles that are part of this logical switch

The uplink port profiles configured here are available for use on hosts where an instance of this switch is
created.

Uplink mode: | Team |'|

Uplink port profiles:
Uplink Port Profile | Host Groups | Network Sites | Marked For Deleti... Add...
Edit.

External Gateway External (MAT)_D Mo

6. Add the High bandwidth port classification, and remember to include the High
Bandwidth Adapter virtual port profile. Click on OK.

Gl High bandwidth Properties .

Configure the virtual port

Specify the port classification for the virtual port. For each switch extension associated to the logical switch,
one port profile may be selected. Additionally, a native virtual network adapter port profile may be
associated to the virtual port.

Port classification: High bandwidth Browse...

Include a virtual network adapter port profile in this virtual port

Mative virtual network adapter port profile: | High Bandwidth Adapter | = |

OK || Cancel |

100
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Review the summary and click on Finish.
Right-click on Logical Switches and click on Create Logical Switch.
9. Review the Getting Started page and click on Next.

10. Enter an appropriate name, in this case Tenant Network, and a description.
Click on Next.

11. Do not add any additional extensions and click on Next.

12. Change the Uplink mode dropdown to Team and add the Provider Network Only
Uplink Port Profile.

13. Add the Tenant port classification, and remember to include the Tenant virtual
port profile. Click on Next.

14. Review the summary and click on Finish.
Now, the following prerequisites are within VMM for the Hyper-V host and the HNV Gateway:
» Logical Network for External communications: This dictates which Hyper-V server
host groups can utilize the underlying Logical Network Sites

» Uplink Port Profiles: This declares how the Logical Switch is constructed and what
physical networks it can use

» Logical Switch: This defines the Uplink Port Profiles that can be used in the switch
and what Virtual Port Profiles are available

The creation of the External (NAT) Logical Network will allow Hyper-V Network Virtualization
Gateways to connect VMs to networks beyond the previously created Tenant A and Tenant B
VM Networks.

Scoping the External (NAT)_O Logical Network Site exclusively to the Gateway host group
ensures that it will not be available to VMs on the core Hyper-V cluster.

Creating a Hyper-V Network Virtualization

gateway manually

The HNV gateway is part of the Remote Access role in Windows Server 2012 R2. There is
no specific subfeature within the Remote Access role that you can select. This recipe will
show you how to create a Virtual Machine that is appropriate for using as a standalone
HNV gateway.
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Getting ready

You will need to have created a Hyper-V host and added it to VMM within the Gateway host
group. This Hyper-V host does not have to be domain joined; if you do not domain join the
host, then ensure an appropriate Run As account has been added to VMM for it to manage

the host. The existing VMM Run As account would not be suitable as it is a domain account.

This Hyper-V host needs to have at least three NICs. The following diagram shows the

logical structure:

==

Provider
Network
(VM Network
access)

NVGRE
Gateway

Converged NIC

+ Management
e Live Migration
s Cluster

==

External
(Direct Internet
or behind NAT)

[ To learn how to add a Hyper-V host to VMM, please visit http://technet.
>

microsoft.com/en-us/library/gg610646.aspx.

Also, you can visit http://technet.microsoft.com/library/dn423897.aspx for
Microsoft's hardware recommendations for the Windows Server Gateway host.

]
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How to do it...

The following diagram shows the high-level steps involved in this recipe:

Overview of Recipe:

' '

Prerequisites (not covered by this recipe):

e Installation of a Hyper-V host for dedicated Gateway
use (min. 3 physical NICs required)

e Adding of the Hyper-V host to VMM

Actions:

» Configuration of the new Hyper-V host to be suitable
for hosting Hyper-V Network Virtualization Gateway
VMs

¢ Creation and configuration a new VM to be Hyper-V
Network Virtualization Gateway

¢ Adding the VM to VMM as a Hyper-V Network
Virtualization Gateway

« Configuration of the existing VM Networks to use the
new VM as a Hyper-V Network Virtualization Gateway )

Perform the following steps to create an HNV gateway manually:

1. Navigate to Fabric | Servers | All Hosts | Gateways. Right-click on the Hyper-V
host that will be the host for the HNV gateway; in this case, it will be HNVG2.
Click on Properties.

2. Click on Virtual Switches.
Navigate to New Virtual Switch | New Logical Switch.

4. Select the Default switch from the list of Logical Switches (it should contain Default
and External). Add all the required physical adapters to the Logical Switch, ensuring
that the correct adapters are selected.

5. With the Default Logical Switch selected, click on New Virtual Network Adapter.
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6.

10.

11.
12.

13.

14.
15.
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Enter an appropriate name; in this case, Management. Ensure the option This
virtual network adapter inherits settings from the physical management adapter
is checked. Select the Host-Management VM Network and a classification of Host
management, as shown in the following screenshot:

H;z New Virtual Switch W New Virtual Netwerk Adapter ﬁ' Delste
E & Default Name

Loguoal awaich

Management

This virtual network adapter inherits settings from the
W Management physical management adapter.

Host-Management
Connectivity

VM Network: Host-Management

| Subhnet -

Port profile

Classification | Host management |'|

Navigate to New Virtual Switch | New Logical Switch.

Select the External switch from the list of Logical Switches (it should contain Default,
External, and Tenant Network). Add all the required physical adapters to the Logical
Switch, ensuring that the correct adapters are selected. No Virtual Network Adapters
will be created on this switch.

Navigate to New Virtual Switch | New Logical Switch.

Select the Tenant Network switch from the list of Logical Switches (it should contain
Default, External, and Tenant Network). Add all required physical adapters to the
Logical Switch, ensuring that the correct adapters are selected. No Virtual Network
Adapters will be created on this switch.

Click on OK.

Click on OK when the warning about temporary loss of network communication
is shown.

Once the job is complete, navigate to Fabric | Servers | All Hosts | Gateway.
Right-click on the Hyper-V host that will be the host for the HNV gateway.
Click on Properties.

Click on Host Access.

Check the box This host is a dedicated network virtualization gateway, as a
result it is not available for placement of virtual machines requiring network
virtualization. This ensures that VMM will not place, or allow the placement of,
any VMs that require HNV on this Hyper-V host; it does not support mixing VMs
which require HNV and gateways on the same host. You can place other VMs
that do not require HNV on this host, for example VMs that just use VLANSs.
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General
Status
Hardware

Virtual Machine Paths

Host Access

Host management credentials
Use the following Run As account for ongoing host management operations.

Run s account: VMM Agent Run As

Placement and remote settings

This host is available for placement

Remote connection port: 2179 E:
Reserves . . . . - . 2
This host is a dedicated network virtualization gateway, as a result it is not available for placement of
virtual machines requiring network virtualization.
Storage
16. Click on OK.

17. Navigate to Library | VM templates, right-click the VM template you created before
for use in earlier recipes, and click on Create Virtual Machine.

18. Enter an appropriate name, in this case HNVGateway1, and a description.

Click on Next.

19. Set the current Network Adapter to be connected to the External (NAT) VM Network,
have a Static IP address, have a Static MAC address, and use the High bandwidth
port classification, as shown in the following screenshot:

W MNetwork Adapter 1

Connectivity
) Met connected

@) Connected to a VM network

WM network: External (NAT)

VM subnet Mone -
IP address
) Dynamic IP
(®) Static IP (from a static IP pool)

IP protocol version: | |py4 only |v|
MAC address

(®) Static 00:00:00:00:00:00
Port profile

Classification: High bandwidth |"'|
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20.

21.

22.
23.
24.

25.
26.

27.
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Add another Network Adapter to the VM. Set the new Network Adapter to be
connected to the Host-Management VM Network, have a Static IP address,
have a Static MAC address, and use the Host management port classification.

B Network Adapter 2

Connectivity
() Mot connected

®) Connected to a VM network

VM network: Host-Management
VM subnet MNone o
IP address
) Dynamic IP

®) Static IP (from a static IP pool)

IP protocol version: | |py4 anly |v|

MAC address

(@) Static 00:00:00:00:00:00

Port profile
Classification: Host management |v|

Enable virtual switch

Enable spoofing of

Add another Network Adapter to the VM. Set the new Network Adapter status to
Not connected.

Ensure the VM is not configured for high availability.
Click on Next.

On the Configure Operating System page, enter an appropriate name; in this case,
HNVGatewayl. Click on Next.

Select the Gateway host group. Click on Next.

Select the Hyper-V host that was configured with the correct Logical Switches.
Click on Next.

You will be presented with the option to select networks. Network Adapter 1 and
Network Adapter 2 are configured correctly; however, 3 is not as shown in the
following screenshot:
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Virtual Network Adapt... | VM Netwark | Virtual Switch | Port Classification VLAN

Network Adapter 1 External (NAT) [..]| External |+ || High bandwidth |+ viand |~
Network Adapter 2 Host-Management E” Default |v ” Host management |v ” VLAN di |'
Network Adapter 3 [Mone] II” Mot connected |' ” Mo Port Classificatior | - ” VLAN di |'

28. Leave the VM Network set to [None], but change the Virtual Switch dropdown to
Tenant Network and set the VLAN field to VLAN disabled:

Tenant Network |'I Tenant | vI VLANM di |'

29. Leave the Add Properties page as default and click on Next.

30. Review the summary and click on Create.

31. Once the VM has been deployed, navigate to VMs and Services | All Hosts and
click the host that has the HNVGatewayl VM deployed.

32. Right-click on the HNVGatewayl VM, navigate to Connect or View, and click on
Connect via Console.

33. Log in to the VM if necessary. Open an elevated PowerShell console and enter the
following command to install the required Remote Access roles:

Install-WindowsFeature -Name DirectAccess-VPN, Routing, RSAT-
RemoteAccess-PowerShell

34. In the VMM console, navigate to Fabric | Networking | Network Service. Right-click
on Network Service and click on Add Network Service.

35. Enter an appropriate name, in this case HNVGateway1, and a description.
Click on Next.

36. Ensure the dropdown Manufacturer is set to Microsoft and Model is set to
Microsoft Windows Server Gateway. Click on Next.

Specify manufacturer and model of network service

Manufacturer: | Microsoft | - |

Madel: | Microsoft Windows Server Gateway | = |

Configuration provider: Microsoft Windows Server Gateway Provider

i ' If you are adding a gateway, after you complete this wizard, right-click the listing for the gateway,
click Properties, and fill in the connectivity properties for the gateway.

37. Select a Run As account that has sufficient privileges on the HNVGatewayl1 VM;
in this case, the standard VMM Agent Run As account. Click on Next.
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38.

39.
40.
41.

42,

43.

In the connection string, enter the information in the requested format:

VMHost=<FQDN OF THE HYPER-V HOST>;GatewayVM=<FQDN OF VM TO
BE THE GATEWAY>

In this case, the connection string would be the following:

VMHost=HNVG2 .ad.demo.com; GatewayVM=hnvgatewayl.ad.demo.com

Click on Next.
Ignore the certificate information as it is not required. Click on Next.

Click on Test to ensure that VMM can utilize the VM. If the VM fails, check the
Run As account that was specified has local administrator privileges on the VM.
Click on Next.

Select the All Hosts host group as shown in the following screenshot. Click on Next.

Specify the host groups for which the network service will be available

Selecting a top-level host group automatically selects its child groups.

Host groups:

Review the summary and click on Finish.

44. After the gateway has been added, right-click on the newly created HNVGatewayl

108

entry and click on Properties. Click on the new Connectivity option on the left:

Specify the configuration of each network connection and bandwidth that is
available for tenants
Connectivity

Gateways have a front end that is connected to a traditional physical network and a back end that
contains the netwark using network virtualization.

[] Enable frant end connection
Front end network adapter: | Ethernet 2 =
Front end network site: Host-Cluster_0 (Host-Cluster) v
[] Enable back end connection
Back end network adapter: | Ethernet 2 =
Back end network site: Host-Cluster_0 (Host-Cluster) bl
Available bandwidth

Select the amount of bandwidth that is available for tenants to use on this connection. This value can
exceed the physical capabilities of the gateway if you expect the virtual networks to use less than they
have requested.

[] Limit bandwidth
Available bandwidth (MBps): 10000
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45. It is important to know which network adapter is connected to which network
interface. In the wizard, there are the following three Ethernet adapters listed
at the moment:

o Ethernet2

o Ethernet3

o Ethernet4
None of these are particularly useful. The following PowerShell script will obtain all
the information about the gateway VM from VMM, determine the VM Networks each

NIC is attached to and rename the NIC in the VM with the appropriate name. The
code is as follows:

#Hashtable of VM Networks and the names the NICg should be
inside the Gateway VM

$NicNames =@{

"Host-Management" ="Management";
"External (NAT)" ="External";
n ="TenantNetworks"

#Get the VM from VMM, not from Hyper-V
$SGatewayVM = Get-SCVirtualMachine -Name HNVGatewayl

#Iterate through each entry in the Hashtable
ForEach ($Key in $NicNames.Keys) {

#Find the Network Adapter's MAC Address in VMM that is
connected to

#the VM Network. As the Tenant Network Adapter is not
attached to a

#VM Network it must be dealt with carefully

$VNAMacAddress = (SGatewayVM.VirtualNetworkAdapters |
Where-Object
#Check for an actual value
if ($_.VMNetwork.Name) {
if ($_.VMNetwork.Name -eq Skey) {
STrue
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#icheck for the Tenant NIC
elseif (! ($_.VMNetwork.Name) -and ! ($key)) {
STrue

}) .MACAddress

Invoke-Command -ComputerName $GatewayVM.ComputerName -
ScriptBlock {

Param ($SLocalMacAddress, SNewNicName)
#Change the format of the MAC Address

$LocalMacAddress = S$SLocalMacAddress -replace ":",6 "-
n

#Find the NIC based on the MAC address obtained
from VMM

$NIC = Get-NetAdapter | Where-Object {
$ .MacAddress -eq $LocalMacAddress}

#Get the WMI object based on the NIC's current name
Swmi = Get-WmiObject -Class Win32 NetworkAdapter -
Filter "NetConnectionID = ""$(SNIC.Name)"""
#Change the NIC's name to the correct name

Swmi.NetConnectionID = $NewNicName
Swmi . Put ()
} -ArgumentList S$SVNAMacAddress, $SNicNames.Item ($Key)

}

46. In the VMM console, click on the Home tab in the ribbon bar and click on the
PowerShell button. This will launch PowerShell with the VMM module already
loaded and the console connected to the current VMM instance. In the
PowerShell console, execute the script file saved in the previous step.

47. Once the PowerShell script is complete, navigate to VMs and Services | All Hosts
and click on the host that has the HNVGatewayl VM deployed.

48. Right-click on the HNVGatewayl VM, navigate to Connect or View, and click on
Connect via Console.

49. Log in if necessary. Open a command prompt and run ipconfig. You will see the
names of the Ethernet adapters have changed, as shown in the following screenshot:
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Jindows IP Configuration

Ethernet adapten

Connection—specific DNE Suffix

Link-local IPvwt Address fefB::f5a2:aldb:d390:e4f 5215
IPv4 Address. . . . . . 192.168.200.18

Subnet Mask . . . 255.255.255.8

Default Gateway . 192 _168.286._1

Connection—specific DNS ad.demo.co

m

Link-local IPvt Address feff::6591:3b3d:66%9c-550cx14
IPv4 Address. . . . . 172.28.8.181

Subnet Maszk . . . . . 255.255.8.8

Default Gateway . . . 172.28.8.1

Connection—specific DHNE Suffix

Link-local IPvwt Address . . . feff::c45:798e:6d63:90a8»13
Autoconfiguration IPu4 Address 169 .254_144.168

Subnet Mask . . . . . . . . . 255.255.8.8

Default Gateway . . . . .

50. Return to the VMM console, navigate to Fabric | Networking | Network Service,
and right-click on the HNVGatewayl entry. Click on Refresh.

51. Right-click on the HNVGatewayl1 entry again and click on Properties. Click on the
new Connectivity option on the left. You will see that the names of the Ethernet
adapters have changed, as shown in the following screenshot:

Specify the configuration of each network connection and bandwidth that is
available for tenants

Connectivity

Gateways have a frent end that is connected to a traditional physical network and a back end that
contains the network using network virtualization.

Enable front end connection

Front end network adapter: | | External |'|

Front end network site: External |

Management
[] Enable back end connectior _

TenantMNetworks

m

]
]
+

rk site Host-Cluster_0 (Host-Cluster) o

m
[l
m
i

¥

Available bandwidth

Select the amount of bandwidth that is available for tenants to use on this connection. This value can
exceed the physical capabilities of the gateway if you expect the virtual networks to use less than they
have requested.

[ Limit bandwidth
Available bandwidth (MBps 10000
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52. Check the Enable front end connection checkbox, and then set Front end network
adapter to External and Front end network site to External (NAT)_O (External (NAT)).

53. Check the Enable back end connection checkbox, and set the Back end network
adapter to TenantNetworks and Back end network site to Provider Address_0O
(Provider Address), as shown in the following screenshot:

Specify the configuration of each network connection and bandwidth that is
available for tenants

Connectivity

Gateways have a front end that is connected to a traditional physical network and a back end that
contains the network using network virtualization.

Enable front end connection

Front end network adapter: | External |"|

Front end network site: | External (MAT)_0 (External (MAT)) | - |

Enable back end connection

Back end network adapter: | TenantMetwaorks | "'|

Back end network site: | Provider Address_0 (Provider Address) | - |

Available bandwidth

Select the amount of bandwidth that is available for tenants to use on this connection. This value can
exceed the physical capabilities of the gateway if you expect the virtual networks to use less than they
have requested.

[ Limit bandwidth

&

Ava

lable bandwidth (MBps): 10000

54. Click on OK.
55. Now the gateway has been configured, so the existing VM Networks that have been

created can be configured to use it for external access. In the VMM console, navigate

to VMs and Service | VM Networks.
56. Right-click on the Tenant A VM Network and click on Properties.
57. Click on the Connectivity section. You will see that the options have changed.
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Name

VM Subnets

Access

Connectivity

By default, network virtualization provides an isclated network. Select the options below to add external
connectivity to this network.

[[] Connect to another network through a VPN tunnel

Enable Border Gateway Protocol (BGP)

[] Connect directly to an additional logical netwerk

Network a ranslation (NAT)
Select the gateway device to use for this connection.
Gateway device: HNVGateway1 -
Device capabilities: Site to Site VPN
Border Gateway Protcol (BGP)

Network address translation (NAT)
Direct routing

Remaining capacity: 50 VM networks
200 VPN tunnels

Front-end network: Front End (External (MAT)_0)

58. Check the Connect directly to an additional logical network checkbox and select
Network address translation (NAT).

59. You will see a new Network Address... section on the left of the dialog. This section
allows you to set inbound NAT rules.

Name Network address translation (NAT)
VM Subnete In NAT all traffic to external network is routed through single IP, select the IP address pool and IP below.
el If you want VMM to automatically pick any available IP from the selected address pool, leave the IP
address column empty.
Connectivity
IP address pool: | External (NAT)-IP-Pool (192.168.200.10 - 192.168.20099) [~]
Metwork Address... IP address:
— Specify network address translation (NAT) rules:
Marme | Protocal | Incoming Port | Destination [P | Destination P... Add
Remaove
60. Click on OK.

61. Navigate to VMs and Services | All Hosts.

62. Right-click the Tenant A - VM 1 VM, navigate to Connect or View, and click
on Connect via Console.
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63. Log in if necessary. Open a command prompt and run ping 4.2.2.2, as shown in
the following screenshot:

sUserssAdministrator?ping 4.2.2.2

inging 4.2.2.2 with 32 hytes of data:
. : hytez=32 time=1?ms TTL=126
hytez=32 time=11ms TTL=12K
: bytes=32 time=1"ms TTL=126
: bytes=32 time=13ms TTL=126

4
4
4
4

ing statistics for 4_.2.2.2:

Packets: Sent = 4, Received = 4, Lost = B {(Bx loss).
pproximate round trip times in milli-seconds:

Minimum = 1ims,. Maximum = 19ms,. Average =

sUzerssAdminiztrator>

64. If you try to ping a DNS name such as www.bing. com, it will fail as currently there
are no DNS servers set in the VM. Run the following PowerShell code inside the
Tenant A - VM 1 VM:

Get-NetAdapter | Set-DnsClientServerAddress
-ServerAddresses 4.2.2.2

65. You will then be able to ping DNS names such as www.bing.com and browse the
Internet using DNS names.

MWindowsssystem3d2 >ping www._bing_com

inging any.edge_bhing.com [284.79_197.2081 with 32 hytes of data:
eply from 284_79_127.2808: bytes=32 time=11m=z TIL=126
eply from 284_79_177.288: bytez=32 time=%msz TTL=126
eply from 284_79 127 .200: hytes=32 time=16m=z= TTL=126
eply from 284_79_127.288: bytes=32 time=1Ym=z TIL=126

ing statistics for 204.79.197.200:
Packets: Sent = 4, Received = 4, Lost = @ (Bx loss).

pproximate round trip timesz in milli-seconds:
Minimum = 9ms,. Maximum = 17m=,. Average = 13ms

sMindowsssystem32 > _

The gateway server understands the NVGRE protocol and is able to act as NAT router. By

not constraining the TenantNetworks virtual network adapter to a specific VM Network, it is
possible for the server to cope with 50 VM Networks (by default)—each with multiple subnets
if required. The NVGRE protocol contains the provider's address information, including the
Virtual Subnet ID, and the packet within contains the tenant information. This is how the
gateway is able to keep data isolated and ensure that even with overlapping subnets,

the data is returned to the requesting virtual machine.



www.bing.com
www.bing.com
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The manual process allows you to get familiar with the requirements of an HNV gateway.
However, the process can be time consuming and it can be refined using a Service Template.

Creating a Hyper-V Network Virtualization

gateway with a Service Template

As we saw in the previous recipe, there is not too much involved in the actual deployment of
an HNV gateway. The only required roles/features within the Virtual Machine are:

» DirectAccess and VPN
» Routing

It is possible to leverage the Service Template feature within VMM to rapidly provision HNV
gateways. However, these gateways will not be available immediately after deployment. This
is because they still need to be added to VMM as a Network Service and to the required VM
Network(s) as NAT, or Direct Routing and gateways.

Getting ready

You need to have a VM template to use as a basis for the Service Template. The VM template
that has been used in previous recipes should be sufficient, provided it is Windows Server
2012 R2 Standard or Datacenter edition with a GUI. (Server Core editions of Windows Server
2012 R2 are not currently supported for use as an HNV gateway.)

How to do it...

The following diagram shows the high-level steps involved in this recipe:

Overview of Recipe:

z

Actions:

¢ Creation of single tiered Service Template for
deploying a VM capable of being a Hyper-V Network
Virtualization Gateway

» Information on where to obtain a prebuilt Service
Template to create a highly available Network
Virtualization Gateway service
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Now, you need to perform the following steps:

Open the VMM console.
Navigate to Library | Templates | Service Templates.
Right-click on Service Templates and click on Create Service Template.

PN PR

Enter an appropriate name for the Service Template, in this case HNV Gateway
(non-HA), and a version number, in this case itis 1. 0.

o

Under Patterns, click on Single Machine.
Click on OK.

7. Inthe Service Template Designer window, drag the VM template to Service Template,
as shown in the following screenshot:

g Home
[L'JI E j H. Add VM Network \ K Selection E = j 2(

?ia»&dd Load Balancer
Save and Configure Add Connector Tool

Walidate Deployment Machine Tier 571Add Application Host Template - Window Zc?m Temvg\date - De\vete
VM Templates - % ﬁ HNV Gateway (non-HA)
h Release: 1.0
Searc #*!| Drag VM Templates onto the
Name - Aon top canvas to create a Tier l
and copy the VM Template
Windows Server 2012 R2 Standard 08/07/2014 _1:\_ o N E_ - r‘:‘p I Single Tier
This is a genenic template for Windows Server 2012 R2 Standard edition. settings into that Tier. ﬁ.
Initial: 1, Min: 1, Max: 1

Drag this to here

Drag a VM Template onto a
Tier to replace the template
settings in that Tier. Add applications

=-|Name: *

05:  64-bit edition of Windows...

=] CPU: 1 Processor
Memany: 512.00 MB

[. NIC 1 |

8. Double-click on the tier where you created and click on the Hardware Configuration
section and add two additional Network Adapters, as shown in the following screenshot:
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Windows Server 2012 R2 Standard - Machine Tier 1 Properties

General

0§ Configuration
Application Configuration
SQL Server Configuration
Custom Properties
Settings

Dependencies

Validation Errors

| Save As Eﬂi New 7< Remove

Mo Media Captured
oM
None
T com2
None
L Video Adapter
Default video adapter
% Bus Confi

4 € IDE Devices
2 Devices attached
w Windows Server ...
127.00 GB. Primary
0 Virtual DVD drive
Mo Media Captured
< 5CS| Adapter 0
0 Devices attached
# Network Adapters

| Metwork Adapter 1
Not connected
@ Metwork Adapter 2
Mot connected

@ Metwork Adapter 3
Mot connected

~

W Network Adapter 1

Connectivity

(® Mot connected

) Connected to a VM network
VM network:
VM subnet Mone
IP address
®) Dynamic IP
Static IP {from a static IP pool)
IP protocol version: | |py4 only
MAC address
®) Dynamic

Static

Browse...

Port profile

Classification: Mone
Enable virtual switch optimizations
Enable spoofing of MAC addresses

Crgble react ifigel 1D ool

9. Connect Network Adapter 1 to the Host-Management VM Network and set IP address
to Static IP, MAC address to Static, and Classification to Host management.

MNetwork Adapter 1

Connectivity

O Mot connected

®) Connected to a VM network

WM network: Host-Management
VM subnet Mone o
IP address
) Dynamic [P
® Static P (from a static IP pool)
IP protocal version: | |pyd only | - |
MAC address
Dynamic
®) Static 00:00:00:00:00:00
Part profile
Classification: Host management

Enable virtual switch optimizations

Enable spoofing of MAC addresses

Enable guest specified IP addresses
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10. Connect Network Adapter 2 to the External (NAT) VM Network and set IP address
to Static IP, MAC address to Static, and Classification to High bandwidth.
11. Set Network Adapter 3 to Not connected.
12. Ensure you have four Virtual CPUs and at least 2 GB RAM.
13. Click on the OS Configuration section.
14. Set the Computer name to HNVGateway## (## will automatically increment
the computer name number on each deployment).
15. Under the Roles section, check the Remote Access, DirectAccess and VPN (RAS),
and Routing options.
# Roles and Features [T Prnt3erver
D\ Roles = Remote Access
" DiectAccess-VPN Routin DirectAccess and VPN (RAS)
Features Routing
None [] Web Application Proxy
# Networking E [] Remote Deskiop Services
16. Under the Features section, check the Remote Access Management Tools, Remote
Access GUI and Command-Line Tools, and Remote Access module for Windows
PowerShell options.
17. Under the Networking option, set the appropriate options to join the VM to the domain.
18. Click on Save and Validate to ensure everything is correct.
19. Click on OK.

This is sufficient to create a VM with the required Routing and Remote Access Roles
and Features for use as an HNV gateway. You will still need to configure VMM as per
the previous recipe for it to assign the VM as an HNV gateway.

Using the Microsoft Web Platform Installer (Web PI) (http://www.microsoft.
com/web/downloads/platform. aspx), it is possible to download a Service
Template to create a highly available HNV gateway.

You will need to add the Service Models (http://www.microsoft.com/web/
webpi/partners/servicemodels.xml) feed to the Web Pl to download
the template.

20. Open Web PI.



http://www.microsoft.com/web/downloads/platform.aspx
http://www.microsoft.com/web/downloads/platform.aspx
http://www.microsoft.com/web/webpi/partners/servicemodels.xml
http://www.microsoft.com/web/webpi/partners/servicemodels.xml

21. Click on Options as shown in the following screenshot:

22.

Web Platform Installer 5.0 -0
Spotlight Products Applications
Name Released

= Microsoft Azure Cross-platform Command Line Tools 02/10/2014
@ Application Insights Status Monitor Preview 17/09/2014
M Visual Studio Express 2013 for Web with Microsoft Azure SDK - 2.4 04/08/2014
Dd Visual Studio Express 2012 for Web with Microsoft Azure SDK - 2.4 04/08/2014
Dd Microsoft Azure SDK for NET (VS 2013) - 2.4 04/08/2014
D‘ Microsoft Azure SDK for NET (VS 2012) - 2.4 04/08/2014
0 Items to be installed Options Install

Install

Add

Add

Add

Add

Add

Add

Add
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In the Options dialog, enter the feed to subscribe to in the Custom Feeds
section, in this case http://www.microsoft.com/web/webpi/partners/

IS]

ervicemodels.xml, and then click on Add feed.

Change Options

-
4] Change the most common options for the Web Platform Installer 5.0.

Primary Feed

default v
Custom Feeds

|http:f;'www.microsoﬂ_comMebMebpiEpartners,fservicemodels.xml| | Add feed

Help improve Web Platform Installer

Join the Customer Experience Improvement Program and help improve the quality,
reliability and performance of Microsoft software and services.

Yes, | am willing to participate in the Customer Experience Improvement Program.

Advanced web application support

DK Cancel
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Creating the Gateway for Virtual Machine Communications

23. Click on OK. The Web PI will then refresh itself.

24. Click on Service Models.

25. Navigate to Windows Server 2012 R2 HA Gateway Template.
26. Click on Add.

(i] Web Platform Installer 5.0 - o IEH|
Spotlight Products  Applications  Service Models -
Name Released Install ~
— il ‘Windows Server 2012 MySQL Server Domain Service Template 18/10/20... Add
| SCVMM Service T...
"I Gallery Resources i—l Windows Server 2012 MySQL Server Workgroup Service Template 18/10/20... Add
i‘ SharePoint Foundation 2010 SP2 - Basic Domain Service Template 18/10/20... Add
f‘ SharePoint Foundation 2010 SP2 - Basic Workgroup Service Template 18/10/20... Add
ﬂ SharePoint Foundation 2010 SP2 - Custom Service Template 18/10/20... Add
i‘—l Microsoft SQL Server 2012 Domain Service Template 18/10/20... Add
i»—l Microsoft SQL Server 2012 Workgroup Service Template 18/10/20... Add
ﬂ Windows Server 2012 R2 HA Gateway Service Template 18/10/20... Add
—

27. Click on Install.

28. You will then be presented with the associated license terms. Please review the
license and click on I Accept.

Web Platform Installer 5.0 “

PREREQUISITES INSTALL CONFIGURE FINISH

Review the following list of third party application software, Microsoft products and components, and any additional
software identified below to be installed and Windows compaonents to be turned on. Third party applications and products
are provided by the third parties listed here. Microsoft grants you no rights for third party software. You are responsible for
and must separately locate, read and accept these third party license terms.

¥ Windows Server 2012 R2 HA Gateway Service Template
View license terms Direct Download Link

Total file download size: 4 MB

Click here to see additional software to be installed and review the associated Microsoft license terms

By clicking "l Accept”, you agree to the license terms for the third party and Microsoft software, and any additional software
identified above. If you do not agree to all of the license terms, click “| Decline”.

| Decline | Accept
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29. Click on Continue.

30. Please review the documentation included from Microsoft in the Service
Template. This template from Microsoft will show you how to create a highly
available HNV gateway.

The Service Template functionality within VMM lets VMM take more control of the process.
During a Service Template deployment, VMM installs an agent in each VM that forms part of
the service. Through this enhanced communication, it is possible for VMM to add additional
roles and features to VMs and can therefore save you time.

There's more...

For completely automated deployments of HNV gateways, check out System Center 2012 R2

Orchestrator (http://technet.microsoft.com/en-us/library/hh237242.aspx) or
Service Management Automation (http://technet.microsoft.com/en-gb/library/
dn469260.aspx).



http://technet.microsoft.com/en-us/library/hh237242.aspx
http://technet.microsoft.com/en-gb/library/dn469260.aspx
http://technet.microsoft.com/en-gb/library/dn469260.aspx




IP Address Management
Integration with VMM
for Hyper-V Network
Virtualization

In this chapter, we will cover the following recipes:

» Installing IPAM in Windows Server 2012 R2
» Integrating IPAM into VMM
» Using IPAM data for reporting

Introduction

IP Address Management (IPAM) was introduced as a feature of Windows Server in Windows
Server 2012. Microsoft defines IPAM as follows (http://technet .microsoft.com/en-
gb/library/hh831353.aspx):

"...an integrated suite of tools to enable end-to-end planning, deploying, managing
and monitoring of your IP address infrastructure, with a rich user experience. IPAM
automatically discovers IP address infrastructure servers on your network and
enables you to manage them from a central interface."


http://technet.microsoft.com/en-gb/library/hh831353.aspx
http://technet.microsoft.com/en-gb/library/hh831353.aspx

IP Address Management Integration with VMM for Hyper-V Network Virtualization
In Windows Server 2012, IPAM could only integrate with the following:

» Microsoft Windows DHCP Servers

» Microsoft Windows DNS Servers

» Microsoft Windows Network Policy Servers
» Active Directory Domain Controllers

The minimum version of Windows Server that IPAM will communicate with is Windows
Server 2008.

With the introduction of Windows Server 2012 R2, IPAM is able to communicate with System
Center 2012 R2 Virtual Machine Manager so that IT administrators can get a complete view
of their IP address estate.

The integration with VMM covers any and all IP addresses that VMM can issue—for traditional
VLAN-based IP networks as well as for Hyper-V Network Virtualization based networks.

By integrating with IPAM you will be able to get a complete solution for managing and
monitoring IP addresses in your IT infrastructure.

Installing IPAM in Windows Server 2012 R2

» This will be a single server installation of IPAM to allow you to understand the
potential capabilities of the feature and what you can do with it.

Getting ready

For this recipe, the following setup is required:

» AVirtual Machine running Windows Server 2012 R2 Standard or higher with a GUI

» A new instance of SQL Server for the IPAM database (alternatively, you can use the
Windows Internal Database)

Visit http://technet.microsoft.com/en-us/library/dn758115.aspx for
more details.



http://technet.microsoft.com/en-us/library/dn758115.aspx
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How to do it...

The following diagram shows you the high-level steps involved in this recipe:

Overview of Recipe:

rPrereQUisites (not covered by this recipe).

e A Virtual Machine that is a member server of your
domain

« Anew instance of SQL server if you wish to use SQL
for your IPAM database (alternatively you can use the
Windows Internal Database feature)

W J

Actions:

+ Installation of the IPAM feature

« Configuration of IPAM

e Creation of the required GPO objects
e Adding a Domain Controller to IPAM

1. Launch an elevated PowerShell console on the new server. In this recipe, the server
will be DEMO-IPAMO1.

2. Enter the following PowerShell command:

Install-WindowsFeature -Name IPAM -IncludeManagementTools

3. Open Server Manager and click on IPAM. You will see the following screen:

(©©)~  Server Manager » IPAM » OVERVIEW

OVERVIEW IPAM SERVER TASKS

Connect to IPAM server

4 Connected to DEMO-IPAMO1
m QUICK START Connected as DEMO\adminuser

Provision the IPAM server

o B o gl

N

ACTIONS

3 Configure server discovery

LEARN MORE

MANAGED NETWORK

| IPAM Server Name: demo-ipam01.ad.demo.com

¢ Managed Domains:
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4.

10.
11.
12.

You will see that you are connected to the local IPAM server and that it is yet to
be configured.

In the QUICK START section, click on Provision the IPAM Server.
Read the information on the first page of the wizard. Click on Next.

Enter the appropriate SQL Server information (or if using the Windows Internal
Database, select where you would like the database to be stored). Click on Next.

IPAM can be configured to store data in a Windows Internal Database or in a Microsoft SQL
Server database. To use 5QL, the database server must be running SOL Server 2008 R2 or later.

Specify the type of IPAM database:
) Windows Internal Database (WID)

Enter the

® Microsoft SOL Server

* Server name: IPAM-AGL

“ Database name: DEMO-IPAM-DBE

* Port; 51433

Create a new schema

Enter the appropriate database credentials for your database. Click on Next.

For the provisioning method, select Group Policy Based and enter an appropriate
prefix; in this case, it is DEMO. Click on Next.

Review the summary information. Click on Apply.
Click on Close.

The IPAM console will show several more options, as shown in the
following screenshot:
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OVERVIEW IPAM SERVER TASKS

SERVER INVENTORY
IP ADDRESS SPACE 1
IP Address Blocks
IP Address Inventory CRICEAR]
IP Address Range Groups
VIRTUALIZED IP ADDRESS SPACE
MONITOR AND MANAGE ACTIONS
DNS and DHCP Servers 5
DHCP Scopes

(%]

DNS Zone Menitoring

LEARN MORE

Server Groups
EVENT CATALOG

ACCESS CONTROL MANAGED NETWORK

13. The next stage is to configure server discovery. Server discovery defines the domains
and functions that the IPAM server will monitor and manage. In the QUICK START
section, click on Configure server discovery.

14. Click on Add to select the required domain. Click on OK.

= Configure Server Discavery \;li-

Select domains to discover:

| = | Add
Select the server roles to discover:
Domain Daomain controller DHCP server DMS server
(root domain) ad.demo.com | | |

Remaove

O ror Group Policy based provisioning, create the GPOs for each domain in the list using the
Windows PowerShell emdlet "Invoke-lpamGpoProvisioning” on IPAM sanver,

Learn more about Group Policy based provisioning.

Details of server discovery schedule

Mext scheduled run time: 31/07/2014 21:06:57

I Discovery schedule can be changed by editing \Microsoft\Windows\ PAM
\ServerDiscovery located in the Task Scheduler on the IPAM server with administrator

privileges.

oK | | Cancel
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15. In the QUICK START section, click on Start server discovery. You will see a progress
bar across the top of the QUICK START section.

16. Once the task is complete, click on Select or add servers to manage and verify
IPAM access.

17. Right-click on the desired server and click on Edit Server. In the next window,
ensure the appropriate options are selected. Click on OK.

= Add or Edit Server - [l x]
Provide server details and other custom fisld mapping details:
Basic configurations A
Field Value
*  Server name (FQDN) DEMO-DCO1.ad.demo.c
* | IP address 1722804
s g DC
srvertype DMS server
CHCP server
[ NPS server
Manageability status Managed | - |
Owner AdminUsar
Description
Custom Configurations v
| 0K | | Cancel

18. You will receive the following error message:

= IPAM Automated Deployment = || E -

€) Updating the IPAM GPO failed

Automated deployment of IPAM Group Palicy object (GPQ) settings for DEMC-DCO1 in
ad.dema.com failed with the fallowing errors:

The attempt te modify GPO DEMC_DHCP in domain ad.demo.com for server DEMO-
DCO01.ad.dema.com failed. Ensure that GPOs exist and IPAM server's computer account
has permission to edit the GPO. Edit the GPO manually to add this server. Detailed
error message — The "DEMO_DHCP® GPO was not found in the ad.demo.com domain.
Parameter name: gpeDisplayName

Server operation will continue, but the managed sever GPO settings must be configured
manually since automatic propagation failed.

Retry | | oK
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19. Open an elevated PowerShell console, ensure that you have the permissions to
create Group Policy Objects, and link them to the root of the domain and run the
following PowerShell (all on one line, and substitute the correct domain name,
GPO prefix, IPAM server FQDN, and Domain Controller FQDN for yours):

Invoke-IpamGpoProvisioning -Domain ad.demo.com -
GpoPrefixName DEMO -IpamServerFgdn DEMO-
IPAMOl.ad.demo.com -DomainController DEMO-
DCO1l.ad.demo.com

20. After the GPOs are created, you will need to amend the security filtering on the
GPOs to ensure they apply to the correct servers only.

21. Perform a Group Policy Update on the affected servers.

22. You will then need to add the IPAM server to the Event Log Readers AD group.
This server is located in the Builtin container within Active Directory. This is because
the IPAM server needs to read logs from Domain Controllers. Execute the following
PowerShell on a Domain Controller:

Set-ADGroup -Add:@{'Member'=" CN=DEMO-
IPAMO1, OU=Servers, OU=DemoEnv, DC=ad, DC=demo, DC=com" } -
Identity:"CN=Event Log
Readers,CN=Builtin, DC=ad,DC=demo, DC=com"

23. On the IPAM server, right-click on the server you want and click on Refresh Server
Access Status.
24. The status should then be Unblocked.

25. Right-click on the same server and click on Retrieve All Server Data.

Y
Recommended Action Manageability Status IPAM Access Status  Server Name DINS Suffix Domain Name Server Status

[:_\/:] IPAM Access Unblocked Managed Unblocked DEMO-DC01  ad.demo.com ad.demo.com Changed

This concludes the installation and basic configuration of the IPAM feature.

IPAM collects information from all of the Domain Controllers, DNS, and DHCP servers
within the specified domain. The Group Policy Objects created by using the Invoke-
IpamGpoProvisioning cmdlet ensures that the IPAM server has the correct firewall
access to the appropriate servers and ensures that the required scheduled tasks are
created on the relevant servers.

The information collected by IPAM is stored in its database. IPAM then uses this data to
visualize data to the IPAM administrators.
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Integrating IPAM into VMM

IPAM is capable of monitoring the IP addresses spaces in VMM to show trend analysis

on IP address usage within VMM Logical Network. It is also capable of monitoring physical
networks to give you a holistic approach to IP address management. It can show you all
the IP addresses that are currently in use across your network in both the physical and
virtual environments.

Getting ready

For this recipe, you will require the IPAM server to be installed (this was discussed in the
previous recipe). Additionally, you will need a Run As account created in VMM that has the
following permissions on the IPAM server:

» IPAM ASM Administrators: This is a local group that exists on all IPAM servers and
provides permissions for IP address space management (ASM)

» Remote Management Users: This is a built-in group that provides access to WMI
resources through management protocols, such as WS-Management through the
Windows Remote Management service

In this case, a new user called SVC_VMMIpam was created in the ad.demo . com domain and
manually added to the two groups above on the IPAM server. This account was added to VMM
as a new Run As account called VMM-IPAM.

How to do it...

The following diagram shows you the high-level steps involved in this recipe:

v f RParino:
Ol ReClipe.

Prerequisites (not covered by this recipe):
¢« None

Actions:
¢ Adding the new IPAM server to VMM

1. Inthe VMM Console, navigate to Fabric | Networking | Network Service. Right-click
on Network Service and click on Add Network Service.

2. Enter a name for this connection; in this case, it is DEMO-IPAMO1. Click on Next.
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On the Manufacturer and Model page, select Microsoft as Manufacturer and
Microsoft Windows Server IP Address Management as Model, as shown in the
following screenshot. Click on Next.

Specify manufacturer and model of network service

Manufacturer: | Microsoft |v|

Maodel: | Microsoft Windows Server IP Address Management | = |

Configuration provider: Microsoft IP Address Management Provider

i’ If you are adding a gateway, after you complete this wizard, right-click the listing for the gateway;,
click Properties, and fill in the connectivity properties for the gateway.

Select the Run As account you created earlier; in this case, VMM-IPAM. Click on Next.

Enter the FQDN of the IPAM server; in this case, DEMO-IPAMO1 .ad.demo. com.
Click on Next.

Ensure the Configuration provider field is set to Microsoft IP Address Management
Provider and click on Test. If the test comes back successful, click on Next. If any of
the tests fails, please ensure the Run As account in VMM has been added to the two
groups detailed in the Getting ready section for this recipe.

Select the Host Groups you want to apply this connection to; in this case, All Hosts.
Click on Next.

Review the summary and click on Finish.

You should now have two Network Services listed in VMM, the first being the
HNVGatewayl service added in the previous chapter and the second being
the new IPAM service (DEMO-IPAMO1), as shown in the following screenshot:

Metwork Services (2)

Marme | Connection String | Manufacturer | Model
¥ HNVGatewayl WYMHost=hnvg2.addemo.com;Gat.. Microsoft Microsoft Windows Server Gateway
+ DEMO-IPANMOT DEMO-IPAMOY.ad.demo.com Microsoft Microsoft Windows Server IP Address Management

10. On the IPAM server, in this case DEMO-IPAMO1, open Server Manager.
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11. Navigate to the IPAM section. Click on VIRTUALIZED IP ADDRESS SPACE.

IPvd
IP ADDRESS SPACE - Pv4 | 7 total

IP Address Blocks Current view: | IP Address Ranges |~

IP Address Inventory Filter gel ':Eé:' > (-
IP Address Range Groups 7 7
Utilization Overlapping Network Start IP Address  End IP Address  Access Scope  Network Type  Customer IP Address Space
MONITOR AND MANAGE 10.0.0.0/24 10002 1000254 \Global Customer Tenant B_address space
DNS and DHCP Servers - Under No 100.0.0/24 10.0.0.2 100.0.254 \Global Customer Tenant A_address_space
DHCP Scopes Under No 172.2800/16  172.280.101 172280250  \Global Provider
DNS Zone Manitoring Under No 172291.0/24 1722914 172291254 \Global Provider
Server Groups Under No 1722920/24 1722924 172202254 \Global Provider
EVENT CATALOG Under No 1723000016 1723004 17230255254 \Global Provider
S I - Under No 192.168200.0/24 192.168.200.10  192.168.200.99 \Global Provider

< ]

The following table can help you interpret some of the information that you see on the IPAM
server (http://technet.microsoft.com/en-gb/library/dn249418.aspx):

VMM name IPAM name
Logical network VIRTUALIZED IP ADDRESS SPACE
Provider IP Address Space: VMM Logical Network column
Network site VIRTUALIZED IP ADDRESS SPACE
Provider IP Address Space: Network Site column
IP address subnet IP Address Subnet (same name in IPAM as in VMM)
IP address pool IP Address Range
VM network VIRTUALIZED IP ADDRESS SPACE
Customer IP Address Space: VM Network column

IPAM and VMM have bidirectional communication through the use of the configured

Run As account; in this case, VMM-IPAM. By adding the IPAM server to VMM, it is possible
to monitor and even configure logical networks, their network sites, and IP pools. By
integrating IPAM with VMM, you will be able to monitor all networks—both physical and
software defined—within your organization.

Tenants, such as Tenant A and Tenant B, should not use IPAM to configure their networks and
must use VMM.

Using IPAM data for reporting

IPAM has a wealth of information for managing and monitoring your IP address space.
Many basic pieces of information can be seen in the IPAM client interface; however,
it is also possible to export data from IPAM in CSV format.
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Getting ready

It is advisable to create several new VMs in VMM for each Tenant VM Network to establish
some trend data.

You will need access to a Windows PC with Microsoft Excel 2013 installed to utilize the
information exported in CSV format.

How to do it...

The following diagram shows you the high-level steps involved in this recipe:

Overview of Recipe:

Prerequisites (not covered by this recipe):

e C(Create several new VMs in each Tenant VM Network

e Have access to a Windows PC with Microsoft Excel
2013 installed

\ A

Actions:

¢ Viewing the IP address data from VMM in IPAM

s Exporting the IP address data

s Using the exported data in Excel to create additional
analysis

1. Open the IPAM client on the IPAM server and navigate to VIRTUALIZED IP ADDRESS
SPACE, as shown in the following screenshot:

IPv4
IP ADDRESS SPACE . IPv4 | 7 total
IP Address Blocks Eloenshe
IP Address Inventory ] Filter I ';E;' - '@j‘ -

IP Address Range Groups

VIRTUALIZED IP ADDRESS... Ut'l\z‘ation Overlapping Network Start IP Address  End IP Address Access Scope  Metwork Type

MONITOR AND MANAGE - 10.0.0.0/24 10.00.2 10.0.0.254 \Global Customer
DNS and DHCP Servers - Under No 10.0.0.0/24 10.00.2 10.0.0.254 \Global Customer
DHCP Scopes Under No 172280.0/16 172280101 172280250  \Global Provider
DNS Zone Monitoring Under No 172201.0/24 1722014 172201354 \Global Provider
Server Groups Under No 172202.0/24 1722024 172202354 \Global Provider

EVENT CATALOG Under No 172300.0/16 1723004 17230255254 \Global Provider

L | Under No 102,168.2000/24 192.168.200.10 192.168.200.99 \Global Provider

ACCESS COBITDON
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2. Selecting the subnet for the VM Network for Tenant A, you will see a variety of

information in the details view beneath:

Details View
10.0.0
Utilization Trend | Event Catalog
Description:
This is the IP Pool for Tenant A subnet 1
Network: 10.0.0.0/24 Overlapping: No
Subnet Mask: 255.255.255.0 Access Scoper \Global
Start IP Address: 10.0.0.2 Is Inherited Access Scope: Yes
End IP Address: 10.0.0.254 Used fer Utilization Calculations:  Yes
IP Address Type: Private Customer IP Address Space: Tenant A_address_space
Assignment Type: Static Provider [P Address Space: Provider Address_address_space
Netwerk Type: Customer Dhep Server Name:
Percentage Utilized: 25.30 Dhep Scope Name:
Utilization: Cptimal Exclusion Ranges:
Utilization Calculation:  Automatic Owner:
Assigned Addresses: 253 Assignment Date:
Utilized Addresses: 64 Last Reclaim Run Time:
Gateway Addresses: 10.0.0.1\Automatic Connection-specific DNS Suffix:
Reserved IP Addresses: DNS Suffixes:
Virtual [P Addresses: DNS Servers:
Managed by Service: VMM WINS Servers:
Service Instance: VMMMS.ad demo.com Tenant: DEMCh\AdminUser
VM Network: Tenant A VMM IP Pool Name: Subnet 1- 1P Pool
VMM Logical Network:  Provider Address

3. ltis possible to see the details that were entered in VMM; however, IPAM will
show you the utilization status of the subnet in terms of the actual number of
IP addresses used and that number expressed as a percentage of the overall
number of addresses.

4. Click on the Utilization Trend tab.
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5. Select a range to view the trend analysis for, as shown in the following screenshot:

Details View

10.0.0.0/24

ce

% of IP address spa

Configuration Details

Event Catalog

|1D|TD|TM|3M|6M|1Y|2Y|5V| | From |Selectadate [15|| To |Selectadate 15 Apply

IP Address Range utilization trend graph: 1 Day

300+
0

o

6. This will show you how the usage of IP addresses within the VM Network has
been trending.
7. Above the details view, where the subnets are listed, click on TASKS on the
top right-hand corner and click on Export.
1Pv4
IPv4 | 7 total m

Utilization

Current view: | IP Address Ranges [~

Add IP Address Subnet...
Add [P Address Range...
Add IP Address...

Add IP Address Space...

)

QOverlapping Network art IP Address  End IP Address Access Scope  Network Type Customer |P Address Space

Import IP Address Subnets...

Optimal No

Tenant A_addres:

Import IP Address Ranges...

Under No 10.0.0.0/24 10.0.0.2 10.0.0.254 \Global Customer Tenant B_address_space Import IP Addresses...

Under No 172.28.0.0716 172280101 172.28.0.250 \Global Provider Import and Update IP Address Ranges...
Under No 172.29.1.0/24 1722914 172.29.1.254  \Global Provider Export...

Under No 172.29.2.0/24 1722924 172.20.2.254 \Global Provider Hast-Cluster_address_space VMM
Under No 172.30.0.0/16 1723004 172.30.255.254 \Global Provider Provider Address_address_space VMM
Under No 192.168.200.0/24 19216820010  192.168.200.99 ‘\Global Provider External (NAT)_address_space VMM
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8. Select the location to save the CSV and enter a file name. Click on Save.
9. Copy the CSV file to the PC where you have Microsoft Excel 2013 installed.
10. Open the CSV file in Excel.
11. You will see that all of the data shown in the details view is on the same line as
the subnet.
12. Select the following columns:
o C: Network
o K: Provider IP Address Space
o O: Percentage Utilized
o P:Assigned Addresses
o Q: Utilized Addresses
13. Copy these columns to a new worksheet in Excel.
14. Clean up the Provider IP Address Space columns. In this example, each value
had the address_space information removed from the end and the two Tenant
networks were named correctly, as shown in the following screenshot:
A B C ] E
1 |Provider IP Address Space Inetwork Percentage Utilized Assigned Addresses Utilized Addresses
2 |Tenant A 10.0.0.0/24 25.29644269 253 64
3 |TenantB 10.0.0.0/24 17.78656126 253 45
4 |Host-Management 172.28.0.0/16 0.6666606667 150 1
5 Host-LiveMigration 172.29.1.0/24 0.796812749 251 2
6 Host-Cluster 172.29.2.0/24 0.796812749 251 2
7 Provider Address 172.30.0.0/16 0.007629977 65531 109
g |External (NAT) 192.168.200.0/24 3.333333333 90 3
15. Click on the Insert tab on the ribbon bar.
16. Click on Recommended Charts.

17. Excel will show you a variety of charts it can create based on the data presented on

the worksheet.
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18. For this example, select 1200% Stacked Bar. Click on OK.

Insert Chart (s
Recommended Charts | aAll Charts

“  100% Stacked Bar

P

. Chart Title

R Extemal (NAT)

Provider Address
Host-Cluster

i Host-LiveMigration

Hest-Management

TenantB
.;E Tenart A
§§ 0% 0% A% 60% B0% 100%
) e R mPercentage Utilzed W Asigred W Litilized Addreses

A 100% stacked bar chart is used to compare the percentage that each value
contributes to a total. Use it to show how the percentage each value contributes

Assigned

- changes over time.

Thart Title

oK | | Cancel
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19. This will insert a chart object into your Excel worksheet.

Chart Title

External (NAT)
Provider Address

Host-Cluster

Host-Management

|
|
|
Host-liveMigration I
|
Terant B I
Tenant A I
0% 20% 0% 60% B0% 100%

W Percentage Utilized W Assigned Addresses W Utilized Addresses

20. This chart can then be altered as required within Excel and utilized in other
applications as required. This can include colors, width, height, and so on.

VMM UTILIZED IP ADDRESSES

As IPAM has all of the available data from VMM, it can be used to monitor IP address usage in
VMM defined networks. It is possible to use PowerShell to export the data from IPAM.

Excel is capable of providing rich data visualizations and can give you the ability to slice data
as appropriate. This can lead to high-quality management information reporting.
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Windows Server
Gateway Configuration

In this chapter, we will cover the following recipes:

» Network Address Translation (NAT) with the gateway
» Direct Routing and how it is different from NAT

Introduction

Windows Server 2012 R2 includes an inbox gateway solution for Hyper-V Network
Virtualization (HNV) within the Routing and Remote Access server role.

As HNV uses the NVGRE protocol, a gateway server must be able to understand the protocol
and undertake the required functions. If a gateway is configured to use Network Address
Translation (NAT), it will mask the internal HNV network behind the NAT interface.

If a gateway is configured for Direct Routing, then it will perform the decapsulation of network
packets leaving an HNV network and also the encapsulation of data entering an HNV network.

Network Address Translation with the

gateway

In Chapter 3, Creating the Gateway for Virtual Machine Communications, you created a
Windows Server Gateway so that VMs could access resources outside of the VM Network
they resided upon. This access was only one way: outbound; this recipe will show you how
to create inbound NAT rules on the gateway to allow access to your VM's resources. A typical
use case of this would be to host a website behind a public IP address.
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In this recipe, you will create a simple web server and publish it using NAT rules on the
Windows Server Gateway.

Getting ready

For this recipe, you will need access to a computer that is outside of the VM Networks created
so far, but it can access the IP range you used for the external network.

How to do it...

The following diagram shows you the high-level steps involved in this recipe:

Overview of Recipe:

Prerequisites (not covered by this recipe):
» Have access to a computer that can access the
External (NAT) network

Actions:

e Install IS on a test VM in the Tenant A VM Network
Create a custom HTML page

Create a NAT rule to the test VM

Test the NAT rule

View the configuration change in the Windows Server
Gateway

. o s @

Now, perform the following steps:

1. Starta Tenant A VM on your Hyper-V cluster; in this case, Tenant A - VM 10.
2. Once the VM has started, log on to the VM using an administrative account.

140




Chapter 5

Open an elevated PowerShell window and enter the following PowerShell and
press Enter:

Install-WindowsFeature Web-Server,Web-WebServer,Web-Common-
Http,Web-Default-Doc,Web-Dir-Browsing,Web-Http-Errors,Web-
Static-Content,Web-Health,Web-Http-Logging, Web-
Performance,Web-Stat-Compression,Web-Security,Web-
Filtering,Web-Mgmt-Tools,Web-Mgmt-Console

This will then install IIS with the required features for this recipe, as shown in the
following screenshot:

Administrator: Windows PowerShell =

Once IIS is complete, open Internet Explorer and go to the URL http://localhost.
You will be greeted with the default IIS page.

Open an elevated Notepad window.

Enter the following HTML code between the <body> and </body> tags. Please enter
some text of your choosing. Make a note of the text you have entered. Some example
code is as follows:

<HTML>
<HEAD>
<TITLE>HNV Testing</TITLE>
<HEAD>
<BODY >
<hl>Software Defined Networking Rocks!</hl>

<p>This is some test text for the Hyper-V Network
Virtualization Cookbook!</p>

</BODY>
</HMTL>
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8. Save this file as HNV.htm in C: \Inet Pub\wwwroot, as shown in the
following screenshot:

& Untitled - Notepad
File Edit Fermat WView Help

<HTML >
<HEAD>
<TITLE>HMV Testing</TITLE>
<HEAD>
<BODY >
<hl>Software Defined Networking Rocks!</hl>
<p>This is some test text for the Hyper-V Network Virtualization Cookbook!</p>
</BODY>
</HMTL>

@ - 4 |j_, <« inetpub » wwwroot ] O| | Search wwwroot

Organize *  New folder ==

& Downloads - MName Date modified Type

?@; Recent places . .
] iis-85 9/4/2014 8:07 PM PMNG image

ii 4/ 07
/8 This pC @ iisstart 9/4/2014 807 PM HTML Document

i Desktop

| Documents
& Downloads
W Music

= Pictures

H Videos

2, Local Disk (C:)

v(|

File name: | kv htem|

Save as type: |AII Files

(% Hide Folders Encoding: | AMSI
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9. Open Internet Explorer and go to the URL http://localhost/hnv.htm.
You should see the text you entered in step 7.

e‘ @ http://localhost/hnv.htm pL~-a ” & HNV Testing ‘

Software Defined Networking Rocks!

This is some test text for the Hyper-V Network Virtualization Cookbook!

10. On the VMM server, open the VMM console.

11. Open the VMs and Services workspace and navigate to All Hosts | Hosts |

hypvclusO1.

12. Find the VM you have just installed IIS on, as shown in the following screenshot:

Ms and Services
2
- Tenants
=0 Clouds
< VM MNetworks
Storage
4 [ All Hosts
4 7 Gateway
F hnvg2
4 [ Hosts

- 'h}rpvclus{l‘l
# HYPVCH1

# HYPVCH2

< VMs (1)

|tenant a-wm 10

[ MName | Sta‘tus | Wirtu...

m TenantA-VM 10 Running  Running

13. Right-click on the VM and click on Properties.
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14. Click on Hardware Configuration, scroll down to Network Adapters, click on Network
Adapter 1, and then click on Connection Details. This will show you the IP address
the VM has been assigned from the VM network (disregard the IPv6 address). Make a
note of this IP address.

[ Tenant A - VM 10 Properties B
General | Save As I{:ZI New Remove
% General A | @ Network Adapter 1

Status

D Processor

Connectivity
Hardware Configuration () Not connected
e 5 Connection Details .
eckpoints
i
G B Network connection details :IEI
VM network: Tenant A
Settings . -
Physical address: 00:1D:D&:B7:1C:23
Actions WVLAN ID: None (VLAN tagging not enabled)
Address Type | Address | Allocating Address Pool
RSsing indovs P4 1000.14 Subnet 1 - 12 Pool
IPvE fe80me944:341eicfzb:1bd3

Dependencies
Validation Errors

Access

$35 T

15. Click on OK to close the Connection Details dialog.

16. Click on Cancel to close the VM properties.

17. Within the VMs and Services workspace, click on VM Networks.
18. Right-click on the Tenant A VM Network.

19. Click on Properties.
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20. Click on the Network Address Translation (NAT) option. You will see there are no
entries in there, as shown in the following screenshot:

i

MName

WM Subnets

Connectivity

Access

MNetwork Address... IP address: 192,

Tenant A Properties -

Network address translation (NAT)

In NAT all traffic to external network is routed through single IP, select the IP address pool and IP below.
If you want VMM to automatically pick any available IP from the selected address pool, leave the IP
address column empty.

IP address pool: | External (NAT)-IP-Pool (192.168.200.10 - 192.168.200.99) -

Specify network address translation (NAT) rules:

Name | Protocal | Incoming Port | Destination IP_ | Destination P... Add

21. Make a note of the IP address that has been issued to this VM Network; in this case,
192.168.200.31.

22. Click on Add.
23. Add a rule with the following parameters:

[m]

[m]

Name: WWW Test

Protocol: TCP

Incoming Port: 80

Destination IP: 10.0.0.14 (please use the IP address obtained in step 14)
Destination Port: 80

ol

Name

VM Subnets

Connectivity

IP address: 192.168.200.31
Network Address...
Specify network address translation (NAT) rules:

Access

Tenant A Properties -

Network address translation (NAT)

In NAT all traffic to external network is routed through single IP, select the IP address pool and IP below. If you want
VMM to automatically pick any available IP from the selected address pool, leave the IP address column empty.

IP address pool: | External (NAT)-IP-Pool (192.168.200.10 - 192.168.200.99) |'|

Name | Protocol | Incoming Port | Destination IP | Destination Port Add
WWW Test TCP |v | 80 10.0.0.14 &0

Remove

24. Click on OK.
25. This has now created a new NAT rule for this VM Network only.
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26.

27.

28.

29.

30.

31.

32.

146

On a machine that has access to the External (NAT) address, in this case
192.168.200.31, open Internet Explorer.

Navigate to http://192.168.200.31/hnv.htm. You should see the text you
entered in step 7.

e 2 http://192.168.200.31 tm 0O ~ G| @ HNV Testing

Software Defined Networking Rocks!

This is some test text for the Hyper-V Network Virtualization Cookbook!

To see what VMM has done to make this work, open a PowerShell console on the
VMM server.

Type in the following cmdlet:

Enter-PSSession HNVGatewayl

Provided the account you are using has permissions to log on to the HNVGatewayl
server, you will see the PS Console change to have a prefix of [HNVGateway1].

Type in the following cmdlet:
Get-NetNatStaticMapping

You will then see the configuration that VMM has applied to the Windows
Server Gateway:

ey Windows PowerShell

dindows Fowershe
Copyright (C) 2013 Microsoft Corporation. All rights reserved.

PS C:\lsersZadminuser? Enter-PS5Session HHUGateway1
[HHUGateway1]: PS C:ivlsershZadminuseriDocuments> Get-HetMatStaticMapping

StaticMappingID : 0
Ha t Hame : alBeeff9-bd7f-46bd-b313-d825983d2dF9
Protocol : TCP
RemoteExternal IPAddressPrefiz = 0.0.0.0/0
: 192.168.200.31

H 1]
- 10.0.0.1%
1]

InternalRoutingDomainld : {00000000-D000-0000-0000-0000000000003
Active : True

[HHVUGateway1]: FS C:wlsershadminuseriDocuments> _

As you can see, the External IP Address has been set to 192.168.200.31,
the External Port has been set to 80, the Internal IP Address has been set
10 10.0.0.14, and the Internal Port has been set to 80.
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33. Type in the following cmdlet:

Get-NetNatSessgion

34. You will then see the current sessions using this NAT rule:

[HHUGateway1]: PS5 C:ilsershadminuserZDocuments> Get-HetMatSession

HatHame : alBeeff?-bd7?f-4ébd-b313-d825983d2dF%
InternalRoutinglomainId : faldeeff?-bd7f-46bd-b313-d825983d2dF0}
CreationTime - DBS0272014 20:28:48

Protocol ]

InternalSourcefddress H ;g.ﬂ.ﬂ.1h

InternalSourceFort H
InternalDestinationfiddress - 1922.168.200.1
InternalDestinationPort : 521938

: ;32.168.200.31

D 192.168.200.1
ExternallestinationPort 52198

The External IP address can be seen to be 192.168.200.1, which is where the
website was visited from.

Network Address Translation (NAT) within Hyper-V Network Virtualization (HNV) is very
similar to traditional NAT. When the Windows Server Gateway is connected to VMM, it is
provisioned in multitenant mode. In addition to knowing the destination IP address and port
number for the inbound traffic, the Windows Server Gateway combined with the Hyper-V host
wraps the traffic in the NVGRE protocol. This allows the traffic to be routed on the physical
network using the Provider Address network to ensure the traffic arrives on the Hyper-V host
where the destination machine is residing.

Direct Routing and how it is different

from NAT

Direct Routing does not mask the VM Network to external networks unlike NAT, which
can expose port numbers and then direct that traffic to the correct VM and (optionally)
a different port.

Direct Routing works more like a traditional router and as such a Windows Server Gateway
that is configured in Direct Routing mode can only support a single VM Network, whereas
Windows Server Gateways configured for NAT can support up to 50 VM Networks by default.

In this recipe, you will create a simple web server and it will be available to computers outside
of the HNV network using its HNV IP address; NAT will not be used.
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Getting ready

You should have completed the Creating HNV Gateways with Service Templates recipe in
Chapter 3, Creating the Gateway for Virtual Machine Communications, as this recipe relies
upon the service template that was created in that recipe.

A new Windows Server Gateway will be provisioned for use by this recipe as it will be dedicated
to the Tenant B VM Network.

How to do it...

The following diagram shows you the high-level steps involved in this recipe:

Overview of Recipe:

' ™y

Prerequisites (not covered by this recipe):

e (Chapter 3 recipe "Creating HNV Gateways with Service
Templates” must be complete

. S

's N

Actions:

e Create a new Windows Server Gateway

¢ Add the new Windows Server Gateway to VMM as a
Network Service

¢ Configure the Tenant B VM Network to use the new
Gateway

e Install IS on a test VM in the Tenant B VM Network

s Test the gateway

Now, perform the following steps:

1. Openthe VMM Console, navigate to the Library workspace, and click on Service
Templates. You should have the HNV Gateway (non-HA) Service Template listed,
as shown in the following screenshot:

Library < Templates (1)

- jT&mpIates . |
2¥ Service Deployment Configurat | Name | Release | Type
] Service Templates % HNV Gateway (non-Ha) 1.0 Service Template
=1 WM Templates
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2. Right-click on the HNV Gateway (non-HA) Service Template and click on
Configure Deployment.

3. Enter an appropriate name, HNVGateway?2 in this case, and ensure the destination
host group is set to Gateway. Click on OK.

4. Inthe Deploy Service preview, click on the HNVGateway instance, change VM name
to HNVGateway?2 .ad.demo.com, and change Computer name to HNVGateway?2 .
ad.demo. com, as shown in the following screenshot:

Gateway
HNVGateway?2
8
Release: 1.0
W Windows Serve... =
I Initiak 1, Min: 1, Max: 1
HMVGateway?2.ad.demo.c 1. CIICk here
; i : ) . . .
Mo suitable host
/ | \ 2. Change these
— ——>— |
HMVGateway2.ad.demao.com - Virtual machine | Host : Gateway 1
VM name: HMVGateway2.ad .demo.com
Computer name: HNVGateway2.ad.demo.com

10.
11.

Beneath Computer name, click on the select button and choose the HNVG2 host.
Click OK.

On the ribbon bar, click on Refresh Preview.

Prior to deploying the service, it is suggested to prestage the Computer account in
Active Directory, ensuring it is in the correct OU to receive the relevant Group Policy to
set local administrators.

On the ribbon bar, click on Deploy Service.
When asked if you're sure you want to deploy the service, click on Deploy.
After the Service has been deployed, navigate to VMs and Services.

Find the HNVGateway2.ad.demo.com VM. Right-click on the VM and click
on Properties.
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12. Click on Hardware Configuration and scroll down to Network Adapters. On the
Network Adapter that is not connected, click on Connected to a VM network.

13. Click on the Browse button.
14. Click on Clear selection.
15. Click on OK.

16. You will then be able to set Standard Switch as TenantNetwork.

B Metwork Adapter 1

Connectivity

() Met connected

® Connected to a VM network

VM network: Mone

VM subnet v

Virtual switch
Logical Switch
Logical switch =
Classification: =

(@) Standard switch

Standard switch: | TenantMetwork |"|

Connection details...

17. Click on the network adapter that is connected to the External (NAT) VM Network.

18. Click on Connection details.
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22.
23.
24.
25.
26.
27.
28.
29.

30.

Chapter 5

Make a note of the IP address (disregard the IPv6 address); in this case, the IP
address is 192.168.200.32:

' Connection Details -

Metwork connection details

VM network: External (NAT)
Physical address: 00:1D:D&:B7:1C:78

WLAN ID: None (VLAN tagging not enabled)
Address Type | Address [ Allocating Address Pool
1Pw 192.168.200.32 External (NAT)-IP-Pool
IPvE fe80:348a:fel83:d7de:70b3

Click on OK to close the Connection Details dialog.

To close the VM properties, click on OK.

Navigate to the Fabric workspace.

Expand Networking, then right-click on Network Service.

Click on Add Network Service.

Enter an appropriate name; in this case, HNVGateway?2. Click on Next.
Select Microsoft as Manufacturer.

Set Microsoft Windows Server Gateway as Model.

Click on Next.

In the Credentials section, select the correct VMM Run As account; in this case,
VMM Agent Run As. Click on Next.

In the Connection String option, you need to enter additional information for Direct
Routing to work correctly:

VMHost=HNVG2.ad.demo.com; GatewayVM=HNVGateway2.ad.demo.com;
BackendSwitch=TenantNetwork;DirectRoutingMode=True;
FrontEndServerAddress=192.168.200.32
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)

Ensure the IP address is the same as obtained in step 19.

€ Connection String

Name Specify network service connection string
Manufacturer and Model Specify the connection string for the network service to use. The syntax of the connection string is
definad by the manufacturer of the gateway, virtual switch extension, network manager, or top-of-rack

Credentials switch. For more information about the required syntax, refer to the manufacturer's decumentation.
Connection String Connection string:

N VMHost=HNVG2.ad.demo.com;GatewayVM=HNVGateway2.ad.demo.com;
Certificates BackendSwitch=TenantNetwark:DirectRoutingMode=True: FrontEndServerAddress=192.168.200.33
Provider

31. Click on Next.
32. Click on Next.
33. On the provider screen, click on Test. Ensure tests are passed.

Validate the network service configuration provider
To run basic validation of the provider that will be used for network service configuration, dlick the Test
button.
Configuration provider: | Microsoft Windows Server Gateway Provider | A | | Test
Test results:
Test | Result
Connection API Implemented =
Test open connection Passed
Capability discovery API Implemented
Test capability discovery Passed
Get certificate URL AFI Implemented =
Retrieve system info API Implemented
Test system info Passed
MAT management APl Implemented L4
Metening API Implemented
Routing Domain Configuration API Implemented
Customer Subnet Configuration AP Implemented ~
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Click on Next.
Select All Hosts. Click on Next.
Review the summary and click on Finish.

Using the PowerShell script from Chapter 3, Creating the Gateway for Virtual Machine
Communications, change the name of the VM to HNVGateway?2.ad.demo. com:

#Hashtable of VM Networks and the names the NICg should be
inside the Gateway VM

$NicNames =@{

"Host-Management" ="Management";
"External (NAT)" ="External";
" ="TenantNetworksg"

#Get the VM from VMM, not from Hyper-V
$SGatewayVM = Get-SCVirtualMachine -Name
HNVGateway2.ad.demo.com

#Iterate through each entry in the Hashtable
ForEach ($Key in $NicNames.Keys) {

#Find the Network Adapter's MAC Address in VMM that is
connected to

#the VM Network. As the Tenant Network Adapter is not
attached to a

#VM Network it must be dealt with carefully

$VNAMacAddress = (SGatewayVM.VirtualNetworkAdapters |
Where-Object
#Check for an actual value
if ($_.VMNetwork.Name) {
if ($_.VMNetwork.Name -eq Skey) {
STrue

}

#check for the Tenant NIC
elseif (! ($_.VMNetwork.Name) -and ! (Skey)) {
$True

}

}) .MACAddress

Invoke-Command -ComputerName $GatewayVM.ComputerName -
ScriptBlock {
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38.

39.

40.

Param (SLocalMacAddress, S$SNewNicName)
#Change the format of the MAC Address

$LocalMacAddress = S$LocalMacAddress -replace ":","-
n

#Find the NIC based on the MAC address obtained
from VMM

S$NIC = Get-NetAdapter | Where-Object ({
$ .MacAddress -eq $LocalMacAddress}

#Get the WMI object based on the NIC's current name

Swmi = Get-WmiObject -Class Win32 NetworkAdapter -
Filter "NetConnectionID = ""$(SNIC.Name)"""

#Change the NIC's name to the correct name
Swmi.NetConnectionID = $NewNicName
Swmi . Put ()

} -ArgumentList $VNAMacAddress, $NicNames.Item ($Key)

}

In the VMM console, click on the Home tab in the ribbon bar and click on
the PowerShell button. This will launch PowerShell with the VMM module
already loaded and the console connected to the current VMM instance.
In the PowerShell console execute the script.

In the PowerShell console, run the following cmdlet:

Get-SCNetworkService -Name "HNVGateway2" | Read-SCNetworkService

Once the script is complete, run the following PowerShell script to configure
HNVGateway2:

#Get the VMM Run As account
Scredentials = Get-SCRunAsAccount -Name "VMM Agent Run As"
#Get the Windows Server Gateway Provider

SconfigurationProvider = Get-SCConfigurationProvider -Name
"Microsoft Windows Server Gateway Provider"

#Get the current HNVGateway2 configuration
SnetworkService = Get-SCNetworkService -Name "HNVGateway2"
#Get the External network adapter

$frontEndAdapter = S$SnetworkService.NetworkAdapters |
?{$_.AdapterName -eq "External"}

#Get the External (NAT) logical network
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41.
42,

$logicalNetwork = Get-SCLogicalNetwork -Name "External
(NAT) "

#Get the appropriate site

SfrontEnd = Get-SCLogicalNetworkDefinition -Name "External
(NAT) 0" -LogicalNetwork $logicalNetwork

#Define the Front End Connection

Add-SCNetworkConnection -Name "Front End" -
LogicalNetworkDefinition $frontEnd -Service

SnetworkService -NetworkAdapter S$frontEndAdapter -
ConnectionType "FrontEnd" -RunAsynchronously

#Get the TenantNetworks network adapter
$backEndAdapter = S$networkService.NetworkAdapters |
?{$_.AdapterName -eq "TenantNetworks"}
#Get the Provider Address network
$logicalNetwork = Get-SCLogicalNetwork -Name "Provider
Address"
#Get the appropriate site
SbackEnd = Get-SCLogicalNetworkDefinition -Name "Provider
Address 0" -LogicalNetwork $logicalNetwork
#Define the Back End Connection
Add-SCNetworkConnection -Name "Back End" -
LogicalNetworkDefinition S$backEnd -Service
SnetworkService -NetworkAdapter $backEndAdapter -
ConnectionType "BackEnd" -RunAsynchronously
#Update the Network Service
Set-SCNetworkService -NetworkService S$SnetworkService -Name
"HNVGateway2" -Description "" -ConnectionString
"VMHost=HNVG2.ad.demo.com; GatewayVM=HNVGateway2.ad.demo.com
; BackendSwitch=TenantNetwork;DirectRoutingMode=True;
FrontEndServerAddress=192.168.200.32" -RunAsAccount
Scredentials

HNVGateway?2 is now ready to use as a direct router.

In the VMM console, navigate to the VMs and Service workspace, click on VM
Networks, and right-click on the Tenant B VM Network. Click on Properties.
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43. Click on Connectivity and check the Connect directly to an additional logical
network checkbox. Select the Direct routing option and select HNVGateway2 as
Gateway device. Click on OK.

el Tenant B Properties -

Name Connectivity

By default, network virtualization provides an isolated network. Select the options below to add external
connectivity to this network.

[[] Connect to another network through a VPN tunnel
Enable Border Gateway Protocol (BGP)

Access Connect directly to an additional logical network
®) Direct routing
) Network address translation (NAT)

VM Subnets

Select the gateway device to use for this connection.

Gateway device: HNVGateway2 | h |

Device capabilities: Direct routing

Remaining capacity: 1 WM networks
0 VPN tunnels

Front-end network: Front End (External (MAT)_C)

44. In the VMM Console, open the VMs and Services workspace, navigate to
All Hosts | Hosts | hypvclusO1.

45, Select a Tenant B VM at random; in this case, Tenant B - VM 10.

VMs and Services < VMs (1)

% Tenants |tenant b wm - 10

£ Clouds | MName [ Status | Virtu...

@ Temant B VM- 10 Running Running
=L VM Networks

Storage

4 7 All Hosts
4 [ 7] Gateway
F hnwg2
4 [T Hosts

N .'h}rpvclus{l'l
& HYPVCH1

3 HYPVCH2

46. Right-click on the VM, navigate to Connect or View | Connect via Console.
47. Log in to the VM using an administrative account.
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48.

49.
50.

51.
52.

53.
54.

Open an elevated PowerShell window, enter the following PowerShell, and press Enter:

Install-WindowsFeature Web-Server,Web-WebServer,Web-Common-
Http,Web-Default-Doc,Web-Dir-Browsing,Web-Http-Errors,Web-Static-
Content,Web-Health,Web-Http-Logging,Web-Performance,Web-Stat-
Compression,Web-Security,Web-Filtering,Web-Mgmt-Tools,Web-Mgmt-
Console

This will then install IS with the required features for this recipe.

Once IIS is complete, open Internet Explorer and go to the URL http://localhost.
You will be greeted with the default IIS page.

Open an elevated Notepad window.

Enter the following HTML code between the <body> and </body> tags. Please enter
some text of your choosing. Make a note of the text you have entered:

<HTML>
<HEAD>
<TITLE>HNV Testing for Direct Routing</TITLE>
<HEAD>
<BODY >
<hl>Software Defined Networking Rocks!</hl>
<h2>Direct Routing is easy!</h2>
<p>This is some more test text for the Hyper-V Network
Virtualization Cookbook!</p>
</BODY>
</HMTL>

Save this file as HNV.htm in C: \Inet Pub\wwwroot.

Open Internet Explorer and go to the URL http://localhost/hnv.htm. You
should see the text you entered in step 52:

ef\'gﬁl‘ & http://localhost/hnv.htm o~ c|

= HNV Testing for Direct Rou... ‘ |

Software Defined Networking Rocks!

Direct Routing is easy!

This 1s some more test text for the Hyper-V Network Virtualization Cookbook!




Windows Server Gateway Configuration
55. Open a command prompt in the VM and enter ipconfig. Make a note of the
IP address. In this case, the IP address is 10.0.0.3.

56. Return to the machine you used in step 26 in the Network Address Translation with
the Gateway recipe. This machine should have access to the External (NAT) network;
in this case, the 192.168.200.0/24 network.

57. Open Internet Explorer and navigate to http://10.0.0.3/hnv.htm.

e ;;‘ http://10.0.0.3/hnv.htm P~0 % This page can't be displayed

This page can't be displayed

*» Make sure that the web address http//10.0.0.3 is correct.
* Lock for the page with your search engine.

* Refresh the page in a few minutes.

Fix connection problems

58. This will fail as this machine does not know how to access the 10.0.0.0/24
network. Leave Internet Explorer open.

59. On this machine, open an elevated PowerShell console.
60. Enter the following PowerShell cmdlet:
Get-NetRoute -DestinationPrefix 192.168.200.0/24
61. If you receive an error, then you will need to speak to your Network Administrator

to determine how your machine routes to that network. Consider you receive the
following reply:

PS C:SWINDOWS“system32> Get—MetRoute —DestinationPrefix 192.168.200.8-24

ifIndex DestinationPrefix NextHop

Then, you will be able to continue with this recipe.
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62. Make a note of the ifIndex value that has been returned, as this is the Interface
Index the machine uses to route traffic outside of its local subnet. Run the following
PowerShell cmdlet:

New-NetRoute -DestinationPrefix 10.0.0.3/32 -InterfaceIndex
31 -AddressFamily IPv4 -NextHop 192.168.200.32

In this, 10.0.0.3 is the IP address of the VM you have installed IIS on,
192.168.200.32 is the IP address of the External (NAT) interface on
HNVGateway2.ad.demo.com, and the InterfaceIndex value is
the iflndex value returned in step 61.

63. Return to Internet Explorer and press F5 to refresh the page. You will get the
following screenshot:

.\ §;.

Software Defined Networking Rocks!

2 http://10.0.0.3/hnv.htm D~ ” = HMV Testing for Direct Rou... ‘ ‘

Direct Routing is easy!

This 13 some more test text for the Hyper-V Network Virtualization Cookbook!

64. In the PowerShell console you have open, enter the following command:
Tracert 10.0.0.3
65. You should receive the following information. If you do not receive this information,

then check that the VM either has its firewall disabled or the File and Printer Sharing
(Echo Request - ICMPv4-In) rule is enabled:

=

b
=
=

tr
=
=
=
= =
=
= =
&= 5

66. You will see that none of the routing information returned contains the Provider IP
addresses for HNVGateway?2 or the VM.




Windows Server Gateway Configuration

Direct Routing within HNV is very similar to traditional routing. When the Windows Server
Gateway is connected to VMM, it is provisioned in routing mode.

The Windows Server Gateway combined with the Hyper-V host wraps the inbound traffic in the
NVGRE protocol. This allows the traffic to be routed on the physical network using the Provider
Address network to ensure the traffic arrives on the Hyper-V host where the destination
machine is residing.

Outbound traffic has the NVGRE header information removed from packets as they leave
the gateway server, and the recipients of this traffic are unaware that the source is actually
contained within an HNV network.
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Implementing Network
Isolation in Hyper-V

In this chapter we will cover the following recipes:

» Understanding VLANs in Hyper-V and VMM, including the PowerShell cmdlets
» Understanding Private VLANs in Hyper-V and VMM, including the PowerShell cmdlets

Introduction

In addition to Hyper-V Network Virtualization (HNV), it is possible to achieve network isolation
using traditional VLANs and Private VLANSs.

VLAN tags are added by the Hyper-V Extensible Switch and not by the guest operating
system inside the VM. VMs are not aware that their traffic is being tagged. Private VLANs
offer a different type of isolation, which can help break a VLAN into multiple sub-VLANSs.

In the case of Private VLANs, VMs are unaware of their participation in a Private VLAN.

Understanding VLANSs in Hyper-V and VMM,

including the PowerShell cmdlets

VLANSs in Hyper-V allow for the isolation of traffic. It is possible to set a network adapter to
trunk VLANSs into a VM; an example use case for this could be a network load balancer that
is responsible for multiple VLANs.
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Getting ready

In this recipe you will be creating additional VLANs in VMM and will require a new VLAN ID
and subnet.

How to do it...

The following diagram shows you the high-level steps involved in this recipe:

Overview of Recipe:

p
Prerequisites (not covered by this recipe):
e Determine which VLAN IDs to create in VMM

(N S

Actions:

e Creation of a Logical Network for VLAN Isolation
e Creating of a Logical Network Site with 2 VLANs
e Creating 2 VM Networks for VLANs

e Creating a VM in one of the new VLANs

. J

This table shows you the VLANs and the settings that will be applied:

Setting Name Value

Logical Network Name VLAN Testing

Logical Network Site Name

VLAN Testing_0

VLAN ID 150 151
IP subnet 192.168.150.0/24 192.168.151.0/24
IP pool name IPP-VLAN_Testing_0-150 IPP-VLAN_Testing_0-151

IP pool start address

192.168.150.2

192.168.151.2

IP pool end address

192.168.150.254

192.168.151.254

VM Network Name

VMN-VLAN_Testing_0-150

VMN-VLAN_Testing_0-151
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Now perform the following steps:

1. Openthe VMM Console and navigate to Fabric | Networking | Logical Networks.
You should have five Logical Networks listed, as shown in the following diagram:

Logical Networks and IP Pools (5)
|
Name - | Network Compliance | Subnet | Begin Address | End Address
El iy External (NAT) Fully compliant

i External (NAT)-IP-Poal Fully compliant 192.168.200.0/2 192.168.200.10 192.168.200.99
El 7 Host-Cluster Fully compliant

i Host-Cluster-IP-Poo Fully compliant 172.29.2.0/24 172.29.2.4 172.29.2.254
B -nl“--‘Host—Li\.-eI‘«ligra:ion Fully compliant

wiu Host-LiveMigration-1P-Pool Fully compliant 172.29.1.0/24 172.29.14 172.28.1.254
El it Host-Management Fully compliant

iy Host-Management-IP-Pool Fully compliant 172.28.0.0/16 172.28.0.101 172.28.0.250
El iy Provider Address Fully compliant

iy PA PP Fully compliant 172.30.0.0/16 172.20.0.4 172.30.255.254

2. On the ribbon bar click on Create Logical Network.

3. Enter a name and a description for the Logical Network, in this case VLAN Testing,
and ensure the VLAN-based independent networks option is selected. Click on Next.

® VLAN-based independent networks

The subnet-WLAN pairs defined by the sites in this logical network are used as independent networks.

They might or might not be routable to one another.
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4.

Create a Logical Network Site; however, declare two subnets for the site. In this
case, VLAN 150 and 151 are using 192.168.150.0/24 and 192.168.151.0/24,
respectively. Click on Next.

Network sites
Metwork sites can be added to a legical network to associate VLANs and subnets to host groups.

Enter IP subnets using CIDR notation, for example: 192.168.1.0/24, FD4A:29CD: 184F:3A2C:/ /64,

Add Remove

(it

|itr] VLAN Testing 0 Host groups that can use this network site:
B[] @ AllHosts

J Hosts

O Gateway

Associated VLANs and IP subnets:

VILAN IP subnet Insert row
192.168.151.0{24{
150 192,168.150.0/24

MNetwork site name: VLAN Testing_0

8.

Review the summary and click on Finish.

To create the IP pool for the new Logical Network Site, right-click on VLAN Testing
and click on Create IP Pool.

Enter a name and description, in this case, IPP-VLAN Testing 0-151, and
click on Next.

Select 192.168.151.0/24 from the IP subnet drop-down list and click on Next.

Host groups t

®) Use an existing network site

) Create a network site

Network site: | VLAN Testing_0 |v |

IP subnet: 192.168.151.0/24 - VLAN: 151

192.168.151.0/24

=) 192.188.150.0/24
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9. Enter astart and end IP address, in this case, 192.168.151.2 and
192.168.151.254, respectively. Click on Next.

Chapter 6

10. Complete the remaining pages of the wizard, leaving the settings as default or blank.

11. Create another IP pool, but this time for the 192.168.150.0./24 subnet, following
the instructions in the previously mentioned steps, 6-10, using the IP pool name
IPP-VLAN Testing 0-150. 0Once complete, your Logical Network settings

should be displayed as a table at the start of this recipe, as shown in the

following screenshot:

Bl oy VLAN Testing
il IPP_VLAN Testing_0-150
i IPP-VLAN_Testing_0-151

Fully compliant
Fully compliant

Fully compliant

182.188.150.0/24
192.188.151.0/24

192.168.150.2
192.168.151.2

182.168.150.254
192.168.151.254

IPP_VLAN_Testing_0-130

Static IP address pool information

Starting address 192.168.150.2
Ending address: 192.168.150.254
Reserved addresses 0

Wirtual IP address range:

Host groups

All Hosts\Gateway
All Hosts\Haosts

P address usage

Available addresses 252
Available for dedicated IP addresses: 252
Available virtual IP addresses: 0
Total addresses: 253
Total dedicated IP addresses: 253
Total virtual IP addresses: 0

12. Right-click on the Logical Network VLAN Testing and click on Create VM Network.

13. Enter an appropriate name, in this case, VMN-VLAN Testing 0-150, and click

on Next.

Mame: WMN-VLAN_Testing_0-150

Description:

Specify a name and description for the VM network
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14. On the isolation page select the Specify a VLAN option and select the
192.168.150.0/24-150 network (-150 denotes the VLAN ID). Click on Next.

) Automatic

@ Specify a VLAN

Metwork site: | VLAN Testing_0 | - |

Subnet VLAN: | 192.168.150.0/24-150 |+ |

15. Review the summary and click on Finish.

16. Repeat steps 12-14 for the other subnet (192.168.151.0/24-151) by calling the VM
Network VMN-VLAN Testing 0-151.

17. Navigate to the VMs and Services workspace and click on VM Networks. You should
have eight VM Networks listed, as shown in the following screenshot:

VM Metworks and IP Pools (8)

Mame

oL External (MAT)

b Host-Cluster
il Host-Liveligration
bl Host-Management

il Tenant A

FH

il Tenant B
ekl VMM -VLAN_Testing_0-150
wll VM-V LAN-Testing_0-151

F H

18. Click on the + sign next to Tenant A and VMN-VLAN-Testing_0-150 to show the IP
subnets beneath the VM Networks.
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19. You will see that the VMIN-VLAN-Testing_0-150 IP pool is linked to the IP pool
created in steps 6-10 and creates a dependency between the Logical Network, its

Logical Network Site, IP poo
defined networking.

I, and then the VM Network. This reflects non-software

VM Network
B ol VMN-VLAN Testing_0-150
I IPP_VLAN Testing_0-150
IP Pool
Bl VLAN Testing
% |PP_VLAN Testing_0-150
Logical Network Site

® Use an existi etwork site

Create a
Network site:| VLAN Testing_0
192.168.150.0/24

IP subnet:

Host groups that can use this network sit

182.168.150.0/24

Fully compliant

Fully compliant

e

=]
v

L

—— Logical Network

it

Name

VLAN Testing Properties

Metwork sites
MNetwork sites can be added to a logical network to associate VLANs and subnets to host groups.

Enter IP subnets using CIDR notation, for example: 192.168.1.0/24, FD4A:29CD:184F:3A2C:/64,

it Add == Remove

] WLAN Testing_0

Host groups that can use this network site:
=[] @ AllHosts

J Hosts

3 Gateway

20. You will see that the Tenant

A Subnet 1 - IP Pool is only linked to the VM Network,

which allows subnets to be created within the VM Network without having to change
the underlying Logical Network, Logical Network Sites, and provider IP pool. This is
software-defined networking.

B o Tenant A
‘i Subnet 1 - 1P Pool
b Main Netwaork
b Host-Management
b Host-LiveMigration
ol Host-Cluster
ol External (MAT)

Yes
i | Create IP Paol
Properties lo
?‘: Delete lo
[y | View Dependent Resources lo
MNe
Mo
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Any Virtual Machines created in the VMN-VLAN-Testing_0-150 or VMN-VLAN-
Testing_0-151 VM Networks are isolated in that VLAN. Any traffic between those
VLANs must traverse the default gateway for those VLANs, which would more than
likely be a physical router away from the Hyper-V environment.

To add this VLAN to the Standard Uplink Port Profile, which controls the Logical
Switches, perform the following steps:

21. Navigate to the Fabric workspace and then click on Port Profiles. Right-click on the
Standard UPLINK PORT PROFILE and click on Network Configuration.

22. Click on VLAN-Testing_0 and then click on OK.

Select the network sites supported by this uplink port profile
Network sites:

MNetwork Site | Logical Network -
[] External (NAT)_O Extzrnal (MAT)
Host-Cluster 0 Host-Cluster
Host-LiveMigration_0 Host-LiveMigraticn
Host-Management_0 Host-Management
Frovider Address 0 Frovider Address

VLAN Testing 0 VLAN Testing

23. This tells VMM that the VLANs are now available wherever this uplink port profile
is used.

24. To test whether the VLANSs are available navigate to the Library workspace; click on
VM Templates; right-click on your default VM template, in this case, Windows Server
2012 R2 Standard; and then click on Create Virtual Machine.

25. Navigate through the Create Virtual Machine wizard giving the appropriate information.
Use a suitable name, in this case, VLAN150- 1. Ensure that the VM is connected to VM
Network VMN-VLAN-Testing_0-150 and the VMN-VLAN-Testing_0-150_0 VM subnet is
selected on the Configure Hardware page, as shown in the following screenshot:

B Network Adapter 1

Connectivity
) Not connected

(® Connected to a VM network

VM network: VMMN-VLAN_Testing_0-150
VM subnet: VMN-VLAN Testing_0-150_0 |v |
IP address
) Dynamic IP

(@) Static IP (from a static IP pool)

IP protocol version: | [Py4 only |v |
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26. Complete the deployment of the Virtual Machine.

27. Once the VM has been deployed, navigate to the VMs and Services workspace,
and click on All Hosts.

28. Start one of your VMs that use Hyper-V Network Virtualization, in this case, Tenant
A - VM 1, and live migrate it to the same host as VLAN150- 1VM. This will show you
that two different isolation technologies can be used on the same Hyper-V host.

29. Once the VM has completed its live migration, open a PowerShell console on the
VMM server. Note that this does not need to be an elevated PowerShell console.

30. Once you have opened PowerShell, type in Enter-PSSession HYPVCHI1 and press
Enter (where HYPVCH1 is the name of the Hyper-V host where both VMs are running).
You will see the PowerShell session change, as shown in the following screenshot:

%] Windows PowerShell

PS C:\lUsersh“adminuser® Enter-PSSession HYPUCH1

[HYPUCH1]: P§S C:-wUsersMAdminlser\Documents:

31. The prefix [HYVCH1] indicates that any further PowerShell you execute in this console
will be executed on HYPVCH1 until you exit the remote PowerShell session.

32. Enter the following PowerShell and press Enter:
Get-VM | Where State -eg "Running"

33. This will return a list of running VMs: in this case, the list should include Tenant
A - VM 1 and VLAN150-1, as shown in the following screenshot:

[HYPUCH1]: PS5 C:'\lUsersiAdminlUsersDocuments> Get-UM | Where State -eq "Running”
Hame State CPUUsage(®) HemoryAssigned(H) Uptime Status

Tenant A - U4 1 Running O 02:03:38 Operating normally
ULAH150-1 Running 0 01:46:17 Operating normally

34. Enter the following PowerShell and press Enter:

Get-VM | Where State -eqg "Running" | Get-VMNetworkAdapter |
FL
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35. This will show you the details of each network adapter in each Virtual Machine.

PS C:Windowsysystem3?> Get-UM | Where State -eq “"Running” | Get-UMHetworkfAdapter | FL

IsLegacy
IsManagementls
ComputerHame
UMHame

UMId
SwitchHame
SwitchId
Connected

Poo 1Hame
HacAddress

HachddressSpoofing
AllowTeamning
RouterGuard

Dhepbuard

StormlLimit
PortMirroringHode
IeeePriorityTag
UirtualSubnetId
DynamicIPAddressLlimit
UMQWe ight

UHQUsage

I0Ue1ght

I0Vlsage
IovQueuePairshequested
IovQueuePairsAssigned
IV InterruptModeration
IPsecOffloadMaxSn
IPsecOffloadShllsage
UFDataPathActive

Max imumBandwidth

MinimumBandwidthAbsoelute :

HinimumBandwidtheight
BandwidthPercentage
MandatorvFeature Id
HandatoryFeatureHame
Status

IPAddresses

IsLegacy
IsManagementls
ComputerHame
UMHame

UMId
SwitchHame
SwitchId
Connected

Poo 1Hame
MacAddress

: Tenant A - UM 1
: Microsoft:224D05814-7A99-4E15-0283-4F144D69073F\A2354181-11EA-4574-AED9-7D8FC1F21F3

False

: False

= HYPUCH1

: Tenant A - UH 1

T 924d5814-T7a99-he15-a283-4F 104469073
: Default

H %hhh3391-3e85-hce2—8fbd—c?23fc5hc6c3
: True

: 0010D8B71C1A
DynamicMacAddressEnabled :

False

i
i
i
i
]

: Hone

= Off
8 3&9"?&1

I Default
H ]

]
: False

- {0k}
: {10.0.0.5, feBO::51bb:deecielde:b6356}

= ULAH150-1

A ?igrosoft:Eﬁ?ﬁﬂﬂﬂE—B3E8—ﬁ58F—9816—180&863“FE?C\CFDFBz?n—?SH?—ﬁ215—9“88—5FD“F“UD3639
: False

: False

= HYPUCH1

= ULAH150-1

Thd00e-b3ed-45cf-9816-180hcb3afefc

: Default
H %hbh3391—3e85—hce2—8fbd—c?23fc5hcﬂc3
: True

: 001DD2BT1C5Y

DynamicMacAddressEnabled : Fal

HacAddressSpoofing
AllowTeaming
RouterGuard
Dhecpluard
$tormlLimit
PortHMirroringHode
IeeePriorityTag
VirtualSubnetId

VLANSs in Hyper-V work just as VLANs do in the physical network. The VLAN assigned to the
VM network adapter is tagged when network traffic leaves a VM and is removed when traffic
enters. In this respect the VLAN acts like a native VLAN on a switch port. It is possible to
trunk VLANSs into a VM using PowerShell; please see this TechNet article for trunking VLANs
http://technet.microsoft.com/en-us/library/hh848475.aspx.
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Understanding Private VLANSs in Hyper-V

and VMM, including the PowerShell cmdlets

Private VLANs (PVLANSs) divide a typical VLAN into sub-VLANs while maintaining the IP subnet
and Layer 3 configuration. Each sub-VLAN can become its own isolation boundary based on
the port type.

Hyper-V has the capability of supporting the following Private VLAN port types:
» Promiscuous: This type of port is permitted to communicate to any other port within
a PVLAN including Isolated and Community

» Isolated: This type of port is only permitted to communicate to Promiscuous ports
within a PVLAN and cannot communicate other Isolated ports or Community ports

» Community: This type of port is permitted to communicate with any other
Promiscuous or Community port within the PVLAN

PVLANs separate traffic at Layer 2. The following diagram describes the port types:

PVLAN
Community Isolated
Vo e—— X e x
7 ! : cannot communicate ' ! 1
FI in_ in | ey
I 3 B —
g Community N\ / Isolated i g
et . '\/ T
% . — v
can communicate—__ :':::::E __—can communicate
Y s Vg
‘g ¢ Promiscuous

» Unfortunately System Center 2012 R2 Virtual Machine Manager only supports
Isolated PVLANSs.
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Getting ready

In this recipe you will be creating additional VLANs in VMM and will require a new VLAN ID and

subnet. Additionally a PVLAN will be created.

How to do it...

The following diagram shows you the high-level steps involved in this recipe:

Overview of Recipe:

-

Prerequisites (not covered by this recipe):

Determine which VLAN IDs to create in VMM

-

Actions:

Creation of a Logical Network for PVLAN Isolation
Creating of a Logical Network Site with 1 VLAN
Creating 1 VM Networks for VLAN

Creating of 4 VMSs in one of the VLAN
Demonstrations of the variety of PLVAN in Hyper-V

Now perform the following steps:

1. Open the VMM Console and navigate to Fabric | Networking | Logical Networks.
You should have six Logical Networks listed, as shown in the following screenshot:

Logical Networks and IP Pools (6)

|

Mame - | Network Compliance | Suby
it External (NAT) Fully compliant

rfrr Host-Cluster Fully compliant

i Host- LiveMigration Fully compliant

ki IirrHost—Management Fully compliant

fvt Provider Address Fully cempliant

e VLAN Testing Fully compliant

2. On the ribbon bar click on Create Logical Network.
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3. Enter a name and a description for the Logical Network, in this case, PVLAN
Testing, and ensure the Private VLAN (PVLAN) networks option is selected.
Click on Next.

@ Private VLAN (PVLAN) networks

The network sites within this logical network contain independent networks consisting of primary and
secondary VLAN pairs in isolated mode.

4. When you are presented with the Network sites page, click on Add. You will see a
new column, Secondary VLAN, under the Associated VLANs and IP subnets section.
Enter the appropriate information for your PVLAN, in this case, the VLAN ID is 190,
the secondary VLAN is 5, and the subnetis 192.168.190.0/24. Ensure the All
Hosts host group is selected. Click on Next.

Network sites
Metwork sites can be added to a legical network to associate VLANs and subnets to hest groups.

Enter IP subnets using CIDR notation, for example: 192.168.1.0/24, FD4A:29C0:184F:3A2C/64,

|| Add == Remave

|ifi| PVLAN Testing_0 Host groups that can use this network site:
| J All Hosts
L4 Hosts

Associated VLANs and IP subnets:

VLAN | SecondaryVLAN | IP subnet Insert row

190 5 192.168.190.0/24 3

Metwork site name: PVLAN Testing_0

5. Review the summary and click on Finish.

To create the IP pool for the new Logical Network Site, right-click on PVLAN Testing
and click on Create IP Pool.

7. Enter a name and description, in this case, IPP-PVLAN Testing 0-190, and click
on Next.

8. Onthe IP address range page, enter a start and end IP address, in this case,
192.168.190.2and 192.168.190.254 respectively, and then click on Next.

9. Complete the remaining pages of the wizard with the default options.
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10. Right-click on the Logical Network PVLAN Testing and click on Create VM Network.

11. Enter an appropriate name, in this case, VMN-PVLAN Testing 0-190, and click
on Next.

Specify a name and description for the VM network

Name: VMMN-PVLAN_Testing_0-190

Description:

12. On the isolation page, select the Specify a VLAN option and select the
192.168.190.0/24-190 5 network (-190 denotes the VLAN ID and 5
denotes the Secondary VLAN). Then click on Next.

13. Review the summary and click on Finish.

14. Navigate to the Fabric workspace, and then click on Port Profiles. Right-click on the
Standard uplink port profile and click on Network Configuration.

15. Click on PVLAN-Testing_0. Then click on OK.

Select the network sites supported by this uplink port profile
MNetwork sites:

MNetwork Site | Logical Network -
[] External (NAT)_O External (NAT)
Host-Cluster_0 Host-Cluster
Host-LiveMigration_0 Host-LiveMigration
Host-Management_0 Host-Management
Provider Address 0 Provider Address

VLAN Testing 0 VLAN Testing

16. This tells VMM that the newly created PVLANSs are now available wherever this uplink
port profile is used.

17. Navigate to the Library workspace, click on VM Templates, and right-click on
your default VM template, in this case, Windows Server 2012 R2 Standard.
Then click on Create Virtual Machine.




18.

19.

20.

21.

22.
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Navigate through the Create Virtual Machine wizard giving the appropriate information.
Use a suitable name, in this case PVL.AN190 - 1. On the Configure Hardware page
ensure the VM is connected to the VM Network VMN-PVLAN-Testing_0-190 and that
the VMIN-PVLAN-Testing_0-190_0 subnet is selected on Network Adapter 1, as shown
in the following screenshot:

& Network Adapter 1

Connectivity
() Not connacted

(@) Connected to a VM network

VM networlk: VMN-PVLAN_Testing_0-190
VM subnet: VMN-PVLAN _Testing_0-190_0 |
IP address
) Dynamic IP

(® Static IP {from a static IP pool)

IP protocol version: | |py4 only |v|

MAC address

(®) Static 00:00:00:00:00:00

Complete the deployment of the Virtual Machine.

Repeat steps 17-19 three times for a total of four VMs on the VMN-PVLAN-
Testing_0-190 VM Network. These VMs will be needed to demonstrate PVLAN
functionality. It is recommended to use the following names for each of the
additional VMs:

0 PVLAN190-2
o PVLAN190-3
o PVLAN190-4
It is advised to have all of these VMs on the same Hyper-V host unless your

networking equipment has been configured with the same PVLANs and is
PVLAN-capable.

Once the VMs have been deployed to the Hyper-V hosts, open a PowerShell
console on the VMM server. Note that this does not need to be an elevated
PowerShell console.

Once you have opened PowerShell, type in Enter-PSSession HYPVCH1 and
press Enter (where HYPVCH1 is the name of the Hyper-V host where PVLAN190-1
is running).
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23. As in the previous recipe, you will see the PowerShell session change.

ey Windows PowerShell

findows Fower3she
Copyright (C) 2013 Microsoft Corporation. All rights reserved.

P§ C:\lUsersZadminuser> Enter-P5Session HYPUCH1
[HYFUCH1]: P§ C:xlsersMAidminlUseriDocuments?

24. The prefix [HYVCH1] indicates that any further PowerShell you execute in this console
will be executed on HYPVCH1 until you exit the remote PowerShell session.

25. Enter the following PowerShell and press Enter:
Get-VMNetworkAdapterVlan -VMName PVLAN190-1

26. The following output will be returned:

[HYPUCH1]: PSS CoulsersAdminlseriDocumentsy Get-UMHetworkfdapterUlan -UMHame PULAH1%0-1

UHHame IHHetworkAdapterHame Mode UlanlList
PULAH1%0-1 PULAH19D-1 Isolated 190,5

27. This shows the network adapter of PVLAN190-1 to be in isolated mode as expected.
28. Keep this PowerShell console open as it will be needed shortly.

29. Ensure that VMs PVLAN190-1 and PVLAN190-2 are on the same host and
are running.

30. Navigate to the Fabric workspace and click on Logical Networks.
31. On the ribbon bar, click on Virtual Machines.

Home
i 1 i Create [P Pool L E | ﬁSer\rices
i i
B oA s > b @ B2
. il Create MAC Pool L - I Virtual Machines
Create Logical Create VM Create Create Add Owerview Fabric
Network Network ﬂCreate VIP Template | ogical Switch - Resources ~ Resources 11 Hosts
Create Add Show

32. In the filter enter pvlan.
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33. You should then see four VMs.

Logical Metwork Information for Virtual Machines (4)

|pv|an

MName = [ Type | Logical Metw...
PYLANT90-1 Wi
PVLANTG0-2 WM
PYLANT90-3 Wi
PVLANTO0-4 WM

34. By clicking on the + symbol you will see all of the network adapters attached to the
VM and the IP address(es) that have been assigned.

MName - | Type | Logical Netw... | IP Poal | IP Address
B PYLAM190-1 Wi
W pyLANTI0-1 vNIC PVLAN Testing IPP-PVLAN_Testing_0-1... 192.168.190.2

35. Make a note of all four IP addresses. You may have a list similar to the following;:
o PVLAN190-1:192.168.190.2
o PVLAN190-2: 192.168.190.3
o PVLAN190-3: 192.168.190.6
o PVLAN190-4: 192.168.190.5

36. Ensure that each VM's firewall is either disabled or that the Windows Firewall rule

File and Printer Sharing (Echo Request - ICMPv4-In) is enabled on each PVLAN
virtual machine.

Promiscuous and Isolated
Perform the following steps for Promiscuous and Isolated modes:
1. Inthe VMM console, navigate to VMs and Services | All Hosts and enter PVLAN in
the filter. For this part of the recipe, you will need the following VMs running;:
o PVLAN190-1
o PVLAN190-2
2. Right-click on PVLAN190-1, navigate to Connect or View, and click on Connect
via Console.
3. Logon to the VM using the default password.

4. Open an elevated PowerShell console.
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5.

6.

Enter the following PowerShell and press Enter:
Test-NetConnection 192.168.190.3

Here, 192.168.190. 3 is the IP address for PVLAN190-2.

This should fail and you should receive the following message in the
PowerShell console:

WARNING: Ping to 192.168.190.3 failed -- Status: DestinationHostUnreachable

puterName : 192.168.190.
RemoteAddre : 192.168.190.
InterfaceAlias : Ethernet 2
SourceAddre : 192.168.190. 2
PingSucceeded 3
PingReplyDetails (RTT)

If you do not receive this message, then please ensure that your PVLANSs are
configured correctly and that all of your PVLAN VMs are in isolated mode.

Repeat the process from PVLAN190-2 to PVLAN190-1 (steps 38-43). You should
receive similar results.

WARNING: Ping to 192.168.190.2 failed -- Status: DestinationHostUnreachable

ComputerName : 192.168.190.2
Remotefddr : 192.168.190. 2

Interfaced : Ethernet 2
Sourcefddr : 192.168.190.3
Pingsucceeded : False
PingReplyDetails (RTT) : O ms

10.

11.

12.
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This result shows how two VM network adapters that are in Isolated mode cannot
communicate despite being on the same Primary and Secondary VLAN.

Using the PowerShell console that was left open on the VMM server in step 28,
enter the following cmdlet (if this was closed please repeat steps 21-23):

Set-VMNetworkAdapterVlan -VMName PVLAN190-1 -Promiscuous -
PrimaryVlanId 190 -SecondaryVlanIdList 5

Then, run the following PowerShell cmdlet:
Get -VMNetworkAdapterVlan -VMName PVLAN190-1

You will see that the mode has changed from Isolated to Promiscuous.
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13. Repeat steps 40-43 and you will see that the VMs can now communicate:

“Administrator= Test-MetConnection 192.168.190.2

ComputerName : 192.1638.190.2
RemoteAddre : 192.168.190.2
InterfaceAlia : Ethernet 2
SourceAddre 1 192.168.190.3
Succeeded 1 True
PingReplyDetails (RTT) : 1 ms

14. This shows how a VM network adapter that is in Isolated mode and one that is in
Promiscuous mode can communicate on the same Primary and Secondary VLAN.

15. The PVLAN virtual machines should currently be in the following configuration:

Virtual Machine PVLAN Mode
PVLAN190-1 Promiscuous
PVLAN190-2 Isolated
PVLAN190-3 Isolated
PVLAN190-4 Isolated

The following diagram shows this configuration:

Isolated Promiscuous Community

PVLAN190-1
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Promiscuous and Community
Perform the following steps for Promiscuous and Community modes:

1.

10.

11.
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In the VMM console, navigate to VMs and Services | All Hosts and enter PVLAN in
the filter. For this part of the recipe you will need the following VMs running:

o PVLAN190-1
o PVLAN190-2
o PVLAN190-3
Right-click on PVLAN190-1, navigate to Connect or View and click on Connect
via Console.
Log on to the VM using the default password.
Open an elevated PowerShell console.
Enter the following PowerShell and press Enter:
Test-NetConnection 192.168.190.6

This should succeed and you should receive this message in the PowerShell console:

92.168.190.6
2.168.190. 6

: True
:1lms

In the VMM Console right-click on PVLAN190-3, navigate to Connect or View, and
click on Connect via Console.

Log on to the VM using the default password.
Open an elevated PowerShell console.

Enter the following PowerShell and press Enter:
Test-NetConnection 192.168.190.3

This should fail and you should receive the following message in the
PowerShell console:

-- Statu inationHostUnreachable

LomputerName

RemoteAdd
Interfaceal
SourceAddre:
ngSucceed 3
PingReplyDetails (RTT) :
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12. So the Isolated VMs cannot communicate with each other, but they can communicate
with the VMs set to Promiscuous.

13. On the VMM server, open a PowerShell console. Note that this does not need to be an
elevated PowerShell console.

14. Once you have opened PowerShell, type in Enter-PSSession HYPVCH1
and press Enter (where HYPVCH1 is the name of the Hyper-V host where
PVLAN190-1 is running).

15. As in the previous recipe, you will see the PowerShell session change.

&3 Windows PowerShell

[
Copyright (C) 2013 Microsoft Corporation. All rights reserved.

PS C:ilsershadminuser? Enter-PS$Session HYPUCH1

[HYPUCH1]:= PS C:\lsers\AdminUser:xDocuments?

16. Using this PowerShell console enter the following cmdlet (if this was closed please
repeat steps 21-23):

Set-VMNetworkAdapterVlan -VMName PVLAN190-3 -Community -
PrimaryVlanId 190 -SecondaryVlanId 5
17. Then, run the following PowerShell cmdlet:
Get-VMNetworkAdapterVlan -VMName PVLAN190-3

18. You will see that the mode has changed from Isolated to Community. If you repeat
steps 53-62, you will receive the same results, as there are now three VMs in use,
one of each type.

19. The PVLAN virtual machines should currently be in the following configuration:

Virtual Machine PVLAN Mode
PVLAN190-1 Promiscuous
PVLAN190-2 Isolated
PVLAN190-3 Community
PVLAN190-4 Isolated
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The following diagram shows this configuration:

Isolated Promiscuous Community

......

PVLAN190-3

..............

Promiscuous, Community, and Isolated
Perform the following steps for Promiscuous, Community, and Isolated modes:

1. Inthe VMM console, navigate to VMs and Services | All Hosts and enter PVLAN in
the filter. For this part of the recipe you will need the following VMs running:
o PVLAN190-1
o PVLAN190-2
o PVLAN190-3
o PVLAN190-4
2. Right-click on PVLAN190-1, navigate to Connect or View, and click on
Connect via Console.
3. Logon to the VM using the default password.
Open an elevated PowerShell console.
5. Enter the following PowerShell and press Enter:
Test-NetConnection 192.168.190.5
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6. This should succeed and you should receive the following message in the
PowerShell console:

Administrator> Test-NetConnection 192.168.190.5

ComputerName : 192.168.190.

tefddre : 192.1658.190.
i : Ethernet 2
: 192.1658.190.2
: True
P1ﬂqRep1}Deta11~ (RTT) : 0 m=s

7. Inthe VMM Console right-click on PVLAN190-4, navigate to Connect or View, and
click on Connect via Console.

Log on to the VM using the default password.
9. Open an elevated PowerShell console.
10. Enter the following PowerShell and press Enter:
Test-NetConnection 192.168.190.6

11. This should fail and you should receive the following message in the
PowerShell console:

~Ne 92.168.190.6
ailed -- Statu tinationHostUnreachable

ZomputerName : 192.168.190.6
RemoteAddre : 192.168.190.6
IntertaceAli: : Ethernet 2
SourceAddre : 192.168.190.5
Ping5Succeeded :
PingReplyDetails (RTT)

12. On the VMM server open a PowerShell console. Note that this does not need to be an
elevated PowerShell console.

13. Once you have opened PowerShell, type in Enter-PSSession HYPVCH1
and press Enter (where HYPVCH1 is the name of the Hyper-V host where
PVLAN190-1 is running).

14. As in the previous recipe you will see the PowerShell session change.

[ Windows PowerShell

Eupyrlght (E) 2013 Microesoft Corporation. All rights reserved.

PS C:\lsersZadminuser?> Enter-P55ession HYPUCH1
[HYFUCH1]: PS C:\UsersZAdminlser‘\Documents?
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15.

16.

17.
18.
19.

20.
21.
22.

23.

Using this PowerShell console enter the following cmdlet (if this was closed please
repeat steps 21-23):

Set-VMNetworkAdapterVlan -VMName PVLAN190-4 -Community -
PrimaryVlanId 190 -SecondaryVlanId 5

Then, run the following PowerShell cmdlet:
Get-VMNetworkAdapterVlan -VMName PVLAN190-4

You will see that the mode has changed from Isolated to Community.
This means that PVLAN190-4 can communicate with PVLAN190-1 and PVLAN190-4.

In the VMM Console, right-click on PVLAN190-4, navigate to Connect or View, and
click on Connect via Console.

Log on to the VM using the default password.
Open an elevated PowerShell console.
Enter the following PowerShell cmdlets one at a time and press Enter:

Test-NetConnection 192.168.190.2
Test-NetConnection 192.168.190.3
Test-NetConnection 192.168.190.6

You should have the following results:
Administrator> Test-MetConnection 192.168.190.2

LomputerName : 192.168.190.2
RemoteAddre : 192.168.190.2
InterfaceAll : Ethernet 2
SourceAddre: : 192.168.190.5
PingSucceeded : True
PingReplyDetails (RTT) : 5 ms

-NetConnection 192 §.190.3
ailed -- Status: DestinationHostUnreachable

{omputerName E .168.190.
RemoteAddre: 3 .168.190.
InterfaceAll : Ethernet 2
SourceAddre: : 192.168.190.5
PingSucceeded -1
PingReplyDetails (RTT) : O ms

3
3

Administrator= Test-NetConnection 192.168.190.6

{omputerName : 192.168.190.6
RemoteAddre: : 192.168.190.6
InterfaceAll : Ethernet 2
SourceAddre: : 192.168.190.5
PingSucceeded : True
PingReplyDetails (RTT) : 2 ms
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24. This shows that PVLAN190-4 can communicate with the VMs that are not isolated.
The PVLAN virtual machines should be currently in the following configuration:

Virtual Machine PVLAN Mode
PVLAN190-1 Promiscuous
PVLAN190-2 Isolated
PVLAN190-3 Community
PVLAN190-4 Community

The following diagram shows this configuration:

Isolated Promiscuous | Community

LTThd PVLANIGO-2 |

PVLAN190-3 " —
——————
S
-\
v
1
I
M—
pvLantgp-4 1

Private VLANs are implemented within the Hyper-V Extensible Switch with the port configuration
saved into the Virtual Machine's configuration file. Layer 2 traffic is controlled via the switch as
the Hyper-V Extensible Switch understands the configuration of a PVLAN and its port type. The
port type controls which devices within a PVLAN can communicate with one another.







Network Access
Control Lists

In this chapter, we will cover the following recipes:

>

>

Locking down a VM for security access

Applying rules to a list of VMs

Introduction

In Windows Server 2012, Microsoft introduced the Hyper-V Extensible Switch. One of its
features was the Port Access Control List (ACL). This does not refer to a protocol port such
as the TCP port for HTTP, but rather the logical port inside the Hyper-V Extensible Switch.

In Windows Server 2012 R2, Microsoft extended this functionality to include the
following parameters:

>

>

>

>

>

>

Source IP address
Destination IP address
Protocol

Source port

Destination port

Direction (inbound/outbound)

As the configuration of the ACL relates to the VM, it is stored in the VM's configuration file.
This ensures that if the VM is migrated to a different host, the ACLs will move with it.

System Center 2012 R2 VMM is not capable of managing ACLs for virtual machines, so the
only option for managing ACLs is PowerShell.
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Locking down a VM for security access

This recipe will show you how to apply ACLs to VMs to protect them from unauthorized access.

Getting ready

You will need to start two VMs in the Tenant A VM Network: in this case, Tenant A - VM 10
(which was used in Chapter 5, Windows Server Gateway Configuration, to test the gateway
and as such should have IIS installed) and Tenant A - VM 11.

How to do it...

The following diagram shows the high-level steps involved in this recipe:

Overview of Recipe:

z
Prerequisites (not covered by this recipe):

e Complete Chapter 5

s Start two VMs in the same Tenant VM Network

Actions:

e Creation of Hyper-V Port ACLs

o Creation of Stateful Hyper-V Port ACLs
L Testing of Port ACLs

Now perform the following steps:

1. Inthe VMM console, click on the Home tab in the ribbon bar and click on the
PowerShell button. This will launch PowerShell with the VMM module already loaded
and the console connected to the current VMM instance. To obtain the Virtual Subnet
IDs for all subnets in the Tenant A VM Network, enter the following PowerShell:

SVMNetworkName = "Tenant A"

$VMNetwork = Get-SCVMNetwork | Where-Object -Property Name
-EQ S$VMNetworkName

Get-SCVMSubnet -VMNetwork $VMNetwork | Select-Object
VMNetwork, Name, SubnetVlans, VMSubnetID
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2. You will be presented with the list of subnets and the vMSubnet ID for each.
The vMSubnet ID will used later in this recipe; in this case, the vMSubnet ID
is 4490741, as shown in the following screenshot:

UHHe twork Hame SubnetULans UHSubnet ID

Tenant A Subnet 1 £10.0.0.0/24-0}% 3420741

1
~ Your VMSubnetID value may be different to the one
obtained here; this is normal behavior.

3. Inthe PowerShell Console, run the following PowerShell to get the IP addresses of
Tenant A - VM 10 and Tenant A - VM 11:

SVMs = @)
SVMs += Get-SCVirtualMachine -Name "Tenant A - VM 10"
SVMs += Get-SCVirtualMachine -Name "Tenant A - VM 11"

ForEach ($VM in $VMs) {
Write-Output "S$(SVM.Name): $(SVM.VirtualNetworkAdapters.
IPv4Addresgses) "

Write-Output "Host name: $(SVM.HostName)"

}

4. You will be presented with the IPv4 addresses for the two VMs as shown in the
following screenshot:

Tenant A - UM 10: 10.0.0.1%
Host name: HYPUCH1.ad.demo._com

Tenant A - UM 11: 10.0.0.15%
Host name: HYPUCH1.ad.demo.com

Please leave this PowerShell console open.

1
~ Your IP addresses and host names may differ from those
shown here; this is normal behavior.

5. Inthe VMM console, open the VMs and Services workspace and navigate to All
Hosts | Hosts | hypvclusO1.

6. Right-click on Tenant A - VM 11, navigate to Connect or View, and then click on
Connect via Console.

7. Log in to the VM via the Remote Console.
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8.

10.

11.

12.

13.

Open Internet Explorer and go to the URL http://10.0.0.14, where 10.0.0.14 is
the IP address of Tenant A - VM 10, as we discussed in step 4.

You will be greeted with the default IS page. This shows that there are currently no
ACLs preventing Tenant A - VM 11 accessing Tenant A - VM 10 within Hyper-V or
within the Windows Firewall.

Open a PowerShell console on Tenant A - VM 11 and enter the following command:
Ping 10.0.0.14 -t

Here, 10.0.0.14 is the IP address of Tenant A - VM 10. This will run a continuous
ping against Tenant A - VM10.

In the PowerShell console left open in Step 4, enter the following PowerShell:

Invoke-Command -ComputerName HYPVCH1l.ad.demo.com -
ScriptBlock{
Add-VMNetworkAdapterExtendedAcl -Action Deny -Direction
Inbound -VMName "Tenant A - VM 10" -Weight 1 -
IsolationID 4490741

}

Here, HYPVCH1 . ad.demo. com is the name of the host where Tenant A - VM 10
is running, as obtained in step 4 and the Isolation ID needs to be setto the
VMSubnetID as obtained in step 2.

Please leave this PowerShell console open.

1
‘Q When adding base rules such as a Deny All, it is suggested to apply

a weight of 1 to allow other rules to override it if appropriate.

Return to the PowerShell console left open on Tenant A - VM 11 in step 10. You will
see that Tenant A - VM 10 has stopped responding to pings.

P5 C:\UsershAdministrator> ping 10.0.0.14 -t

Pinging 10.0.0.14 with
Reply 1 10.0.0.14:
Reply 1 10.0.0.14:
Reply 1 10.0.0.14:
Reply 1 10.0.0.14:
Reply 1 10.0.0.14:
Reply 1 10.0.0.14:
Reply 1 10.0.0.14:
Reply 1 10.0.0.14:
Reply om 10.0.0.14:
Reply from 10.0.0.14:
Request timed ouwt.
Reqguest timed out.
Request timed out.
Request timed out.
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This has created a Hyper-V Port ACL that will deny all inbound traffic to
Tenant A - VM10.

14. In the same PowerShell console, enter the following PowerShell:
Test-NetConnection -CommonTCPPort HTTP -ComputerName

10.0.0.14 -InformationLevel Detailed

15. Here, 10.0.0.14 is the IP address of Tenant A - VM 10. This shows that you cannot
access the IIS website on Tenant A - VM 10.

-CommonTCPPort HTTP -ComputerName 10.0.0.14 -InformationLevel Detailed
RNIMN Ping 10.0.0.14 failec TimedOut
WARNING: TCP connect to 10.0.0.14:80 fail

: 10.0.0.14
: 10.0.0.14
= B0

: Private Network
: Ethernet 2
: 10.0.0.15

16. Return to the PowerShell console left open on the VMM console in step 11 and enter
the following PowerShell cmdlets:
Invoke-Command -ComputerName HYPVCH1.ad.demo.com -
ScriptBlock({

Add-VMNetworkAdapterExtendedAcl -Action Allow -
Direction Inbound -VMName "Tenant A - VM 10" -Weight
10 -IsolationID 4490741 -LocalPort 80

}

Here, HYPVCH1 .ad.demo. com is the name of the host where Tenant A - VM
10 is running, as obtained in step 4, and the Isolation ID needs to be setto
VMSubnetID as obtained in step 2.

Please leave this PowerShell console open.

1
‘Q When adding rules it is suggested to use weight increments of 10 to

allow other rules to be inserted between rules if necessary.

17. On Tenant A - VM 11, repeat step 13. You will see that TCPTestSucceeded has
changed to True.
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18. Return to the PowerShell console left open on the VMM console in step 14,
and enter the following PowerShell cmdlets:

Invoke-Command -ComputerName HYPVCH1.ad.demo.com -
ScriptBlock{
Add-VMNetworkAdapterExtendedAcl -Action Deny -Direction
Outbound -VMName "Tenant A - VM 10" -Weight 1 -
IsolationID 4490741

}

Here, HYPVCH1 . ad.demo. com is the name of the host where Tenant A - VM
10 is running, as obtained in step 4, and the Isolation ID needs to be setto
VMSubnetID as obtained in step 2.

Please leave this PowerShell console open.

1
‘Q When adding base rules such as a Deny All, it is suggested to apply a

weight of 1 to allow other rules to override it if appropriate.

19. On Tenant A - VM 11 repeat step 14. You will see that TCPTestSucceeded has
changed to False. This is because all outbound connections have been denied.

20. Return to the PowerShell console left open on the VMM console in step 17,
and enter the following PowerShell cmdlets:

Invoke-Command -ComputerName HYPVCH1.ad.demo.com -
ScriptBlock{
Remove-VMNetworkAdapterExtendedAcl -Direction Inbound -
VMName "Tenant A - VM 10" -Weight 10

}

This removes the inbound rule for port 80. In the same PowerShell console enter the
following cmdlets:

Invoke-Command -ComputerName HYPVCH1.ad.demo.com -
ScriptBlock({
Add-VMNetworkAdapterExtendedAcl -Action Allow -
Direction Inbound -VMName "Tenant A - VM 10" -Weight
10 -IsolationID 4490741 -LocalPort 80 -Stateful
$True -Protocol TCP

}

This adds a stateful ACL rule; this ensures that the switch dynamically creates an
outbound rule to allow the traffic to return to the requestor.

21. On Tenant A - VM 11 repeat step 14. You will see that the TCPTestSucceeded has
changed to True. This is because the stateful ACL is now in place.
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Extended ACLs are applied as traffic ingresses and egresses the VM into and out of the
Hyper-V switch. As the ACLs are VM-specific, they are stored in the VM's configuration file.
This ensures that the ACLs are moved with the VM ensuring continuity of the ACL.

For the complete range of options, it is advisable to review the TechNet article at
http://technet.microsoft.com/en-us/library/dn464289.aspx.

Applying rules to a list of VMs

Hyper-V supports a variety of operating systems, including those that do not have inbuilt
firewalls like Windows Server 2012 R2. Using the Hyper-V Extended ACLs, you can provide
basic levels of protection to these guest virtual machines.

Additionally, it may be a case that some users do not necessarily lock down their servers as
much as the company requires. This can be typical of a short-lived server such as a test server.

Through the use of PowerShell, it is possible to apply a large number of Port ACLs to virtual
machines quickly and efficiently.

This recipe will show you how to use a CSV file and PowerShell to apply a set of Port ACLs to
multiple virtual machines.

Getting ready

This recipe uses a CSV file and it is recommended to create this in Microsoft Office Excel;
having access to a computer with it installed would be beneficial.

How to do it...

The following diagram shows the high-level steps involved in this recipe:

Overview of Recipe:

Actions:
¢ Use PowerShell to apply a numerous Port ACLs listed
in a CSV to multiple VMs
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Now perform the following steps:

1. In Excel, create a new workbook.
2. Enter the following in row 1, one value per column:
a Action
0 Direction
o Weight
o LocalPort

0 Protocol

3. The following table shows the content of the CSV file that will be used in this recipe:

Action Direction Weight LocalPort | Protocol
Deny Inbound 1

Deny Outbound 1

Allow Inbound 10 1

Allow Inbound 20 80 TCP
Allow Inbound 30 443 TCP
Allow Outbound 10 1

1
‘Q Protocol 1 refers to ICMP traffic such as Ping. TCP port 80 is typically

HTTP and port 443 is typically HTTPS.

As you can see, there are two default rules to deny all inbound and outbound
communication.

4. The PowerShell script at the end of this recipe accepts a CSV file and a list of VM
names to apply the Port ACLs to. This script is a basic script to help you understand
how the concept could work on a larger scale.

5. Inthe VMM console, click on the Home tab in the ribbon bar and click on the
PowerShell button. This will launch PowerShell with the VMM module already
loaded and the console connected to the current VMM instance.

6. Inthe PowerShell console, run the Add-MultipleVMNetworkAdapterExtended
Acl.ps1 script file using a copy of the CSV file shown in step 3 as the value for the
parameter CSVPath and using Tenant A - VM 10;Tenant A - VM 11 asthe
value for the parameter VvMList. The code is as follows:

.\Add-MultipleVMNetworkAdapterExtendedAcl.psl -CSVPath
.\Rules.csv -VMList "Tenant A - VM 10;Tenant A - VM 11"
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The PowerShell script (see the following section) parses the CSV file that is passed to it and
creates rules for each entry in the file against each VM passed into the list. The script creates
the PowerShell it is going to run as each rule could be different.

It is possible to take this script and extend its functionality to include a variety of other
parameters, including IP addresses (both local and remote) and specific network adapters.

The Add-MultipleVMNetworkAdapterExtendedAcl.ps1 script
The content of Add-MultipleVMNetworkAdapterExtendedAcl .psl is as follows:

<#
.Synopsis
Applies Hyper-V Extended Port ACLs to a number of VMs
.DESCRIPTION
This script accepts a path to a CSV file where the rule
definitions are listed and a list of VM names.

It iterates through each VM applying the rules from the CSV
file.

.PARAMETER CSVPath
The location of the CSV that contains the rules to apply. Please
see the Hyper-V Network Virtualization Cookbook
for an example of the format used
.PARAMETER VMList

This should contain a list of VMs to applt the rules to. You can

pass an array such as @("VM 1","VM 2") or a ; separated list
such as "VM 1;VM 2"
.EXAMPLE

Add-MultipleVMNetworkAdapterExtendedAcl -CSVPath .\Rules.csv -
VMList "Tenant A - VM 12;Tenant A - VM 13"

#>
[CmdletBinding ()]

Param
(
# CSVPath is the path to the CSV containing the rules
[Parameter (Mandatory=$Strue,
Position=0) ]
[ValidateNotNull ()]
[ValidateNotNullOrEmpty ()]
[ValidateScript ({
#Ensure the CSV file exists
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Test-Path -Path $ -PathType Leaf

13N

[string] $CSVPath,

# VMList is the list of VMs to applt the port ACLs to
[Parameter (Mandatory=Strue,
Position=1) ]
[ValidateNotNull ()]
[ValidateNotNullOrEmpty () ]
[string[]] $VMList

Begin

{
Write-Verbose "Starting process"
Write-Verbose "Importing CSV file $CSVPath"
#Read in the CSV containing the Port ACL list
SPortRules = Import-Csv -Path $CSVPath

if ($VMList [0] .contains (";")) {
Write-Verbose "Found at least one
Changing to an array"
SVMList = $VMList.Split(";")

; in the VMList.

}

Process

{

#Build PowerShell cmdlet to execute against remote server

for VM
$BaselLine = "Add-VMNetworkAdapterExtendedAcl -Action {0} -
Direction {1} -VMName ""{2}"" -Weight {3} -IsolationID
{a}r
$StatefulBase = " -LocalPort {0} -Protocol {1} -Stateful
“S$True"

#Iterate each VM in the list the user has passed
Write-Verbose "Iterating through each VM in VMList"
ForEach ($VM in $VMList) {

#Get the VM from VMM

Write-Verbose "Getting information for
"rS(SVM.Trim())"" from VMM"
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SVmmvVm = Get-SCVirtualMachine -Name S$SVM.Trim()

#Check if VMM has found something

if (-Not ($Vmmvm) ) {
Write-Error "$VM cannot be found in VMM"
#Move to the next VM in the list
continue;

#Determine the VM Network VM Subnet ID
Write-Verbose "Getting Virtual Subnet ID for
"MS(SVM. Trim()) """
SVMSubnetID = (Get-SCVMSubnet -VMNetwork
SVmmVM.VirtualNetworkAdapters.VMNetwork -Name
SVmmVM. VirtualNetworkAdapters.VMSubnet) .VMSubnetID

Write-Verbose "Virtual Subnet ID is: S$VMSubnetID"
#Build a list of rules to run
$RulesToRun = ,@()

#lterate each rule the user has defined

Write-Verbose "Iterating through each Rule to apply
building complete list to apply. There are
$ (SPortRules.Count) to apply."

ForEach ($Rule in $PortRules) {

#Format the baseline of the rule to add the basic
rule parameters
SExprToRun = $BaselLine -f
SRule.Action, SRule.Direction, SVmmVm.Name, SRule.
Weight, $VMSubnetID

#Is it ICMP traffic?
If ($Rule.Protocol -eg "1"){
SExprToRun += " -Protocol 1"
}elseif ($Rule.Protocol) {
#Make it stateful

SExprToRun += S$StatefulBase -f
SRule.LocalPort, SRule.Protocol

}

#Add to the list
SRulesToRun += S$ExprToRun

#Execute the rules on the remote host
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Write-Verbose "Adding rules to ""$(SVM.Trim())"" using
remote Powershell on VM host ""$ (SVmmVm.HostName) """

Invoke-Command -ComputerName $VmmVm.HostName -
ScriptBlock({

#Get the Rules to process
Param (
[string[]]$Rules
)
#Iterate each rule
ForEach ($Rule in $Rules) {
#Check the rule is not blank
if ($Rule) {
Invoke-Expression S$SRule

} -ArgumentList (,$RulesToRun) #the (,<VAR>) syntax
ensures the variable is passed as an array

Write-Verbose "Process complete for ""$(SVM.Trim())"""

End

Write-Verbose "Process complete"
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The recipes in this book use a simple Virtual Machine Template (VM Template). It was
created using the Convert-WindowsImage .psl PowerShell script. This script can be
downloaded from https://gallery.technet .microsoft.com/scriptcenter/
Convert-WindowsImagepsl-0fe23a8f.

This script is capable of creating a VHDX file from a Windows Imaging File Format (WIM) file;
the install.wim file was sourced from the Windows Server 2012 R2 ISO file.


https://gallery.technet.microsoft.com/scriptcenter/Convert-WindowsImageps1-0fe23a8f
https://gallery.technet.microsoft.com/scriptcenter/Convert-WindowsImageps1-0fe23a8f

VM Templates

The following screenshot shows how the VHDX file was created:

ol Convert-WindowsImage Ul

You can use the fields below to configure the VHD or VHDX that you want
to create!

—1. Choose a source -

IC:\\.-'Ms\lSOs\en_windows_senrar_2012_r2_with_update_xm_dvd_406522 |

2, Choose a SKU from the list
|Server5tandard j

—3. Choose configuration options
VHD Format VHD Type VHD Size

[VHDX ~|  |pynamic ~ |90 Hle -~

Working Directory

|C:\users\ryan,boud\Downloads

VHD Name (Optional)
|Wind0wsServer20‘i2R25tandard.vhdx

Unattend File (Optional)

| =

4, Make the VHD!

Make my VHD

The VHDX file was added to a new Virtual Machine and the setup of Windows was completed.
This gave a basic installation of Windows Server 2012 R2 Standard for the recipes in this book.
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Configuration

After the completion of the setup process, the following PowerShell cmdlets were executed on
the virtual machine in an elevated PowerShell console:

#Enable SMB IN, ICMP ECHO IPv4
$FileSharing = ("FPS-SMB-In-TCP","FPS-ICMP4-ERQ-In")
$FileSharing | %{ Enable-NetFirewallRule -Name $_}

#Required WMI rules

SWMI = ("WMI-ASYNC-In-TCP","WMI-RPCSS-In-TCP", "WMI-WINMGMT-In-
TCP")

$WMI | %{ Enable-NetFirewallRule -Name $_}

#Enable PowerShell Remoting
Enable-PSRemoting -Force

These cmdlets enable the following Firewall rules:

» File and Printer Sharing (SMB-In)
» File and Printer Sharing (Echo Request - ICMPv4-In)
» Windows Management Instrumentation (ASync-In)
» Windows Management Instrumentation (DCOM-In)
» Windows Management Instrumentation (WMI-In)
By enabling these Firewall rules within the VM template, any VM created using this template

will automatically have these rules enabled. Additionally, the PowerShell cmdlets ensure that
PowerShell Remoting is enabled.

The virtual machine was sysprep'd using the following command line in an elevated
command prompt:

C:\Windows\System32\Sysprep\sysprep.exe /Generalize /Oobe /Shutdown /
mode: VM

After the VM shutdown, the VHDX file was used to create the Domain Controller, VMM Servers,
SQL Servers, and the VMM Library Servers. Once VMM was operational, it was copied into the
VMM Library for the recipes in this book.
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Planning the Virtual
Machine Manager

The installation of Virtual Machine Manager (VMM) is quite simple; however, you must plan
your deployment. This appendix details the elements you must take into consideration before
proceeding with the installation.

Preparing

It is recommended that you read through the latest release notes for VMM on the Microsoft
TechNet located at http://technet .microsoft.com/en-us/library/dn303329.
aspx. Microsoft updates the release notes as and when required.

How to plan the Virtual Machine Manager

When planning the VMM, it is vital to understand the architecture of the network that VMM
and Hyper-V will be operating on, the availability requirements for VMM, the types of storage
infrastructure involved, and the technology involved (VMM and Hyper-V).

To understand the architecture of the network is to understand the scale of the solution
required. If you have two host servers and some basic iSCSI storage infrastructure, then your
challenges will be different compared to an organization with 200 host servers with complex
Fibre Channel or Scale-Out File Server storage implementations. Typically, this will involve:

» Architectural diagrams of the network
» The VLANs in use

» The IP subnets in use


http://technet.microsoft.com/en-us/library/dn303329.aspx
http://technet.microsoft.com/en-us/library/dn303329.aspx

Planning the Virtual Machine Manager

» The gateway infrastructure

» The location of domain controllers

» The storage architecture
If you have two servers or do not have a complication Hyper-V Network Virtualization, then
VMM may not be a critical component. For enterprises implementing HNV, VMM becomes a
critical application or for service providers implementing a multitenancy environment with the
Windows Azure Pack. Typically, this will involve:

» Documenting low-level requirements for the VMM implementation

» Understanding the implications of a failure of VMM

» Realizing the technologies available to your organization (SQL AlwaysOn High

Availability Groups)

The storage you have may impact the architecture of the VMM and Hyper-V design. For
example, if you have Fibre Channel or Fibre Channel over Ethernet storage, then you may
be able to create Virtual SANs. If you are using Scale-Out File Servers, then you might be
able to leverage SMB Direct. Typically, this will involve:

» A deep understanding of the storage infrastructure in your enterprise

» Realizing the options your storage presents to you (for example, shared VHDX,
CSV caching, storage tiering, and so on)

Planning for the technology involved and where it will be deployed in your infrastructure will
involve where VMM servers are to be located and the number and types of availability required:

» All of the information gained in the previous steps will be used to determine the
requirements of the deployment

The different deployment types are described in the following table:

Deployment type Description

Single server This has a single point of failure, all on one VM or physical server.
This also has the test environment and demo lab. This is supported in
production, but it is not scalable.

Multiserver In this type of deployment, the components of VMM are installed on
separate servers that could be highly available.
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The minimum requirements for each component of VMM 2012 R2 are covered in the

following table:

Component

Minimum requirements

VirtualManagerDB

Software:
» SQL Server 2008 R2 SP2 (Standard, Enterprise, or Datacenter)
or later, with the Database Engine Services and Management
Tools (complete features)
Hardware:
» Dual-core, 64-bit, 2 GHz CPU processor
» 4 GBRAM

» 150 GB of HDD space on which the operating system is
installed

» 50 GB of HDD space on which the database is stored

Management Server

Software:
» Windows Server 2012 or higher (Standard or Datacenter)
» .NET Framework 4.5 or 4.5.1
» Windows Remote Management (WinRM) service

» Windows ADK (Deployment tools and Windows preinstallation
environment)

» SQL Server 2008 R2 Command Line Utilities or SQL Server
2012 Command Line Utilities, depending on which version of
SQL Server you install

Hardware:

» Pentium 4, 64-bit, 2 GHz CPU processor

» 4 GBRAM

» 2 GB of HDD space (without a local SQL install)

» 80 GB of HDD space (with a local SQL install)
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Component Minimum requirements
VMM Console Software:
» Any x86 or x64 version of Windows 7 SP1 (Professional,
Enterprise, or Ultimate editions), or Windows 8/8.1 (Professional
or Enterprise)
» Windows Server 2008 R2 SP1 (Standard, Enterprise, or
Datacenter), Windows Server 2012 (Standard or Datacenter), or
Windows Server 2012 R2 (Standard or Datacenter)
» Windows PowerShell 3.0 (included in Windows 8 and Windows
Server 2012 and higher)
» .NET Framework 4, 4.5, or 4.5.1
» The console must be installed on an active directory domain
joined computer
Hardware:
» Pentium 4, 2 GHz CPU processor
» 2GBRAM
» 2GBof HDD
VMM Library Software:

» Windows Server 2008 R2 SP1 (Standard, Enterprise, or
Datacenter), Windows Server 2012 (Standard or Datacenter),
or Windows Server 2012 R2 (Standard or Datacenter)

» WinRM 2.0 or higher

Hardware:
» Pentium 4, 2.8 GHz CPU processor
» 2 GBRAM

» The amount of HDD space varies on the content to be stored
but 50 GB as minimum is recommended
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Component Minimum requirements

PXE Server Software:

» Windows Server 2008 R2 SP1 (Standard, Enterprise, or
Datacenter), Windows Server 2012 (Standard or Datacenter),
or Windows Server 2012 R2 (Standard or Datacenter)

» The Windows Deployment Services Role must be installed

» WinRM 2.0 or higher
Please note that configuration of the WDS role is not required as VMM
uses its own PXE provider.
Hardware:

» Pentium 4, 2.8 GHz CPU processor

» 2GBRAM

» The amount of HDD space varies on the content to be stored
but 10 GB as minimum is recommend

Update Server Software:

» A 64-bit edition of Windows Server Update Services (WSUS)
3.0 Service Pack 2

» A 64-bit edition of WSUS server role on Windows Server 2012 or
Windows Server 2012 R2

» VMM can use either a WSUS root server or a downstream WSUS
server; it does not support the use of a WSUS replica server

» VMM supports using a WSUS server that is part of a
Configuration Manager 2007 R2 or System Center 2012
Configuration Manager environment, but additional
configuration steps are required

» If you do not install WSUS server on the same computer
as the VMM management server, you must install a WSUS
Administrator Console on the VMM management server

Hardware:

» Windows Server 2008 R2: 1.4 GHz (x64 processor), 512 MB
RAM, 20 GB HDD space

» Windows Server 2012 and higher: 1.4 GHz (x64 processor),
512 MB RAM, 32 GB HDD space
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The required service accounts are as follows:

Account name

Used for

Description

VMM service account

Running VMM services
and accessing
resources

This is a domain account that requires
local administrator privileges on VMM
servers.

VMM Agent run as
account

Managing Hyper-V hosts

This is a domain account that requires
local administrator privileges on VMM
servers. This account also requires
delegated rights in the domain to Create
Computer Objects and Read All Properties
to allow new Hyper-V hosts to be joined to
the existing cluster.

VMM SQL Server
account

Running VMM SQL
Server Instance

This is a domain account.

VM SQL Server account

SQL Service account
when installing SQL
from Service Template

This is a domain account.

Local administrator run
as account

Setting the Local
Administrator name and
password during a build

This is a local account.

VM Domain Join run as
account

Joining new VMs to the
domain

This is a domain account with delegated
rights to Add Computer to Domain.

IPMI account

Controlling the lights
out card during a bare
metal build

This account needs the ability to connect
to a server and also power on and off the
server.

Network Communication Ports are as follows:

Purpose Protocol Port number(s) Where to change
VMM management HTTP/HTTPS 80/8530 (non-SSL), These ports are the
server to WSUS server 443/8531 (with SSL) | IIS port binding with
(data channel) WSUS. They cannot be

changed from VMM.
VMM management HTTP/HTTPS 80/8530 (non-SSL), These ports are the
server to WSUS server 443/8531 (with SSL) | IIS port binding with
(control channel) WSUS. They cannot be

changed from VMM.
BITS port for VMM BITS 443 This port is changed
transfers (data when the VMM is set
channel) up.
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Purpose

Protocol

Port number(s)

Where to change

VMM library server to
hosts file transfer

BITS

443 (maximum value:

32768)

This port is changed
when the VMM is set

up.

VMM host-to-host file
transfer

BITS

443 (maximum value:

32768)

VMM management
server to in-guest
agent (VMM to virtual
machine data channel)

HTTPS

443 (maximum value:

32768)

This port is changed
using BITS.

VMM management
server to VMM agent on
Windows server-based
host (data channel for
file transfers)

HTTPS

443 (maximum value:

32768)

This port is changed
using BITS.

VMM management
server to remote
Microsoft SQL Server
database

TDS

1433

Console connections
(RDP) to virtual
machines through
Hyper-V hosts
(VMConnect)

RDP

2179

This port is changed
using the VMM
console.

Remote Desktop to
virtual machines

RDP

3389

This port is changed on
the virtual machine.

VMM management
server to VMM agent on
Windows server-based
host (control channel)

WS-Management

5985

This port is changed
when the VMM is set

up.

VMM management
server to in-guest
agent (VMM to virtual
machine control
channel)

WS-Management

5985

VMM management
server to VMM agent on
Windows server-based
host (control channel—
SSL)

WS-Management

5986

VMM console to VMM
management server

WCF

8100

This port is changed
when the VMM is set

up.
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Purpose Protocol Port number(s) Where to change

VMM console to VMM WCF 8101 This port is changed

management server when the VMM is set

(HTTPS) up.

Windows PE agent to WCF 8101 This port is changed

VMM management when the VMM is set

server (control channel) up.

VMM console to VMM WCF 8102 This port is changed

management server when the VMM is set

(NET.TCP) up.

WDS provider to VMM WCF 8102 This port is changed

management server when the VMM is set
up.

VMM console to VMM WCF 8103 This port is changed

management server when VMM is set up.

(HTTP)

Windows PE agent to WCF 8103 This port is changed

VMM management when the VMM is set

server (time sync) up.

VMM management PowerShell

server to Cluster

PowerShell interface

The most critical elements in these tables are the networking layouts. For Hyper-V Network
Virtualization, you need to ensure the VLANs and subnets in use are large enough to cope
with the required workloads for your environment.

It is absolutely critical that all the information is collated and the scope and purpose of
the installation is formalized and agreed upon. This ensures that all involved parties can
understand their required work items and participation in the project.
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