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Preface 

This volume collects the refereed papers and abstracts of the 8th International 
Conference on the Evolution of Language (EVOLANG 8), held in Utrecht on 
14-17 April 2010. Submissions to the conference were solicited in two forms, 
papers and abstracts, and this is reflected in the structure ofthis volume. 

The biennial EVOLANG conference is characterised by an invigorating, 
multi-disciplinary approach to the origins and evolution of human language, and 
brings together researchers from many fields including anthropology, 
archaeology, artificial life, biology, cognitive science, computer science, 
ethology, genetics, linguistics, neuroscience, palaeontology, primatology, 
psychology and statistical physics. 

The multi-disciplinary nature of the field makes the refereeing process for 
EVOLANG very challenging, and we are indebted to our panel of reviewers for 
their very conscientious and valuable efforts. A full list of the reviewers in the 
panel can be found on the following page. Further thanks are also due to: 

• 

• 

• 

• 

• 

The EVOLANG committee: Angelo Cangelosi, Jean-Louis Dessalles, 
Tecumseh Fitch, Jim Hurford, Chris Knight and Maggie Tallerman. 
The local organising committee: Rudie Botha (Stellenbosch University, 
Utrecht University), Bart de Boer (University of Amsterdam), Martin 
Everaert (Utrecht University), Marieke Schouwstra (Utrecht 
University), Henriette de Swart (Utrecht University), Willem Zuidema 
(University of Amsterdam) 
The plenary speakers: Stephen Anderson (Yale), Morten Christiansen 
(Cornell), Terrence Deacon (Berkeley),Peter Gardenfors (Lund), Marc 
Hauser (Harvard), Wil Roebroeks (Leiden), Ears Szathmary 
(Budapest), Maggie Tallerman (Newcastle) 
The invited speakers: Ian Barnard (Edinburgh), Robert Berwick (MIT), 
Rebecca Cann (Hawaii) & Karl Diller (Hawaii), Julia Fischer 
(Gattingen), Kathleen Gibson (Texas at Houston), Patricia Greenfield 
(UCLA), Eva Jablonka (Tel Aviv) & Daniel Dor (Tel Aviv), Gerhard 
Jager (Tiibingen), Constance Scharff (FU Berlin), Ann Senghas 
(Columbia) & Asli Ozyurek (MPI, Nijmegen), Marilyn Vihman 
(York), Thomas Wynn (Colorado at Colorado Springs) & Frederick 
Coolidge (Colorado at Colorado Springs) 
Finally, and most importantly, the authors of all the contributions 
collected here. 

Andrew Smith, Marieke Schouwstra, Bart de Boer, Kenny Smith 
December 2009 
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IS GRAMMATICALIZA TION GLOSSOGENETIC? 

GIORGOSP.ARGYROPOULOS 
Language Evolution and Computation Research Unit, 

University of Edinburgh, EH89LL, United Kingdom 

It has recently been suggested that grammaticalization can be fruitfully explained by the 
glossogenetic mechanisms for language evolution and historical change. Contrary to this 
position, it is here argued that the incorporation of grammaticalization processes in the 
glossogenetic ontology is far from unproblematic. 

1. Introduction: The Glossogenetic Framework 

In glossogenetic models of cultural transmission, language changes through 
misconvergences between the hypothesis generated by Agent 2 and the one 
based on which Agent 1 outputs the data that Agent 2 eventually observes (e.g., 
Brighton et aI., 2005). The role of learning/processing biases is here catalytic: 
linguistic input challenging such constraints does not propagate through the 
bottleneck, and is marginalized/ regularized by more learnable/ processible 
schemata, instances of which gradually dominate in 'the arena of use' (Hurford, 
1987). In this respect, 'it is languages, not language users that are adapting', 
since the emergence of more functional forms of communication is 'merely a 
happy byproduct of the adaptive mechanism at work' (Kirby et aI., 2004), or, as 
an instance of language adapting to the human brain, and not the reverse 
(Christiansen & Chater, 2008). Glossogenesis thus provides a radical alternative 
to (strong versions of) generativist evolutionary considerations, according to 
which language evolution is principally explicable with respect to the biological 
evolution of a Language Acquisition Device. 

2. Grammaticalization beyond Glossogenesis 

Among others, Christiansen and Chater (2008) have recently suggested that the 
same mechanism can explain grammaticalization phenomena. Contrary to this, ] 

3 



4 

would like to argue that the basic glossogenetic premise of language adaptively 
changing according to learnability and processibility constraints of the human 
brain is problematic when employed for the explanation of grammaticalization. 
In particular, it is susceptible to the same arguments addressed against 
generativist accounts of grammaticalization (see below for references). 

2.1. The latent generalivisl premise 

Such accounts have been of paradigmatic value for equivalent evolutionary 
modeling attempts: Brighton et aI., (2005), suggestively, reference simulations 
of changes resulting '·directly from missconvergences arising during language 
acquisition", such as Clark&Roberts (1993), Niyogi&Berwick (1997), Briscoe 
(2002), studies explicitly assuming the Principles and Parameters (Chomsky, 
1981) framework. Here, the language processor meets significant costs in 
assigning a particular structure to certain instances of ambiguous input, and 
reanalyzes them according to a considerably more acquirable/ processible 
structure, as in Robert's (1993: 228-9) "Least Effort Strategy" in the changes of 
the future tense in Romance (see also Lightfoot (1979) on English modals). 
Characteristically, Hashimoto and Nakatsuka (2006) assume Campbell's (2001) 
heavily criticized position that reanalysis (for Langacker(l977, p. 59), a 'change 
in the structure of an expression or class of expressions that does not involve 
any immediate or intrinsic modification of its surface manifestation ') and 
analogy (according to Hopper and Traugott (1993, p. 56), 'the attraction of 
extant forms to already existing constructions ') underlie grammaticalization, 
and instantiate them in the operations that linguistic agents perform in learning 
and generalizing their grammar in Kirby's (2002) compositionality model. 
However, reanalysis has been argued to be dissociable from grammaticalization: 
reanalysis is an abrupt phenomenon, does not involve the loss of autonomy of 
linguistic signs, is not inherently unidirectional, and presupposes ambiguity and 
mis-processing/ mislearning of the input; Reanalysis occurs without the 
necessary accompaniment of grammaticalization, and, conversely, 
grammaticalization may occur without reanalysis. Reanalysis involves 
contracting new syntactic relations with sentence elements not related before, 
whereas grammaticalization does not involve any real change in constituent 
structure. Grammaticalization may lead to structures and categories that have 
not existed, while reanalysis, acting on an analogical basis, only operates on 
already available categories (see Haspelmath(1998) and Lehmann (2004) for a 
discussion of the above points) and thus may not suffice as an explanation for 



5 

the development of a new grammatical category. In this sense, input ambiguity 
and the interaction of misconvergences with capacity limitations are explicitly 
considered irrelevant with grammaticalization processes. The argument remains 
the same if one is to employ 'processing preferences '-based explanations, (such 
as Hawkins' (2004), explicitly distinguishes grammaticalization processes from 
the ones in his work) to account for grammaticalization operations: The 
derivation of a new grammatical category is not explicable by the adoption of a 
more preferable template (already there) for the analysis of a given input string. 

It has similarly been suggested that semantic miscovergence in historical change 
might provide a glossogenetic insight into grammaticalization. However, what 
has been termed 'semantic reanalysis' (Hoefler and Smith (2009) use the term 
'reanalysis' to denote what Heine (2003) has called 'context-induced 
reinterpretation ') is far from intrinsic to grammaticalization, as it pertains to a 
radically broader range of lexical items, only a minority of which acquires 
grammatical functions. Despite allowing expressions to increase in frequency of 
occurrence and acquire basic discourse status, it does not explain the core 
transition from lexical-conceptual to grammatical-procedural status that 
grammaticalizing expressions undergo (Nicolle, 1998; Bybee et aI., 1994; 
Haspelmath, 1999). 
Thus, despite its emphasis on E-Ianguage properties, glossogenesis crucially 
remains, like the generatIvlst explanation of grammaticalization, a 
"competence-based" (Haspelmath, 1998) one: it is committed to viewing E­
language properties as explanatorily significant only for the negotiation of 1-
language representations, and not for the introduction of 'performance changes' 
(ibid), the results of which macroscopically provide grammaticalized variants. 

2.2. Ontological dissociation: Reducing and Conserving 

In delimiting the ontology of grammaticalization and glossogenetic mechanisms, 
it is valuable to consider the distinction between the 'Conserving' and the 
'Reducing effects' of linguistic repetition in historical language change (Bybee 
& Thompson, 2000): Glossogenesis is best construable as studying the 'Storage 
efficts' (ibid) of repetition (conservation of irregularity, analogical leveling­
generalization-regularization, reanalysis), not the 'Processing effects' (ibid). In 
their brief discussion of grammaticalization processes, suggestively, 
Christiansen and Chater (2008) reference Hare and Elman's (1995) simulation 
as an example of historical language change studied on the basis of 
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learning/processing constraints. Yet the phenomenon described is one of 
analogical leveling and conservation phenomena in the acquisition of verbal 
morphology, and is far from relevant with grammaticalization processes to 
encourage a similar approach to the latter. Hawkins' (2004) processing 
principles, or even Batali's (2002) work on exemplar competition provide 
characteristic cases (the ones consistent with observations become liable for re­
usage and creation of new S-M mappings, while others are used less often and 
are overtaken by the most prominent ones). 
Grammaticalization, on the other hand, precisely represents a multilevel 
"reducing effect" (Bybee & Thompson, 2000) of repetition. Automatization of 
performance in language processing, the most widely supported cognitive core 
of grammaticalization (e.g., Givan, 1979; Bybee, 1998; Haspelmath, 1999; 
Lehmann, 2004), represents an instance of domain-general, non-species­
specific adaptive responses against repeated behavioral repertoires, and involves 
particular neurocognitive mechanisms (see Argyropoulos (2008) for 
neurolinguistic reflections). Here, linguistic change does not involve 
misprocessing of ambiguous input, but is the result of the user's adaptive 
minimization of cognitive and attentional/motoric costs, and hence of the 
freedom in the manipulation of linguistic signs (Lehmann, 2004). A clear 
example of the dissociation of those two kinds of change (summarized in Figure 
1) is shown in Hooper (1976), where sound change is demonstrated to affect 
high-frequency items first, and analogical leveling to affect low-frequency items 
first. 
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Figllre 1; Dissociation between the ontology of g1ossogenesls and the one of gmmmaticaiization, 
following Bybee & Thompson's (2000) distinction between the conselVing and reducing effects of 
linguistic repetition; despite the rich interactions between the two effects (not portrayed here), both 
the changes and their corresponding triggers are clearly dissociable. 
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3. Functionalist Criticism and Directionality of Language 
Transmission 

Functionalist criticism (Croft, 2004) on glossogenesis has failed to address this 
topic, rather emphasizing the need to abandon vertical (language acquisition­
based) models of transmission for the simulation of historical change; but this 
premise has been identified as only a methodologically justified simplification 
(Smith et al., 2003). Yet even in a horizontal transmission model, change is 
introduced with agents misattributing an underlying representation to linguistic 
strings because of processing limitations encountered. In Batali (2002, p. 115), 
for example, where the sender transmits a signal S to express a meaning MI, 
following a particular analysis Al of the mapping from the structure of MI to 
the signal S, with the receiver deriving an interpretation M2 according to 
analysis A2 of the mapping from the signal structure to M2, language change is 
initiated by a discrepancy between A I and A2, where A2 is more optimal with 
respect to the processing constraints of the language agent than A 1. This is the 
case in reanalysis and analogical leveling, or in the conservation of irregular 
frequent patterns- not in grammaticalization, unless one adheres to heavily 
criticized generativist constraint-based modeling. 

4. Concluding remarks 

The issue addressed here apparently does not refer to the feasibility of 
computational simulations of grammaticalization processes, but questions the 
compatibility of glossogenesis with the explanandum of grammaticalization. 
Thus, the eventual convergence of grammaticalization theory and evolutionary 
computational modeling (Hurford, 2003) still deserves encouragement; 
however, according to the strongest version of the argument, such convergence 
is impossible in the glossogenetic framework, as its ontology is by definition 
distinct from grammaticalization phenomena; in its weakest version, the 
argument instructs that such contradictory assumptions be identified and 
disposed of in this interdisciplinary discourse. 
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Languages are far more complex than they need to be for one-to-one communication. 
This paper attempts to answer the question as to why that should be. The answer, it is 
suggested, lies in the evolution of story-telling, legend and myth as culturally-important 
means of expression. Myth may not marl<: the dawn of proto- or rudimentary language, or 
even the beginnings of full language, but its existence accounts at least in part for the 
evolution of linguistic complexity. Language co-evolved with mythology in symbolic 
frameworks which extended, to the limits of cognition, the capacity for verbal 
expression. 

1. Introduction 

As an undergraduate some 40 years ago, I studied anthropology in an American 
four-field department. Archaeology and physical anthropology were taught 
within an evolutionist framework, but cultural anthropology and anthropological 
linguistics were taught within a relativist framework. The exercises we did in 
linguistics showed us that Navajo has eleven classificatory verb stems, Swahili 
has eighteen noun classes, and Inuktitut has, not five words for 'snow', but an 
uncountable number of such words--each as long as a complex English 
sentence. No-one asked why. Nor were these apparent facts considered relevant 
to issues in any other branch of four-field anthropology, except in that 
comparisons in technology and in social organization showed us that supposedly 
'primitive' peoples most certainly did not speak 'primitive' languages. 

This paper does ask why. Why is language often over-determined (and 
sometimes underdeterrnined)? Take an example from my early fieldwork in 
Botswana. Depending on how one counts them, my primary fieldwork language, 
Naro (Nharo), has something like 86 person-number-gender markers. One could 
count many more, up to 204 I believe, or rather fewer, depending on how one 
defines case function, whether changes in tone according to case should count, 
and how one deals with duplicates, that is, the same form with different 
meanings (cf. D. F. Bleek 1928: 53-56; Barnard 1985: 15-19; Visser 2001: 238-
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239). The same applies, more or less, to all other Khoe (Central Khoisan) 
languages. My practical question, at the time, was: why should these semi­
hunter-gatherers, who live in groups of no more than a few dozen, have so 
damned many pronouns (and how am I going to remember them all)? 

English has no future. By this I mean that English, like other Germanic 
languages, is missing a future tense. Of course, in the absence of one, 'will' or 
'shall', or 'is about to', and so on, may be inserted before the verb to give future 
meaning. But why should English have to do this? Languages seem to be put 
together in ways that makes no practical sense. Most languages are more 
complicated than they have to be. And very few of them are quite as perfect in 
ability to express anything as Whorf (1956: 84-85) imagined Hopi to be. And 
Hopi, according to Whorf (1956: 57-64), is tense-less. 

In short, language is both over-determined and under-determined. This 
might be explainable partly with reference to the cognitive capabilities of the 
human mind, and if I were a neuroscientist I would certainly look there for 
explanations. But as a social anthropologist I require social and cultural 
explanations as well. It troubles me that there is no correspondence between 
social structure and linguistic structure, but 1 do have a tentative answer. The 
answer,1 suggest in this paper, lies in the evolutionary power of myth, and in the 
complexity of language required to meet the semiotic and social requirements for 
myth-telling. 

2. The Language of Myth 

'He t!k~n ~ Ikt,Jammarl-a Mine ku;: liN karl ka, a :t:kakka !kOi"rl, tssa ra xa a, 
Ikolri fa IktJ Ie /Ie Ik'e e Ixarra?" (Then Ikt,Jammarl-a said: 'I desire thee to say 
to grandfather, Why is it that grandfather continues to go among strangers 
[literally, people who are different]?') (Bleek & Lloyd 1911: 32-33). 

He t!k~n e Ikt,Jammarl-a M lne kui: 'f./ karl ka, 
Then thing which /Kuamman-a this (imperative) say: 'I (stress) say 

a :t:kakka Ikolri, tssa ra xa a, !kolri 
(to) thee say/ask grandfather, why (interrogative) it is grandfather 

ta IktJ Ie /Ie !k'e e Ixarra? 
(habitual action) (continuous action) among go people who (be) different?' 
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In this lXam sentence, the now-famous phrase, Ik'e e Ixarra (Ike e: Ixarra), 
'people who are different' , is the object of a complex, and specifically narrative­
form, verb ha IkiJ Ie lie, (roughly, 'to continue habitually to go among'). A 
description of habitually continuous action, within an interrogative sentence, 
within an imperative sentence, within another imperative sentence, within an 
indicative sentence, within a myth or fable in which animals act as people, told 
to an English woman by a lXam man, who had learned it from his mother, who 
presumably had learned it from someone else, who had put it together with 
culturally-significant social action, with metaphor and with complex syntax, for a 
reason well beyond the requirements of ordinary communication. 

I say 'now-famous', because by a peculiar twist of fate, the phrase Ike e: 
Ixarra, uttered in the telling of the· myth to Lucy Lloyd in 1878, found its way 
into Dorothea Bleek's posthumous Bushman dictionary of 1956 (D. F. Bleek 
1956: 363), and ended up as the grammatical subject of South Africa's motto in 
the year 2000. The motto is IKe e: Ixarra like, officially 'Diverse people unite' 
or 'People who are different come together'. I think it is both more accurately 
and more interestingly rendered as 'People of different origins, joining together', 
or even 'People who differ in opinion, talking with one another'. The complexity 
of that translation hints at the complexity which lies behind this phrase, as indeed 
does the verb of the motto, like, which usually means 'to come together' but can 
also mean 'to talk with one another' (see Barnard 2003). liKe was added to the 
phrase by rock-art expert David Lewis-Williams to make up an approximation of 
the English words 'Diverse people unite', which President Thabo Mbeki had 
asked him to translate into lXam. 

The myth is called IG§unu-ts{JxJu, lhUlhU, he lkiigg(j!n (or 'The son of 
Mantis, the baboons, and the Mantis'). In the version recorded by Lucy Lloyd, it 
is about 3,000 words long. It tells of the killing of a child by baboons. The child 
turns out to be one of Mantis's grandsons. The baboons take the child's eye out 
and use it as a ball, and grandfather Mantis plays ball with the baboons: hence 
IKuamman-a's question. Later, Mantis secretly steals the eye and puts it into 
water. This, apparently, restores life to the child. 

3. Myth in Mythological Context 

Myths are never just stories. They always occur in the context of a mythological 
system, which is specific to a given 'society' or 'culture'. I place 'society' and 
'culture' in inverted commas because these are contested abstractions. What is 
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not contested, I hope, is the systematic nature of a mythology-a set of myths 
peculiar to a socio-cultural context. Myths are not only shared within a speech 
community. They are related to each other. The same deities, the same 
mythological beasts, the same themes of trickery, death, hunting, sex, kinship 
and so on, will occur in many myths within the same speech community, and 
beyond it. Myths occur in sequence, and they are cross-referential. They impart 
cultural knowledge, and they also draw on prior cultural knowledge, as well as 
on meaning derived more directly from the words in the myths. 

The narrator of this myth remarks in an aside, placed by Lucy Lloyd in a 
footnote (Bleek & Lloyd 1911: 16-17), that when quoting baboons he speaks in 
his own style of language -on the grounds that 'the speech of the baboons is not 
easy'. In other myths, it is revealed that non-human creatures have different ways 
of speaking than humans, or insects: in the context of these myths, insects are to 
be taken as if human. Baboons are neither insects nor human, but they look like 
humans, and according to the lXam they once were human. They speak 
'Bushman', but as the informant suggests, speak it in a funny and difficult way. 
They look like people, and they imitate human behaviour. Baboons also eat like 
humans, but they violate meat-sharing practices. They are ritually potent, but 
behave badly in many ways: in one myth, for example, seducing a menstruating 
girl, and in another, beating Mantis to death (see Hollmann 2004: 7-29). 

lXam mythology comprises a system of knowledge, composed of elements 
of natural history, Bushman-world prehistory, ethical guidance, kinship structure, 
narrative composition, metaphor, and of course, language. There are in fact 
many myths about language, specifically about the languages of animals-both 
individual deity-animals and collective species of animal. Of Wilhelm Bleek and 
Lucy Lloyd's three main informants, it is estimated that IIKabbo provided 3,100 
pages of material, /Hantass'o 2,800 pages, and Dia!kwain 2,400 pages (Lewis­
Williams 1981: 27-28). /Hantass'o Vhari¢ass'O), is the narrator of the myth 
under consideration here. That system of knowledge obviously requires order, 
which is provided through the narrative structure of myths. Naro, the group 
among whom I have worked, make no distinction between stories of what 
happened on the day, legends about exploits of the past, animal fables, and 
myths-<:alling them all huwa-ne. The situation in the long-extinct /Xam 
language is actually not clear to me, but judging by the texts themselves, I 
suspect that much the same is true here as well. 
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4. Myth in Social Context 

In the lXam myth 'The son of Mantis, the baboons, and the Mantis', there are 
two social contexts: the social context in which the myth is told, and the social 
context within the myth. Let me take the latter first. 

4.1. Social Context within the Myth 

The social context within the myth is also part of the mythological context, but it 
is worth thinking about it as part of a larger (human) societal context too. The 
characters of this myth are not humans, but insects and baboons. The characters 
named individually are all insects, although their relatives include Blue Crane, 
Porcupine, and All-devourer-whose power (in other myths) is related to 
untamed fire (see Fig. 1). IKuammang-a is a unique name. The reason he speaks 
through his son Ichneumon in the IXam sentence above, is that direct address to 
one's father-in-law, in this case Mantis, is taboo for the IXam. 

All-j),,,"f.""_h,ml 

,----'----r - - -.rdoption - - - - - I 

Young IKuammang-a Ichneumon 

Figure I. Mantis's family (adapted from Hewitt 1986: 146) 

4.2. Social Contexts in which Myths are Told 

Myths are told in a social context. The duration of a myth-telling is very 
variable, worldwide. In my own early (and later) fieldwork, I was extremely poor 
at recording myths, partly because Naro assume that everyone present already 



16 

knows the myth, and thus it is often abbreviated to a minute or two. At the other 
extreme, I have heard anthropologists who work in South America speak of a 
single myth taking up to three days to tell. Myths in South America, and 
elsewhere, may include narrative elaboration and the telling of myths within 
myths, interspersed with ritual, consumption of food and drugs, and sleep. 

Lucy Lloyd recorded this lXam myth from Hantass'o, who had heard it 
from his mother lXabbi-an. After the sentence quoted above, IHaniass'o 
continues: 'Then the Mantis answered: "Thou dost appear to think that yearning 
was not that on account of which I went among the baboons;" while he did not 
tell /kl)ammari-a and the others that he came (and) put the child's eye into the 
water' (Bleek & Lloyd 1911: 33). In other words, IKaggen the Mantis is 
implying that he yearned for the life (and as the myth tells later, also the welfare) 
of the child, and his secret action of putting the eye into the water shows this. It 
is not clear to me whether this was Mantis being good (as he could be) or Mantis 
acting as a trickster or in deceit (as often he did), but I suspect the former. Either 
way, the myth imparts in the present social information about a mythical past. 

5. Myth in Wodd Context 

Myths occur in a larger inter-societal or cross-cultural mythological context, as 
well as in the context of specific speech communities. I mean by this that the 
same themes, and virtually identical beings, occur throughout the world. Jackals, 
foxes and coyotes are tricksters, in Africa, Europe and North America 
respectively. Throughout the southern hemisphere, the moon is a benevolent and 
male being, and the sun is harmful and female. In the northern hemisphere it is 
the reverse. 

Radcliffe-Brown drew our attention to such cross-cultural similarities in his 
famous essay on 'The comparative method in social anthropology' (1952), and 
Levi-Strauss followed suit in 'The structural study of myth' (1955) and in 
numerous subsequent publications. Radcliffe-Brown's own fieldwork was in the 
Andaman Islands and in Australia, and he noted in his paper (1952: 18) that 
virtually the same tale, of the destruction of the original society of all the 
animals, occurs in both places. In New South Wales, the story goes that in the 
beginning all animals lived together. Then the bat killed his two wives, which 
was the first occurrence of death. His brothers-in-law called a corroboree, caught 
the bat, and threw him into the fire. This started a war of all against all, with fire 
as the weapon. The animals now all bear the scars of fire and no longer live 
together in a single society. In the Andamans, the story is very similar (and, I 
might add, so too are lXam and other San versions). Radcliffe-Brown (1952: 16-



17 

18) also remarks on the pairing of Eaglehawk and Crow, found in the myths of 
different parts of Aboriginal Australia and on the Northwest Coast of North 
America. Eaglehawk and Crow are opponents in conflict, and the birds encode 
both kinship obligations and moral codes. For example, in Western Australia, 
Eaglehawk is Crow's mother's brother, and therefore his potential father-in-law 
and one to whom he should provide food. But in myth, Crow kills a wallaby and 
keeps the meat for himself, and that violation in noted. (This also explains why 
crows do not hunt, but steal carrion instead.) 

Wilhelm Bleek and his family (including Lloyd) are often said to have been 
interested in lXam because they believed it was close to the Ursprache of all 
humankind. Of course, I do not believe that it is, and have used lXam as my 
example here simply because it is an example that I know. However, I do believe 
that the mythologies of world are based on universal structural principles. I also 
believe that they might preserve elements of a very deep mythological system 
dating to the time of Homo sapiens migration. Certainly, there are enough 
similarities in the mythologies of the world to suggest that, along with language, 
myths travelled across the continents. The possibilities for language change were 
far greater than those for myth change. Myths changed by combining and re­
combining elements, or my themes as Levi-Strauss calls them, to create new 
mythological systems, but almost always within larger systems of systems 
recognizable from continent to continent (see, e.g. Levi-Strauss 1978). It is no 
accident that Wilhelm Bleek's (1864) collection of Khoekhoe texts was called 
Reynard the fox in South Africa. 

6. Conclusion 

I do not deny the importance of practical communication, or of neurological or 
other anatomical factors, or of music, ritual, exchange, or the complexification of 
kinship in the origins and evolution of language. I argue here simply that 
mythology, and its probable antecedents story-telling and legend, should be 
added to the list. Mythology does not perhaps explain the origin of language, but 
it does explain in part why language needs to be as complex as it is. 

I referred at the beginning to examples oflinguistic complexity, and perhaps 
I should add here that lXam has its fair share, for example, at least 24 verbal 
particles which go before the verb to indicate mood and tense, and some 6 verbal 
suffixes to indicate duration or repetition of action, emphasis, or passive voice 
(D. F. Bleek 1929/30: 161-167). With nouns, there are at least 14 different ways 
to form a plural: by reduplicating the simple form, reduplicating the emphatic 
form, joining the simple and emphatic forms, and so on (D. F. Bleek 1928/29: 
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88-93). We have seen some of the fonner in the mythic sentence presented in 
this paper. Without such constructions, there can at best be only conversation. 
Narrative, and with it myth, upon which both the social and the symbolic worlds 
depend, requires much more linguistic baggage to make it work. 
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Present-day people derive pleasure from rhymes, rhythms and repetitive visual patterns, 
that is, from instances of similarity. Similarity is the basis for grouping items into 
categories and so setting up abstract general concepts such as ripeness or weight. In 
present times, such grouping by similarity is a source of pleasure; the current plethora of 
concepts and words denoting them derives partly from pleasure in forming them. Then 
the question arises: how far back in prehistory has this pleasure been a motivation? Both 
beads and handaxes suggest by their symmetry that hominins may have derived this 
pleasure-in-the-head or internal reward as far back as Acheulian time: at this time, the 
motivation to construct abstract general concepts and thus expand language may have 
already been present. The timing is open to question but the pattern of inference 
connecting symmetry to language is particularly direct. 

1. Introduction 

In exploring the evolution of language, part of the art is to find indicators in the 
archaeological record of stages in the development of hominins' mental life. In 
an oversimplified view, two stages can be distinguished. In the first, 
communication between hominins concerns objects, moods or events that are 
present to the communicators or are remembered by them; topics of 
communication are limited to things that already exist. In the second stage, 
abstract general concepts such as weight are referred to in communication. 
Speaker and hearer both rely on experience with actual objects but the abstract 
property weight is a concept created by them, and creation of concepts has no 
limits. It is reaching the second stage that sets language free, that enables the 
amazing expansion into the language of today; but two intermediate steps are 
essential before the second stage is entered. First, a few abstract general 
concepts have to be formed privately in some hominins' minds and second, the 
concepts have to be labeled in private before public labels can be agreed upon 
(Steels, 1996; Tallerman, 2009: 197). Soon a stage is reached in which a concept 
can be taught --- introduced into a learner's mind from out of a mind where the 
concept is already alive, but there must be a stage in which a few individuals 
separately conceive and possess some particular abstract concept and discover 
that a companion has something parallel in mind. 
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At such a moment, communication about an abstract concept can begin. Once 
abstract concepts become a topic for communication, the power of language is 
unleashed, its use becomes adaptive, and growth is assured. But when an 
abstract concept first arises privately in the head of an individual its adaptive 
value is slight and questions of motivation arise: why would a hominin form an 
abstract concept in the first place? The theme of the present contribution is that 
forming an abstract concept from a group of instances is intrinsically a pleasure: 
getting pleasure from forming general concepts is a crucial motivation. Without 
that motivation, language stagnates; with it, language frees itself from referring 
only to the here-and-now and expands without limit. Now, the pleasure of 
forming an abstract concept from instances can be related to the symmetry of 
artefacts (handaxes and beads), and thus the artefacts serve as indicators of the 
presence of an essential pre linguistic attribute of mind. 

For brevity, the train of thought is presented through positive statements, 
alternatives and debatable points being deferred. Throughout, the example 
provided by Tallerman (2009) is followed, of considering the critical moments 
when essential early concepts were first formed privately in the minds of certain 
hominins, as prelude to the invention of words to denote them. Amidst progress 
in modeling the relevant processes, the need for attention to motivation is noted 
by Laskowski (2008). 

A completely different line of argument (d'Errico et at., 2005; Botha, 2008) 
links beads and other ornamentation to self-awareness. This argument concerns 
a later stage in the evolution of language and does not attach special significance 
to symmetry. 

2. Symmetrical artefacts: beads and handaxes 

The beads in question from several African locations (d'Errico et at., 2005; 
Bednarik, 2005:539, 2008) are discs of ostrich egg shell about 7 mm in diameter 
with a central hole. Their outlines are nearly perfectly circular. Eggshell 
fragments have no natural circular character; thus one has to suppose that the 
shape was intentionally produced. Once produced, such beads might have had 
utility as gifts or for barter or display but any such use is secondary, deriving 
from the beads' primary quality of attractiveness. One concludes that the maker 
of the beads or some associate in the community was sensitive to symmetry and 
valued it for its aestheticlhedonic effect. 

The symmetry of handaxes has evoked comment since the early discoveries, 
but here the influence of utility is more uncertain. Some degree of symmetry 
contributes to the utility of the tool, but it has been claimed (e.g. Kohn & 
Mithen, 1999) that in some examples the degree of symmetry goes beyond what 
utility could require. The transition point is discussed in Section 6, Dating; here 
it is assumed simply that at some point the utility-limit is passed and that the 
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record does include some instances of symmetry produced for aestheticlhedonic 
effect, as with the beads. 

3. Pleasure from symmetry --- present-day humans 

A symmetrical object is one in which two or more parts are alike, and in the 
present-day human mind alikeness is a source of pleasure (Humphrey, 1973; 
Fost, 1999). People enjoy rhymes, rhythms, repeated visual patterns, a 
photograph and a matching memory, anything recognized as familiar, two 
similar eddies in a stream, or an eddy seen today and an eddy in memory from 
yesterday. The hedonic effect is usually small, so much so that its presence has 
attracted little attention, but it is widely recognized as present. And a 
physiological conclusion can be drawn: the present-day human brain contains a 
system that has as input two items that are alike and has as output a usually-tiny 
spasm of pleasure. The system is multi-modal or supra-modal, operating across 
sounds, sights and odors at a "high" cortical level (Plailly et al., 2007). It 
operates equally on mental representations constructed from perception or from 
retrievals from memory. 

4. Alikeness and categories 

As mentioned briefly in the Introduction, the basis for most abstract general 
concepts such as weight is a group of instances. It is possible that a few concepts 
of this type are generated by single dramatic events but the great majority of 
concepts are generated by classifying or categorizing. The role of prototypes is 
debatable but for present purposes the role of prototypes does not need to be 
resolved; the point in view here is that pleasure is involved: 

" ... (other animals) do not extract characters for the mere fun of the thing, as 
men do." - William James (1892). 

" ... men ... take pleasure in classificatory activity ... " - Nicholas Humphrey 
(1973). 

ClassifYing, categorizing and forming an abstract general concept are closely 
allied; to classify is to assign items to categories, and the features that the 
objects in a class have in common constitute a concept based on that class (with 
allowance for exceptions and fuzziness). A hominin who sees an eddy in a 
stream today will recall an eddy seen the day before and associate them merely 
for the pleasure involved --- no question of utility applies. And by repetition and 
accumulation, the common features shown by many eddies get reinforced in 
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mind while the accidental features of separate instances get forgotten. By such 
means, a general concept is born with no motivation except pleasure. 

5. A continuum of pleasures 

The overall purpose is to link the shaping of symmetrical artefacts to the 
forming of abstract general concepts, and for this purpose a series is presented: a 
bead's circular symmetry, a handaxe's bilateral symmetry, a neat Y-shaped 
twig, the right and left sides of a leaf, two similar leaves, two similar eddies in a 
stream, one eddy observed and one remembered, or a group of eddies one can 
recall from memory. In a present-day person, all of these yield pleasure and it is 
the same pleasure --- from alikeness --- all down the list. The conclusion is that a 
hominin with an aptitude for enjoying symmetry in physical objects has also the 
aptitude for enjoying the construction of private general concepts in the head. 

[Contrary to the continuity just suggested, it might be pointed out that at one 
end of the putative continuum we are in the material world, whereas at the other 
end we are engaged wholly with non-material mental effects (or material only to 
the extent that any mental process has a neural correlate), and these seem like 
incommensurable realms. But this suggestion fails upon review of the vision 
process. The parts of the vision system close to perceived objects detect edges, 
extents, motions and colors; these raw or low-level effects set in motion a series 
of transformations of the signal into higher-level forms. The high-level process 
in the cortex of "seeing a leaf' is almost as far removed from any physical leaf 
as the process of remembering a leaf. Both lead to mental representations, and 
there is no need to suppose that the hedonic system activated by two 
representations' alikeness is at all affected by the remote regions where the 
representations had their source.] 

6. Dating 

The uncertainties presented by dating are different for the two types of artefact: 
with the earliest-claimed beads there is possible allochthony whereas with 
handaxes there is possible utility. 

A large number of occurrences of ostrich eggshell beads are reviewed by 
d'Errico et al., (2005). They constitute evidence of a tradition dating back to at 
least 40 ka BP but not significantly earlier than that. By contrast, certain beads 
from southern Libya that are similar in material and geometry (Bednarik, 2005, 
2008) are described by Ziegert (1998) as associated with Acheulean material. 
Such an isolated occurrence is suspect unless confirmed; the beads themselves 
have not been dated and the association might be due to some post-Acheulean 
disturbance of material. But an Acheulean date for symmetry in beads is not 
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inconsistent with evidence from handaxes if handaxe symmetry can be accepted 
as aestheticlhedonic. 

Utility in handaxes is of two forms: handaxes have primary utility as tools 
and secondary utility for display, barter or as gifts. But the latter is termed 
secondary because it derives from a primary quality in the object: the object 
must be attractive or admirable to serve these functions. Handaxes are thus 
created to be either attractive or merely serviceable. Experiments such as those 
of Machin et al. (2007) tend to show that only a low degree of symmetry is 
needed for effectiveness as a tool, and thus suggest that if a high degree of 
symmetry is seen an aesthetic effect was intended; and Acheulean handaxes 
have constantly earned comment on their symmetry. These considerations 
reduce the extent to which the Libyan beads constitute an anomaly, though the 
beads' age remains precarious and in need of further study. 

7. Discussion 

The evolution of language is like a braided river, both long and broad with many 
interweaving channels. Within this big picture the pleasure-effect described 
above is strictly limited in occurrence but possibly critical nonetheless, as 
follows. 

The scenario envisaged is alive with hominins already using language --­
possibly song-like, possibly holophrastic. They direct one another's attention, 
express moods, issue commands etc. Their speech has utility both practical and 
social: it helps to get things done and fosters social wellbeing. Its use brings 
rewards --- successful cooperations (including mating), enhanced status etc. --­
but these are external rewards, in contrast to the internal reward induced in 
humans by alikeness. (Certain non-humans, e.g. bower-birds, appear alert to 
alikeness but here again the reward may be external.) With such a scenario in 
view, of flourishing speech about the here-and-now, one may ask what might 
prompt excursions into the abstract. 

First example: a hominin is likely at some time to see a fire's smoke and a 
patch of mist or cloud at the same time. He or she may then get pleasure from 
noting that both are diffuse, and thus begin to construct concepts such as diffuse 
and perhaps ephemeral. These have no immediate use but help language to 
escape from the bounds of utility. 

Second example: suppose a hominin Alpha helps Beta on two occasions. The 
occasions may differ in every respect except that on both occasions Alpha was 
helpful. The episodes may influence Beta's future actions directly, but in 
addition Beta may contemplate the feature that the occasions had in common, 
purely for the pleasure of it. Eventually, perhaps in an effort at coalition­
building, Beta wishes to indicate Alpha's character to a third member. Thus, 
after being formed, the concept helpful turns out to have utility --- but it is 
pleasure, not utility, that engenders the concept in the first place. 
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[A good memory for instances of helpfulness etc. is adaptive and over many 
generations could permeate a population regardless of pleasure. But pleasure 
and consequent categorizing greatly accelerate the process (Johnston, 1999, 
2003)]. 

Third example: evolution of syntax depends on conserving the structure of 
utterances across content. Even in communication about concrete particulars, 
ambiguity is diminished by word-order conventions, by having the structure of 
one sentence match the structure of another. Again Johnston's (1999) point 
carries weight: the spread of a behavior such as making sentence-structures 
match is greatly accelerated if emotional valence, an internal reward, is attached. 

Contrary to the above examples and reverting to the big picture, great 
quantities of categorizing are done not in the Steels-Tallerman manner (Hamad, 
2005). But the examples illustrate moments when the Steels-Tallerman process 
runs, with pleasure-from-alikeness as the motivation, and such moments may 
have been pivotal in liberating language into the realm of the imaginative. 

8. Conclusion 

The symmetry of some beads and handaxes suggests that the makers or 
associates in their communities valued symmetry on aestheticlhedonic grounds. 
In present-day people, stimuli yielding this type of hedonic response form a 
continuum that runs from tangible symmetrical objects to intangible pairings or 
matchings of abstract representations in the head --- for example, memories of 
two eddies in a stream seen on separate previous days . From this behavior in the 
present it is concluded that the bead and axe makers were apt to enjoy 
composing groups of items that had features in common, purely for the internal 
reward. And such groups are the basis for abstract concepts such as ripeness, as 
opposed to particular items such as this apple. Forming such abstract general 
concepts is an essential step forward from a language tied to particulars to a 
language with the unlimited potential seen today; and the artefacts suggest 
(subject to confirmation) that this step may have been taken, at least privately in 
the minds of some individuals, as early as Acheulean time. The timing remains 
uncertain, but the inference from utility-free symmetry (whenever established) 
to the enlargement of language is particularly direct. 
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Understanding language evolution in tenns of cultural transmission across generations of 
language users raises the possibility that some of the processes that have shaped language 
evolution can also be observed in historical language change. In this paper, we explore 
how constraints on production may affect the cultural evolution of language by analyzing 
the emergence of the Romance languages from Latin. Specifically, we focus on the 
change from Latin's flexible but OV (Object-Verb) dominant word order with complex 
case marking to fixed SVO (Subject-Verb-Object) word order with little or no noun 
inflections in Romance Languages. We suggest that constraints on second language 
learners' ability to produce sentences may help explain this historical change. We 
conclude that historical data on linguistic change can provide a useful source of 
infonnation relevant to investigating the cognitive constraints that affect the cultural 
evolution oflanguage. 

1. Introduction 

If language has evolved primarily through cultural transmission (e.g., 
Christiansen & Chater, 2008), then language evolution and language change 
may not be clearly distinct in a theoretical sense. Rather, it may be expected that 
the processes proposed to underlie patterns of historical language change (e.g., 
grammaticalization) also have been at play across the longer timescale of 
language evolution (e.g., Heine & Kuteva, 2009). Thus, diachronic change may 
be construed as a microcosm of language evolution and potentially provide a 
rich source of data to illuminate potential constraints on linguistic adaptation. 

In this paper we ask: Are there diachronic data on language change that 
indicate that constraints on human cognition have shaped language on a 
historical time scale? To answer this question, we consider as a case study the 

26 



27 

Figure l, The freQuencies of different word orders in Latin (based on Pinkster, 1991 :72), 

change from Latin to the Romance Languages, focusing on how limitations 011 

production may affect linguistic adaptation. We sketch an account that 
highlights production as one of the multiple cognitive cunstraints influencing 
historical language change. This account highlights the sequencing problems a 
second language (L2) learner faces when prodtlCing a sentence. Finally, we 
broaden our discussion of the mutual relationship bet\vcen L2 acquisition and 
language evolution beyond Latin and the Roman languages to English and 

Chinese. Together, these observations corroborate our suggestion that historical 

language change may be construed as linguistic adaptation to cognitive and 

social constraints. 

2. The Diachronic Change from l,atin to the Romance Languages 

Taking the development of Latin towards modern Romance languages as an 
example of linguistic adaptation, we concentrate on simple transitive sentem:es 

because they can be considered the neutral prototype of other more complicated 
constructions (Slobin & Bever, 1982). There are two interesting changes to this 
sentence type occuning in the time span between Latin (~500 Be - AD 5(0) 

and recent Romance languages: 

L While Latin had II, seven case system, an subsequent Romance 

languages use fewer cases. 
ii. The word order in simple transitive sentences has changed from 

OV (foremost realized in SOY and OSV) to SVO. 

Consider for example the following aphorism by VergH: 

(1) Fata viam inwmient 
filte-NOM-PL way-ACe-SG find-3p-PL-PRE-ACT 

(2) Iiatt trovano una via (direct Italian translation) 

Latin makes use of the accusative marker to indicate who finds whom:fata via­
lll, but in Italian the marker has vanished and the problem of assigning thematic 
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roles is solved by using a strict SVO word order. The nature of the change in 
word order has been the subject of some debate among specialists of Romance 
languages (e.g., Pinkster, 1991; Lee, 2002; Salvi, 2004). We therefore tabulated 
the number of sentences with different {S,O,V} ordering in simple declarative 
sentences. Using the two complete sets of counts from the classical period 
(Caesar and Petronius) and the later Peregrinatio (AD 400) from Pinkster 
(1991), we obtained the distribution shown in Figure 1. As Pinkster notes, S 
preferably takes initial position and ° precedes V more often than the other way 
around. This displays the OV pattern as predominant, albeit in a flexible system. 
In contrast, modem Romance languages are widely assumed to have a clear 
predominance of SVO word order (Harris 1988; Lee, 2000; Salvi, 2004). For 
example, Slob in and Bever (1982) report word order frequency data for Italian 
indicating a clear predominance ofSVO sentences (adults: 82% SVO, 2% SOY, 
o % OSV; children: 72% SVO, 1% SOY, 1 % OSV). Thus, usage of the OV 
patterns has declined to a minimum in Romance languages, such as Italian. 

3. Production Constraints as a Source of Language Change 

Past work investigating how cognitive constraints may shape language change 
has primarily focused either on limitations on learning (e.g., Polinksy & Van 
Everbroeck, 2003) or parsing (e.g., Hawkins, 2004). Because comprehension 
can typically be accomplished by integrating partial information, whereas 
production requires specifying the complete utterance, we suggest that the latter 
may cause more problems for L2 learners and therefore become a factor in the 
shaping of languages with many non-native speakers .. Consider the diagram in 
Figure 2, illustrating the complex dependency relationships within the previous 
Latin sentence in (1). Subject agreement information has to 'bypass' the direct 
object to get to the verb. This is likely to complicate processing further in 
sentences with embedded structures due to memory limitations (Hawkins, 2004). 
Moreover, the information required to inflect the direct object correctly, namely 
the thematic role assigned by the verb, is not given until the end of the sentence. 
Thus, thematic role assignment has to be 'back-projected' from the verb to the 
subject and object, complicating the left-to-right sequencing of words in 
language production. The more complex the sentence, the more complex the role 
assignment becomes. In the example of a ditransitive sentence in (3), the speaker 
already has to assign three roles and therefore inflect two nouns: 
(3) Magister puel/-ae Uhr-um dat 

teacher-NOM-SG girI-DAT-SG book-ACC-SG give-3p-PRE 
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Subject Object Verb 

Number $g. Number 

\ 
Number $g. 

\ 
PI. 

"~ Gender Fem. Gender 

~:~ 
Gender Fem. 

Masc. Masc. 

Neu!.'\.: Neut. Neut.~ 

Case Nom._ Fata Case Person 1. Invenle- nt 
2. ____ 

3. 

Voice active 
(Thematic passive 

Role) 

Person 1. Mood 
2. Tense 
3. Aspect 

Figure 2. SOY with case marking in the Latin sentence Fata viam invenient. 

This complexity contrasts with the much simpler set of dependency 
relationships shown in Figure 3 for the Italian transitive sentence in (2). 
Crucially, all arrows proceed from left to right, except the one assigning the 
thematic role of agent to the subject (mapped onto the voice character of the 
verb)_ But as the subject does not inflect according to the thematic role in Italian 
(at least for proper nouns) this is not a problem. Thus, Italian SVO word order 

Subject Verb Object 

Number 

Gender 

Case 

Person 

!~~ '" NU::'- ~: ~ Number !~.'~ 
Fem. ~ ~der Fem. ~ Gender Fem"'-". 

:::/C71
tat, "'person • :~sc.-/.nocase :ays~aVla 

Ace. "-.. 2. /~ Ace. 
Oa!. 3. Oat. 
Gen. Gen. 

Voice r-active 
1. (Thematic passive Person 1. 
L ~~ L 
L L 

Mood 
Tense 
Aspect 

Figure 3. SVO without case marking in the Italian sentence I fati trovano una via. 
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fits well with a simple left-to-right sequence production mechanism. Obviously 
there is a tradeoff between two constraints within such simple transitive 
sentences. On the one hand, the verb should follow the subject because then the 
information regarding agreement of person and number is available when the 
verb has to be inflected. On the other hand, the verb should precede both subject 
and object to facilitate case marking. Given these constraints, the change from 
Latin OV and case marking of proper nouns to Italian SVO and no case marking 
makes sense for a left-to-right sequencing production system. 

4. Meeting the Needs of Adult L2 Learners of Latin 

Native speakers of Latin would, of course, have been able to learn, process, and 
produce constructions such as {l) and (3) despite their complex dependency 
relationships, just as children are able to understand who did what to whom in 
Turkish, another heavily case-marked language with flexible but OV-biased 
word order (Slobin & Bever, 1982). Therefore we suggest that an important 
pressure toward the simpler dependency relationships found in the Romance 
languages came primarily from adult L2 learners, and only to a smaller extent 
from L1 acquisition. As the Roman Empire grew, (Vulgar) Latin became its 
lingua franca and thus 'recruited' large numbers of non-native speakers. This 
may be seen as a large-scale historical parallel to the change from esoteric to 
exoteric communication, described by Wray and Grace (2007): Whereas the 
former is shaped by children's learning abilities, allowing the existence of 
idiosyncratic regularities that are hard for adult learners to master, the latter is 
tailored to the need for cross-group interactions, oftentimes by adult L2 learners. 
Thus, the problems facing adult L2 learners of Latin SOY (respectively OSV) 
word order and case marking when producing a sentence as sequential output 
may have provided an important pressure towards the Romance SVO without 
case marking. 

But is there evidence that the 'recruitment' of non-native speakers might 
have impacted the structure of Latin? Herman and Wright (2000) describe the 
Latin speech community between 100 Be and 500 AD, suggesting that speakers 
of other languages (e.g., slaves, merchants, inhabitants of the Romanized 
provinces) were continuously integrated into the wider Latin speech community 
on a large scale. This led to the atypical situation in which non-native L2 
learners in many geographical areas outnumbered native speakers of Latin. 
Based on a detailed analysis of changes to Latin's formerly rich case system, 
Herman and Wright argue that the large amount of L2 speakers is likely to have 
shaped Vulgar Latin both in terms of morphology and syntax. The overall result 
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would have been an increasing number of confusions between cases that 
previously had been distinctive: Ablative constructions were replaced by nouns 
with accusative markers and dative was used with prepositions to indicate 
possession instead of the classical genitive. Importantly, for our purposes, 
Hennan and Wright note that (2000: 54), "The accusative was originally used 
for the direct object of a transitive verb, and transitivity itself increased. Many 
verbs in Classical Latin were followed by a noun in the genetive, dative, or 
ablative case, but in Vulgar texts these verbs tend to take an accusative." 
Because the word order in the period of Vulgar Latin still displayed mainly OV 
patterns, the tendency to over-generalize accusative case may be seen as a 
consequence of the difficulty of 'back projecting' thematic roles outlined in 
Figure 2. As a consequence of this ambiguous use of the case markers, the full 
system could no longer be maintained, and it shrank to a minimum. Therefore 
another strategy for solving who did what to whom dependencies was needed 
and emerged in later centuries in the form of a fixed SVO word order. 

5. Possible Effects of L2 Acquisition beyond the Romance Languages 

The claim that fixed SVO word order without case marking should be easier to 
use by L2 learners than flexible OV word order with case marking may appear 
problematic when compared to the typological frequencies of the world's 
languages. Standard typological analyses in tenns of number of languages 

indicate that SOY word order is predominant: SOY 497; SVO 435; VSO 85; 
VOS 26; OVS 9; OSV 4 (Haspelmath et aI., 2005: 330). However, if we look at 
the number of speakers that each language has, then a different picture emerges. 
Figure 4 shows the number of speakers for the twenty most frequently spoken 
languages in the world (SIL Ethnologue online version) and their respective 
word order according to the online version of W ALS (Haspelmath et aI., 2005). 
Adding up the numbers of speakers of these languages, a different pattern 
emerges: roughly 2,390 million speakers of SVO languages against 894 million 
of SOY languages. Even when taking statistical error into account (+1- 25%) 

SVO still outnumbers SOY by far in tenns of number of speakers. 
Strikingly, this predominance of SVO patterns is mainly due to the fact that 

the three most widespread languages: Chinese, English and Spanish are SVO 
languages. Perhaps English and Chinese have also been subject to pressures 
from L2 learners? Although there is much debate over why and when exactly the 
word order changed from SOY or OSV (with tendency to be flexible) in Old 
English to SVO in modern English (see Pintzuk, 1999, for discussion), it is 
nevertheless widely agreed that it changed in this way. In the case of Modern 
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Figure 4. WALS distribution of word order patterns mapped onto SIL counts. 

and Old Chinese, Xu (2006) argues that in earlier periods, Mandarin was a 
typologically "mixed language" because it oscillated between verb-object (VO) 
and object-verb (OV) word orders. However, in a text-count study of written and 
spoken Modem Mandarin, Sun (1996) found that 90% of the syntactic objects 
followed the verb (VO), whereas OV with grammaticalized verb-constructions 
marking agent/patient dependencies only occur in 10% of the sentences, 
pointing to SVO as the dominant word order. When these observations are 
combined with our analysis of Latin, we may speculate that production pressures 
from L2 learners can push OV languages with complex systems of solving who 
did what to whom ambiguities toward a fixed SVO word order with little or no 
additional marking. 

6. Conclusion 

Because there seems to be a tradeoff between strict SVO word order without 
case marking and flexible OV word order with additional morphological 
markers (Greenberg, 1966: Universal 41), it is an interesting fact that all 
Romance languages 'chose' the first strategy to solve ambiguities relating to 
who did what to whom in simple transitive sentences. In this paper, we have 
suggested that this change may be an example of how language adapts to the 
human brain. In particular, the difficulties in determining the relevant 
dependency relationships and generating the appropriate sequence of case­
marked words would make L2 Latin learners prone to errors. L2 production 
pressures may furthermore have played a role in the similar shift from a 
relatively flexible word order to fixed SVO in English and Chinese, both of 
which have historically recruited a large number ofL2 speakers. More generally, 
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our analyses suggest that historical language change can be used as a source of 
data for understanding the kind of constraints that may have shaped linguistic 
adaptation over evolutionary time. 
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theory." 
Turning to the first question, why should there be any languages at alJ, ap­

parently an autapomorphy? Apparently, until very recently in evolutionary time, 
the question would not have arisen: there were no languages. There were, of 
course, plenty of animal communication systems. But they are alJ radicalJy dif­
ferent from human language in structure and function. Human language does not 
even fit within the standard typologies of animal communication systems - Marc 
Hauser's, for example, in his comprehensive review of the evolution of commu­
nication. It has been conventional to regard language as a system whose function 
is communication. This is indeed the widespread view invoked in most selection­
ist accounts of language, which almost invariably start from this interpretation. 
However, to the extent that the characterization has any meaning, this appears 
to be incorrect, for a variety of reasons which we wilJ outline in this talk. Lan­
guage can of course be used for communication, as can any aspect of what we do: 
style of dress, gesture, and so on. And it can be and commonly is used for much 
else. StatisticalJy speaking, for whatever that is worth, the overwhelming use of 
language is internal - for thought. 

To answer the origins question we must thus consider the special properties of 
language. The most elementary property of our shared language capacity is that it 

"This represents joint work with N. Chomsky and P. Niyogi. 
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enables us to construct and interpret a discrete infinity of hierarchically structured 
expressions: discrete because there are 5 word sentences and 6 word sentences, 
but no 5 and 1/2 word sentences; infinite because there is no longest sentence. 
Language is therefore based on a recursive generative procedure that takes ele­
mentary word-like elements from some dictionary store, call it the lexicon, and 
applies repeatedly to yield structured expressions, without bound. To account for 
the emergence of the language faculty - hence for the existence of at least one 
language - we have to face two basic tasks . One task is to account for the "atoms 
of computation," the lexical items - commonly in the range of 30-50,000. The 
second is to discover the computational properties of the language faculty. This 
latter task in tum has several facets: we must seek to discover the generative pro­
cedure that constructs infinitely many expressions in the mind, and the methods 
by which these internal mental objects are related to two interfaces with language­
external (but organism-internal) systems: the system of thought, on the one hand, 
and also to the sensorimotor system, thus externalizing internal computations and 
thought. This is one way of reformulating the traditional conception, at least back 
to Aristotle, that language is sound with a meaning. 

Various kinds of generative procedures have been explored in the past 50 
years. One 

1950s and since extensively employed. The ap­
proach made sense at the time. It fit very naturally into one of the several equiv­
alent formulations of the mathematical theory of recursive procedures - Emil 
Post's rewriting systems - and it captured at least some basic properties of lan­
guage, such as hierarchic structure and embedding. Nevertheless, it was quickly 
recognized that phrase structure grammar is not only inadequate for language but 
is also quite a complex procedure with many arbitrary stipulations, not the kind of 
system we would hope to find, and unlikely to have emerged suddenly. 

Over the years, research has found ways to reduce the complexities of these 
systems, and finally to eliminate them entirely in favor of the simplest possible 
mode of recursive generation: an operation that takes two objects already con­
structed, call them X and Y, and forms from them a new object that consists of the 
two unchanged, hence simply the set with X and Y as members. Provided with 
conceptual atoms of the lexicon, this operation, iterated without bound, yields an 
infinity of hierarchically constructed expressions. If these can be interpreted by 
conceptual systems, the operation provides an internal "language of thought." 

Insofar as it is correct, the evolution of language will reduce to the emergence 
of this operation, the evolution of conceptual atoms of the lexicon, the linkage to 
conceptual systems, and the mode of externalization. Any residue of principles 
of language not reducible to this operation and optimal computation will have to 
be accounted for by some other evolutionary process - one that we are unlikely 
to learn much about, at least by presently understood methods, as Lewontin 1998 
notes. 
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Notice that there is no room in this picture for any precursors to language -
say a language-like system with only short sentences. There is no rationale for 
postulation of such a system: to go from seven-word sentences to the discrete 
infinity of human language requires emergence of the same recursive procedure 
as to go from zero to infinity, and there is of course no direct evidence for such 
"protolanguages." Similar observations hold for language acquisition, despite ap­
pearances, a matter that we put to the side here. 

Crucially, this operation yields the familiar displacement property of language: 
the fact that we pronounce phrases in one position, but interpret them somewhere 
else as well. Thus in the sentence "guess what John is eating," we understand 
"what" to be the object of "eat," as in "John is eating an apple," even though it 
is pronounced somewhere else. This property has always seemed paradoxical, a 
kind of "imperfection" of language. It is by no means necessary in order to capture 
semantic facts, but it is ubiquitous. It surpasses the capacity of phrase structure 
grammars, requiring that they be still further complicated with additional devices. 
But it falls within the notion of a single operator building hierarchical objects, 
automatically. 

To see how, suppose that the operation has constructed the mental expression 
corresponding to "John is eating what." A larger expression can be constructed by 
the hierarchical combinator in two ways: one can add something from within the 
expression, so as to form "what John is eating what"; and one can add something 
new, yielding "guess what John is eating what." That carries us part of the way 
towards displacement. In "what John is eating what," the phrase "what" appears 
in two positions, and in fact those two positions are required for semantic inter­
pretation: the original position provides the information that "what" is understood 
to be the direct object of "eat," and the new position, at the edge, is interpreted as 
a quantifier ranging over a variable, so that the expression means something like 
"for which thing x, John is eating the thing x." 

These observations generalize over a wide range of constructions. The results 
are just what is needed for semantic interpretation, but they do not yield the objects 
that are pronounced in English. We do not say "guess what John is eating what," 
but rather "guess what John is eating," with the original position suppressed. That 
is a universal property of displacement, with minor (and interesting) qualifica­
tions that we can ignore here. The property follows from elementary principles of 
computational efficiency. In fact, it has often been noted that serial motor activity 
is computationally costly, a matter attested by the sheer quantity of motor cortex 
devoted to both motor control of the hands and for oro-facial articulatory gestures. 

To externalize the internally generated expression "what John is eating what," 
it would be necessary to pronounce "what" twice, and that turns out to place a 
very considerable burden on computation, when we consider expressions of nor­
mal complexity and the actual nature of displacement. With all but one of the 
occurrences of "what" suppressed, the computational burden is greatly eased. The 
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one occurrence that must be pronounced is the most prominent one, the last one 
created: otherwise there will be no indication that the operation has applied to 
yield the correct interpretation. It appears, then, that the language faculty recruits 
a general principle of computational efficiency for the process of externalization. 

The suppression of all but one of the occurrences of the displaced element 
is computationally efficient, but imposes a significant burden on interpretation, 
that is parsing, hence on communication. The person hearing the sentence has 
to discover the position of the gap where the displaced element is to be in­
terpreted. That is a highly non-trivial problem in general, familiar from pars­
ing programs. There is, then, a conflict between computational efficiency and 
interpretive-communicative efficiency. Universally, languages resolve the conflict 
in favor of computational efficiency. These facts at once suggest that language 
evolved as an instrument of internal thought, with externalization a secondary 
process. There is a great deal of evidence from language design that yields similar 
conclusions; so called "island properties," for example, that block the displace­
ment of elements that are "too far" from their original source, assisting parsing 
by forcing computation to be local; e.g., in "what did the man who bought read", 
"what" has been displaced from within the phrase "the man who bought what", 
and this is blocked. 

There are independent reasons for the conclusion that externalization is a sec­
ondary process. One is that externalization appears to be modality-independent, 
as has been learned from studies of sign language in recent years. The structural 
properties of sign and spoken language are remarkably similar. Additionally, ac­
quisition follows the same course in both, and neural localization seems to be 
similar as well. That tends to reinforce the conclusion that language is optimized 
for the system of thought, with mode of externalization secondary. 

Note further that the constraints on externalization holding for the auditory 
modality also appear to hold in the case of the visual modality in signed languages. 
Even though there is no physical constraint barring one from 'saying' with one 
hand that "John likes ice-cream" and "Mary likes beer" with the other hand, nev­
ertheless it appears that one hand is dominant throughout and delivers sentences 
(via gestures) in a left-to-right order in time, linearized as in vocal-tract external­
ization, while the non-dominant hand adds markings for emphasis, morphology, 
and the like. Indeed, it seems possible to make a far stronger statement: all re­
cent relevant biological and evolutionary research leads to the conclusion that the 
process of externalization is secondary. This includes the recent and highly publi­
cized discoveries of genetic elements putatively involved in language, specifically, 
the FOXP2 regulatory (transcription factor) gene. FOXP2 is implicated in a highly 
heritable language defect, so-called 'verbal dyspraxia.' Since this discovery it has 
been intensely analyzed from an evolutionary and comparative standpoint, with 
small amino acid differences between the human variant and other primates and 
non-human mammals posited as the target of recent positive natural selection, per-



38 

haps concomitant with language emergence (Fisher et aI., 1998; Enard et aI., 20021 
and with similarities between those same two amino acids in humans and Nean­
dertals also suggested as possibly significant with respect to language (Krause et 
aI., 2007.) 

However, we might ask whether this gene is centrally involved in language 
or, as now seems more plausible, is part of the secondary externalization process 
(or, in. Recent discoveries in birds and mice over the past few years point to 
an "emerging consensus" that this transcription factor gene is not so much part 
of a blueprint for internal syntax, the narrow faculty of language, and most cer­
tainly not some hypothetical 'language gene' (just as there no single genes for eye 
color or autism) but rather part of regulatory machinery related to externalization 
(Vargha-Khadem 2005; Groszer, et aI. 2008; Geschwind et aI, 2009, the latter 
an attempt to find the downstream targets regulated by FOXP2.). Taken together, 
it seems that FOXP2 aids in the development of serial fine motor control or its 
planning, oro-facial or otherwise: the ability to literally put one 'sound' or 'ges­
ture' down in place, one point after another in time. In this respect it is worth 
noting that members of the KE family in which this genetic defect was originally 
isolated exhibit a quite general motor dyspraxia, not localized to simply their oro­
facial movements. 

If this view is on the right track, then FOXP2 is more akin to the blueprint 
that aids in the construction of a properly functioning input-output system for a 
computer, like its printer, rather than the construction of the computer's central 
processor itself. From this point of view, what has gone wrong in the affected 
KE family members is thus something awry with the externalization system, the 
"printer," not the central language faculty itself. If this is so, then the evolution­
ary analyses suggesting that this transcription factor was under positive selection 
approximately 100,000 years ago (in itself arguable) could in fact be quite incon­
clusive about the evolution of the core components of the faculty of language, 
syntax and the mapping to the "semantic' (conceptual-intensional) interface. It 
is challenging to determine the causal sequence: the link between FOXP2 and 
high-grade serial motor coordination could be regarded as either an opportunis­
tic pre-requisite substrate for externalization, no matter what the modality, as is 
common in evolutionary scenarios, or the result of selection pressure for efficient 
externalization 'solutions' after the hierarchical combinator arose. In either case, 
FOXP2 becomes part of a system extrinsic to core syntax/semantics. 

It may well be of course that the externalization link is more indirect and sub­
tle: that FOXP2 helps to build part of the input-output system for vocal learning 
where one must externalize and then re-internalize songllanguage - sing or talk 
to oneself. This would remain a way to 'pipe' items in and out of the internal sys­
tem, and serialize them, possibly a critical component to be sure, in the same sense 
that one might require a way to print output from a computer. There is suggestive 
evidence that this is the case. We will examine one case from that of bird song and 
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its metrical or rhythmic structure, relating this to the basic combinatorial opera­
tion. A second line of evidence follows from the work done by Carol Chomsky 
several decades ago on the Tadoma method used by deaf-blind individuals to ac­
quire language from simply feeling the external vibrations of the cheek and vocal 
cords (eg, Helen Keller). Evidently, adult-like language mastery is possible even 
under such deprived conditions as long as there has been some exposure to actual 
language input before age 1-1.5. (The precipitating cause of their medical con­
dition is generally childhood encephalitis.) If there is no prior language exposure 
whatsoever - they become deaflblind before age 1 - then such individuals are 
never able to acquire language. 

An individual with this new combinatorial capacity would have had many ad­
vantages: capacities for complex thought, planning, interpretation, and so on. The 
capacity would be partially transmitted to offspring, and because of the selective 
advantages it confers, it might come to dominate a small breeding group, though 
as with all such novel mutations, there is an issue about how an initially small 
number of copies of such an allele might survive, despite a large selective advan­
tage. In any case, when the beneficial mutation has spread through the group, 
there would be an advantage to externalization, so the capacity would be linked 
as a secondary process to the sensorimotor system for externalization and inter­
action, including communication as a special case. It is not easy to imagine an 
account of human evolution that does not assume at least this much, in one or an­
other form. Any additional assumption requires both evidence and rationale, not 
easy to come by. 

Most alternatives do in fact posit additional assumptions, grounded on the 
language as communication viewpoint, presumably related to externalization as 
we have seen. In a recent survey Szamad6 and Szathmary (2006) list what they 
consider to be the major alternative theories explaining the emergence of human 
language: these include: (1) language as gossip; (2) language as social groom­
ing; (3) language as outgrowth of hunting cooperation; (4) language as outcome 
of 'motherese'; (5) sexual selection; (6) language as requirement of exchanging 
status information; (7) language as song; (8) language as requirement for tool 
making or the outcome of toolmaking; (9) language as an outgrowth of gestural 
systems; (10) language as Machiavellian device for deception; and finally, (11) 
language as 'internal mental too\" 

Note that it is only this last theory, language as internal mental tool, that does 
not assume, explicitly or implicitly, that the primary function of language is for 
external communication. But this leads to a kind of adaptive paradox, since ani­
mal signaling ought to then suffice. Szamad6 and Szathmary note: "Most of the 
theories do not consider the kind of selective forces that could encourage the use 
of conventional communication in a given context instead of the use of 'tradi­
tional' animal signals ... thus, there is no theory that convincingly demonstrates a 
situation that would require a complex means of symbolic communication rather 
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than the existing simpler communication systems" (2006:559). They further note 
that the language-as-mental-tool theory does not suffer from this defect. However, 
they, like most researchers in this area, do not seem to draw the obvious inference 
but instead maintain a focus on externalization and communication. 

Proposals as to the primacy of internal language - similar to Harry Jerison's 
observation (1973) about language as an "inner tool" - have also been made 
by eminent biologists. At an international conference on biolinguistics in 1974, 
Nobel laureate Salvador Luria was the most forceful advocate of the view that 
communicative needs would not have provided "any great selective pressure to 
produce a system such as language," with its crucial relation to "development of 
abstract or productive thinking." The same idea was taken up by Francois Jacob, 
who suggested that "the role of language as a communication system between in­
dividuals would have come about only secondarily ... The quality of language that 
makes it unique does not seem to be so much its role in communicating directives 
for action" or other common features of animal communication, but rather "its 
role in symbolizing, in evoking cognitive images," in molding our notion of real­
ity and yielding our capacity for thought and planning, through its unique property 
of allowing "infinite combinations of symbols" and therefore "mental creation of 
possible worlds." 

Investigation of language design can yield evidence on the relation of language 
to the sensorimotor system and thought systems. As noted, there is mounting ev­
idence to support the natural conclusion that the relation is asymmetrical in the 
manner illustrated in the critical case of displacement. Externalization is not a 
simple task. It has to relate two quite distinct systems: one is a sensorimotor sys­
tem that appears to have been basically intact for hundreds of thousands of years; 
the second is a newly emerged computational system for thought. We would ex­
pect, then, that morphology and phonology - the linguistic processes that convert 
internal syntactic objects to the entities accessible to the sensorimotor system -
might turn out to be quite intricate, varied, and subject to accidental historical 
events. Parameterization and diversity, then, would be mostly - possibly entirely 
- restricted to externalization resulting from complex and highly varied modes of 
externalization, which, furthermore, are readily susceptible to historical change. 

This leads directly to our second salient question, why are there seemingly so 
many languages - why is there a Tower of Babel, with languages clumped into 
types? Instead we find that sometimes language groups can stably co-exist; at 
other times they may change, often quite rapidly. The solution to this variation 
problem turns out to be precisely the same as in modern evolutionary biology: the 
interaction of a particulate system of inheritance from generation to generation, 
sometimes imperfect, within a system that internally admits a limited range of 
possibilities. As with biological organisms, language variation does not admit in­
finitesimally fine gradations: we saw one example earlier, that of the 'head-first', 
'head-final' property of languages that distinguishes, e.g., English from Japanese 
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or Gennan, so that we say 'eat apple' as opposed to 'apple eat'. Internally - how­
ever language is engaged as a mental tool - there is no need to distinguish among 
these different linear orders, which is a property forced by the externalization sys­
tem of speech or gesture. Evidently one of the 'solutions' to the externalization 
problem is to choose one order or another. 

In research covering the past 15 years, Partha Niyogi and I have shown that 
this provides the basic ingredients for setting up a dynamical system model for lan­
guage evolution and change in a population framework, exactly as in evolutionary 
biology. The idea is to move away from the conventional view that language is 
to be thought of as externalization in an "idealized, homogeneous speaker-hearer 
community." This change in point of view should be emphasized. At least from 
the seminal work of Gold (1967), there has been a tradition of inquiry into compu­
tational models of language acquisition, where a learner acquiring a target gram­
mar from its linguistic experience interacts with speakers of this grammar, gener­
ally positing that this experience is consistent with a single target grammar. Such 
models assume an idealized, homogeneous speaker-hearer popUlation. We have 
now revised this: First, learning occurs in a population setting with potential vari­
ation in the attained grammars or languages of its members. Second, language 
acquisition is the mechanism by which language is transmitted from the speakers 
of one generation to the next. We call this newer fonnulation the population view 
of language acquisition and change, and the resulting models "Social Learning" 
or SL models. Here each learner is exposed to data from multiple individuals in 
a community. When individuals learn from a single source, the evolutionary dy­
namics that results is necessarily linear, leading to a single stable equilibrium from 
all initial conditions, and it can be shown that this is insufficient to model either 
the dynamics of stable language systems or the dynamics of language change. In 
contrast, in SL models the dynamics is potentially nonlinear. Bifurcations -like 
the freezing of water into ice - arise only in SL models. These are linguistically 
interpretable and as described below provide a new kind of explanatory construct 
for the patterns of rapid change often observed in historical linguistic change. The 
fixed points of these systems correspond to externally observable possible patterns 
oflanguage change, e.g., historical changes in English, with the fixed points being 
the "end points" of possible language systems. 

Returning to the two initial salient questions, we now have at least some sug­
gestions - reasonable ones we think - about how it came about that there is even 
one language, and at the same time why languages can appear to vary so widely 
and still clump into stable groups - the latter a reflection of the fixed points pos­
sible in a system grounded on the transmission of language from one generation 
to the next as described above. The outcomes appear to be highly diverse, but they 
have an essential unity, reflecting the fact that humans are in fundamental respects 
identical, just as they are all part of the same biological tree of life, a conclusion 
that might well have found favor with Darwin himself. 
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Human language is the result of a cascade of consequences from an initial mutation 
which provided a new "representational" capacity to some mirror neurons. This initial 
mutation has high evolvability. The mutation coincidentally allowed representations of 
the two substances of signs to meet in human brains, thus accounting directly for signs. 
Recursivity is a result of the self-organization triggered by the choatic system that 
emerged from this system of signs. 

I. Introduction 

Inquiry into the origin of language must explain why it took the form that it did. 
There are numerous structural properties which are attributed to language. It 
would be a formidable task to look at hundreds of properties in the light of the 
origin of language. I investigate two properties for which there is a very broad 
consensus among scholars: saussurean signs and type-recursion (the embedding 

of a phrase of type X into a phrase of type X). If we can explain why language 
evolved with these two basic properties, we are heading in the right direction. 

2. Language as a neurological side-effect 

Language seems to have evolved to fit some kind of communication or thought 
process, because that is how we often use language today. So the fit corresponds 
to what we do with language, an unsurprising panglossian conclusion. However, 
the human brain did not evolve for these functions. The emergence of language 
is a side-effect of a new kind of neuron. 

There is a crucial distinction between humans and other primates which has 
recently been discovered and which informs us on what evolution did to make 
the human brain language ready. The difference is not in the brain plan (Deacon 
2003): it is in the way some human mirror neurons function. Recent comparative 
studies on mirror neurons show that these "elementary particles" differ In an 
important way in the brain of humans and in the brain of other primates. 
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Some human mirror neurons get activated in absentia: humans do not have 

to see or hear an action for these neurons to react. Thus, Meltzoff et Moore 
(1997) observed that infants spontaneously correct their erroneous imitations of 
facial expressions. Moreover, infants imitate absent actions, that is, actions 
previously, but not currently, observed. Monkeys, on the other hand, merely 
replicate what is immediately perceptible. Also, Gallese (2003) argues that the 

simulation processes occurring during motor imagery in humans are different: 
they are triggered by an internal event. This indicates that the "resonance" 
mechanism has gained sophistication in humans compared to monkeys. Brain 
imaging reveals that the human brain has intra-representational systems (IRS) of 
neurons which can "represent" internal events, i.e., brain activations which are 
triggered by representations of events instead of events themselves, and which 
produce representations of events with no brain-external realization (Iacoboni et 
al. 2004; Jacob & Jeannerod 2004). This intra-representation is fundamental to 
Hurley's simulationist view that the same neuronal system one uses in one's 
own actions is also used off line to understand similar observed actions. She 
shows "how layered mechanisms of control, mirroring, and simulation can 
enable distinctively human cognitive capacities for imitation, deliberation, and 
mindreading" (Hurley 2008: I). Crucially, these IRSs which encode non­
realized goals are unique to humans (Rizzolatti 2005, Hurley 2008). This sets 
the stage for language, more precisely, for the core elements of language: signs. 

3. A sign is born 

IRSs are structures and mechanisms for active perception (Hurley 2008). This is 
a typical instance where a small mutation brought about complex phenotypic 

changes. I hypothesize that these neurological systems are what makes language 

possible: they provide the mechanisms for the saussurean sign to emerge. 
In order to have signs, there has to be a way for elements of the conceptual 

and perceptual substances to meet in the brain. IRSs provided our ancestors with 
stable and productive mental representations that enable this linking. A 
linguistic sign is a relation between a representation of a perceptual element (the 
signifiant) and a representation of a conceptual element (the signifie). The key to 
the emergence of signs is therefore to have a way for this relation to take place 
in the brain. The central question is in which way exclusive to humans the vocal 
phenomenon enters into the brain. The answer is provided by the recently 
uncovered biological properties of the human brain pertaining to the IRSs. 

IRSs explain how a vocal element could take on the function of signifiant. 

A vocal element activates an IRS. This IRS creates a representation of that vocal 
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element in the brain. Perceptive and motoric elements are already brain-internal, 
but as categorial systems linked with brain-external elements. IRSs crucially 
provide the additional possibility to process these perceptual and motoric 
elements off-line in the brain, detached from the external world. Once a vocal 
element is "mentalized" in this way, it can be subjected to meta-representational 
processes. In particular, the vocal element can be linked to a meaning because 
IRSs give these dissimilar elements a similar nature which makes the linking 
possible. I claim that it is this particular property of human brains that makes 
signs possible, and predict that tests will reveal that the storage, production and 
understanding of signs depend on the activation of particu lar IRSs. 

IRSs provide a plausible and testable explanation for the emergence of the 
linguistic sign. The human specificity of these IRSs explains why we have signs 
and other animals don't. We do not have a brain that "has" language (in the 
sense of innate principles and parameters of a Universal Grammar) but instead a 
language-ready brain with neurons unique to our species (IRS) that provide us 
with a qualitatively different memory. This system took on this other function of 
linking percepts and concepts after it was in place, as a side-effect. 

Signs have very low evolvability. As Bickerton (2009) indicates, it is very 
unlikely that they evolved from an animal communication system, because the 
system would have to go through three concurrent transitions: it would have to 
be decoupled from situations, from current occurrence, and from the limbic 
system. Since syntax and semantics depend on words, and morphology and 
phonology "build" words, they may all be not evolvable. We face a paradox. On 
the one hand, the faculty of language seems to be an implausible trait for a living 
organism if we apply evolvability conditions directly to language as a complex 
system or as having certain functions for communication or organizing thought. 
On the other hand, language exists with all these components. 

The solution to the paradox is to look for evolvability not at the functional 
level, but at the subpersonal level of the neurological substance. Only at that 
level can we determine the specifications that a biological organism has to meet 
to have a system with the properties that we observe in human language. IRSs 
have high evolvability because they are in continuity with the mirror neuron 
systems which are found in the brain of other primates: IRSs are off-line 
activations of such systems in essentially the same parts of the brain. 

Arbib (2004) proposes the following evolutionary progression towards 
intra-representational neuronal systems. First, precursor systems for grasping 
evolved to provide the subtle visual feedback needed for the control of dexterous 
hand movements, allowing the organism to evaluate its progress towards some 
goal and correct its movement accordingly. The second stage was a mirror 
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system resting on the organism's ability to map its body on (or from) that of 
another, and recognize which action that organism is conducting. Finally came a 
capacity for imitation, i.e., to go from recognizing a novel action by another to 
adding the action to its repertoire by means of a representation of it: the 
organism can achieve the observed goal by some coordinated control program 
abstracted from the observed pattern of movement. Each of these steps has high 

evolvability. Moreover, as Deacon (2008) observes, the size and the 
concomitant increase in regional differentiation of cerebral cortex are 
evolvability features of human brains which result in more afferent axons 
projecting to a greater number of regions in the cortex. This allows more intra­
brain interactions, and so enhances the evolvability of IRSs which are triggered 
by other "brain events" instead of external events. 

This continuity at the subpersonal level contrasts with the discontinuity 
which IRSs produce at the functional level: their new representational capacity 
had the side-effect that percepts and concepts could meet through their 
representations, and this got language started by allowing the formation of 
signs/words. The innovation of language greatly increased functional 
complexity, but (contra Deacon 2008) the transition to words did not necessitate 
a relaxation of selection in order to decouple ACSs from situations, current 
occurrence, and the limbic hard-wiring. Words are not the result of a decoupling 
but of an override. Vocalizations did not get decoupled from the limbic system 
so that they could be used symbolically. Instead, some vocalizations tied to the 
limbic system (and others if there were any) became represented in the IRS and 
it is these representations that took on the role of signifiant, leaving the limbic 
system generally intact. 

4. The epigenetic factor: self-organization due to building materials 

Once signs emerge, they quickly proliferate and self-organization kicks in, 
deriving the apparent complexity of language. As in the case of other biological 
systems, IRSs are complemented by epigenetic self-organizing constraints 
which emerge from interactions of properties of building materials which limit 
adaptive scope and channel evolutionary patterns (Jacob 1982). Since the 
representation of any percept can potentially be linked to the representation of 
any concept, there are innumerable possibilities. Therefore, IRSs introduce a 
new chaotic system in the brain. As in other chaotic situations, chance meetings 
are progressively amplified by material properties and result in c1usterings, in 
order out of chaos. For instance, out of the chaotic passages of termites, 



46 

concentration points are created by chance droppings: these points become more 
important as they attract more passages, and the outcome is termite mounds with 
complex structures (Prigogine & Stengers 1984). 

In language, the potential chaotic dispersions of arbitrary signs are 
constrained by material constraints which restrict the linguistic sign system in a 
way that maximizes contrastive dispersion. 

4.1. Contrastive dispersion o!percepts and combinatorial phonology 

Vocal percepts cluster in a few particular "hot spots" among the innumerable, 
chaotic possibilities we can produce and perceive. As in other chaotic systems, 
the c1usterings depend on frequency and accumulation, which result from ease 
of production and distinctness of perception. Thus certain vocalizations are 
easier to pronounce and require less energy: this is likely to favor their use and 
increase their frequency (Lindblom 1992). Also, the human perceptual systems 
set upper bounds on the distinctions which we can perceive or produce as 
signifiants. Nowak et al. (1999) found that the demands of discriminability (as 
well as memory and time to learn) constrain the system to a fairly small set of 
signals. Oudeyer (2005) shows in simulations that canalisation by the vocal tract 
and general acoustic theory define eight discrete regions of a tube like the vocal 
tract which afford greatest acoustic contrast for least articulatory effort, and 
these correspond to places of articulation in natural languages. 

The small number of clusters "automatically brings it about that targets are 
systematically re-used to build the complex sounds that agents produce: their 
vocalizations are now compositional" (Oudeyer 2005: 444). How could that be? 
Where does the compositional percept come from? The answer is again in the 
material properties of the elements. Vocalizations occur in time. So our 
perceptual system captures the linear properties of vocalizations when they are 
produced, in particular the linear relationship between two vocal clusters, the 
most salient one being linear adjacency. The linear adjacency of two vocal 
percepts is therefore a percept, and it can be represented by an IRS, just like any 
percept. The relational percept of juxtaposition is already in the stock of our 

perceptual system, hence it is available for IRSs that link concepts and percepts. 
Another material property of vocalizations is intonation: therefore, another 
perceptual element represented by IRSs is the tone superimposed on a phoneme, 
of which there are only a few distinctive values due to contrastive dispersion. 

Crucially, in an arbitrary system, the percept represented by an IRS and 
linked to a concept can be any element among those recognized by the 
perceptual system: a phoneme, a juxtaposition, or an intonation. Under 
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arbitrariness, it makes no difference whether the represented element is simple 
or complex. The accoustic image can be a single phoneme, or the relational 
percept of juxtaposition applying any number of times to phonemes, as well as 
any of the available intonations on these elements. These complex elements 
remain within the limits of what humans can distinctively perceive or produce 
because their parts have the appropriate qualities. Phonological compositionality 

therefore comes from two properties of vocalizations: they are temporally 
linearized, which provides the percept of juxtaposition as a signifiant; 
additionally, the material property of intonation provides tone as a signifiant. 

As a result of all these constraints, a limited number of discrete phonemes 
and their combinations emerged from self-organization in the chaotic system of 
the speech sounds represented by IRSs: they constitute the potential signfiants. 

4.2. Contrastive dispersion of meanings 

Material properties and self-organization also affect the conceptual interface of 
the linguistic system. Here too order arises out of chaos and clusters are formed 
in the mass of the conceptual substance as a result of frequency and 
accumulation . The more a situation has some importance and/or is encountered 
frequently by the organism, the more likely concepts associated with it will be 
activated. The accumulations self-organize on the concepts most used by the 
organism. It is this "usefulness" which makes the signifies tend to correspond to 
fairly broad and/or usual categories of things, actions, qualities, etc. (Locke 
1690: 15), basic-level concepts (Rosch et al. 1976, Murphy & Lassaline 1997) 
whose names are among the first common nouns learned by children (Brown 
1958: 20). Discrete meanings are formed in the mass of the conceptual 
substance (Saussure 1916) as a result of maximizing contrastive dispersion 
across the space for signifies. These clusters have to be relatively few in number 
due to storage limitations of the brain, hence they tend to have fairly broad 
meanings. This does not adversely affect the communicative or thinking 
functions of language because linguistic signs reside in organisms that 
independently have an inferential system that supplies the requ ired 
complementary information. 

4.3. Self-organization and syntax 

I hypothesize that combinatorial syntax also emerged out of chaos due to self­
organization. The element of the conceptual system which IRSs represent the 
most frequently is the relation of predication, since it is common to all the 
attributions of properties . Predication is the broad meaning par excellence, it is 
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the meaning which creates the strongest concentration point in the chaos of IRS 
representations of meanings. Moreover, on the perceptual side, the most 
frequent elements are temporal sequencing and intonation. These happen to be 
relational percepts. So the hottest accumulation point in the mass of the 
conceptual substance is the relation of predication, and the hottest accumulation 
points in the mass of the perceptual substance are the two relational percepts 
juxtaposition and intonation. These accumulation points in their respective 
domains are so overwhelmingly dominant that the probability of links between 
predication and juxtaposition/intonation reaches a point where these links 
inevitably accumulate and crystallize. Therefore, given these prior properties, I 
predict that computational simulations will show that human languages 
inescapably develop combinatorial signs involving predication as a signifie, and 
juxtaposition and intonation as signifiants. Thus compositional syntax is also a 
consequence of self-organization arising out of the chaos created by IRSs. 

Combining signs by means of a combinatorial sign produces a complex 
sign, i.e. a phrase with a compositional meaning and a compositional signifiant. 
Assuming that uni-signs fall into one of the lexical categories/types like noun, 
verb, adjective, preposition, and also that the category of a complex sign is the 
category of one of its immediate constituents (this endocentricity following from 
the parsimonious assumption that the only primitives are lexical and 
combinatorial signs), type-recursion occurs when a restraining sign or one of its 
elements happens to be of the same type as the restrained sign whose category 
projects and determines the category of the complex sign. Therefore, I predict 
that, given these additional prior properties, computational simulations will also 
show that type-recursivity is a side-effect of the combinatorial capacity of 
"syntactic" signs. In short, the presence of IRSs in human brains explains both 
saussurean signs and type-recursion. They no longer pose insoluble challenges 
for natural selection. 
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Humans acquire far more of their behaviour from conspecifics via culture than any other species . 
Our culture is larger because it accumulates, where other species' seem to stay approximately 
the same size (Tomasello, 1999) . This chapter attempts to clarify the problem of cultural ac­
cumulation by distinguishing between the sj~e of a culture that can be transmitted from one 
generation , and the extent of culture transmitted . A culture 's size is determined largely by 
ecological constraints, and certainly homonins (and some other species) show adaptations to 
facilitate this. But the exponential accumulation hypothesised by (Tomasello, 1999) I claim 
cannot be accounted for this way, but rather is a consequence of increasing information value 
in semantic components . This process can be achieved through memetics - semantics will be 
selected for which transmits the most information . Thus cultural evolution achieves compres­
sion of information, generating increased extent in culture even when maintaining a fixed size. 
I support my argument with evidence from simulations explaining the size of culture (Cate and 
Bryson, 2007), and simulations demonstrating selection for increased extent Kirby (1999) . 

1. Introduction 

Although language is undoubtedly a cultural artifact of unique utility, the evolu­
tion of language may best be viewed as one aspect of a general exceptional human 
capacity to evolve culture . By culture here] mean behaviour acquired from con­
specifics by means other than genetic transmission (Richerson and Boyd, 2005; 
Bryson, 2008). For the last decade we have known that other species share with 
us the fact that some part of their behaviour repertoire is cultural (Whiten et aI., 
1999; van Schaik et aI., 2003; Perry et aI., 2003); more recently we have realized 
some of it is even taught (Franks and Richardson, 2006; Thornton and McAuliffe, 
2006). Thus humanity'S uniqueness is a question of extents: both the quantity 
of culture per individual, and the persistence of recognisable elerr.ents of culture 
across generations. 

Many people have attempted to explain why human culture is uniquely large 
and complex . However, many of the hypothesised mechanisms might themselves 
be consequences of our accumulation of culture . For example , Beppu and Griffiths 
(2009) claim that cultural ratcheting requires the communication of beliefs about 
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hypotheses. Clearly, cultural accumulation is accelerated by such a process. But 
if the bald statement that there can be no accumulation without it were true, then 
there could be no explanation of how we acquired the ability to communicate 
beliefs about hypotheses in the first place. 

Ironically, Beppu and Griffiths (2009) base their work on a simulation which 
demonstrates exactly the sort of mechanism that leads to accumulation without be­
liefs or intentions. Their methodology is based on the iterated-learning paradigm 
invented by Kirby (1999), yet they (and their reviewers) overlook the result that 
made the paradigm famous. In Kirby's simulation, the culture itself evolves to 
be more replicable, without any change in the agents that transmit it. It does 
this through a process of regularisation: in later cultures, semantics is represented 
more efficiently. The process is not magic - it is the simple consequence of 
selection. Here the selective pressure is just the fixed number and length of trans­
missions an agent will hear in its lifetime. Where variation generates alternative 
mechanisms for expression, the most likely mechanisms to be transmitted to the 
next generation are the most general. Irregular forms may never be heard, and 
therefore drop out of the culture, unless they refer to very frequently-referenced 
notions. For such frequent references, selection from limited transmission favours 
brevity over generality. Thus even in a simple simulation, a fixed size for a culture 
is sufficient selective pressure to generate cultural accumulation. 

I begin this chapter by explaining my thesis in better detail. I then analyse the 
results of Beppu and Griffiths (2009), showing an error in the mathematical model 
they present, and accounting for their experimental results. I use the concepts 
introduced in this analysis to examine what factors do account for ratcheting. I 
finish by re-addressing the question of human exceptional ism. 

2. Thesis and Key Definitions 

The fundamental claim of this article is that cultural ratcheting doesn't just mean 
transmitting more information, or at least not more bits of data. For real animals 
as for Kirby's simulated agents, the amount of communication from one genera­
tion to the next is largely determined by biological constraints such as lifespan or 
the carrying capacity of an environment. Lifespan determines how long the agents 
have to learn; carrying capacity determines how many agents can live near enough 
to each other to routinely transmit information. Our lifespan has not changed 
much compared to other apes. We can certainly support a more dense population, 
and we have learned to transmit behaviour faster, through teaching. But the major­
ity of this increased rate of communication isn't about the number of signals, but 
about their quality. Essentially, the elements of culture that get selected through 
as well as for transmission between generation are those with the most meaning 
per transmission. 

To clarify this, think about transmitting arithmetic. Imagine two societies that 
transmit how to add every possible pair of numbers between 1 and 999. One 
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culture does this by rote, the other teaches only 0-9 by rote, and then a few rules 
that enable adding numbers of up to 3 digits length. For the purpose of clarity in 
this paper, I will define size such that the size of the rote culture is significantly 
larger than that of the rule-based culture . But I will say that the extent of the two 
cultures is the same. Size is roughly the number of bits physically transmitted 
between individuals. Extent is the range of behaviours the culture enables. 

Thus the fundamental claim of my article is that the size of the culture is 
set largely by biological constraints. Of course, the qualification largely matters 
here. Practices such as systematic teaching do increase the amount of information 
that can be reliably transmitted from one individual to the next. Other practices 
like agriculture fall somewhere between my two categories, since the effect of 
communicating culture relevant to food production (rather than some other kind 
of culture) is to increase the population density, thus addressing some biological 
constraints. This is a sort of increased cultural richness, though not the semantic 
one I am emphasising. My claim is that the main contributing factor to cultural 
ratcheting is the accumulation of increasingly powerful concepts. Or, using the 
terms just introduced, my thesis is that human-like exponential cultural ratcheting 
requires cultural extent increasing without cultural size . 

3. Cultural Accumulation Cannot Require Accumulated Culture 

Recently, Beppu and Griffiths (2009) reported that observing the behaviour of oth­
ers is not sufficient to produce cumulative cultural evolution. They base this claim 
on two sources of evidence . First, they argue mathematically that transmission 
must necessarily result in a loss of information, making reference to the children's 
game of telephone [US] or Chinese whispers [UK]. In this game, one person 
whispers a message to someone who has not heard it. After some number of such 
transmissions the final and original message are compared for amusement. 

This signal-degradation observation has been both made and addressed be­
fore. Dawkins (2000) uses exactly the same metaphor to describe biological and 
memetic evolution. He then goes on to explain how errors introduced by noise are 
in the vast majority of cases corrected in true Darwinian selection by processes 
that apply rules for signal correction. In the Bayesian terms Beppu and Grif­
fiths utilise, the point is that the receiver has priors as well as the sender, and in 
perceiving the message is able to correct for most noise. Sperber and Hirschfeld 
(2006) make largely the same observation in the specific context of modern human 
culture. In a reaction against the prior over-emphasis on imitation which Beppu 
and Griffiths (2009) are also responding to, Sperber and Hirschfeld credit their 
massive-modularity hypothesis with providing the additional information neces­
sary for interpreting observed events. Information accumulated from some com­
bination of genetics, individual experience and previously-acquired culture allows 
informed perception which effectively boosts a transmitted signal back to its orig­
inal strength. 
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This is precisely why the game telephone requires whispering: not only to 
remove the chance of overhearing, but also to remove a great deal of linguistic 
information . This increases the probability of transmission error. Note that even 
so the message will still be perceived as language - no game of Chinese whispers 
ever ends with someone making white noise. Real cultural transmission is not so 
much like this game as like real telephone communication, where repeaters in the 
network amplify the signal in order to retain the signal over distance. 

Of course there are some errors in transmission. More importantly, some in­
dividuals will die without ever transmitting some of the knowledge they have ac­
quired culturally. In a sustainable cultural system, losses due to either death or 
corruption must be compensated for by individual discovery. For a culture to 
maintain its size, innovation merely needs to compensate, for growth, innova­
tion must exceed loss. Errors of transmission may in themselves result in useful 
innovation, particularly if the 'error' is due to an intelligent perceiver making a 
'correction' to a signal that is more sensible than the original transmission. This 
process can operate either with or without the awareness of a sentient receiver. 
Where transmission is perfect and entirely reliable, there would be no evolution 
and indeed no change. 

Returning to Beppu and Griffiths (2009), the authors seek to verify their results 
with a second information source: live experiments. Taken in even a cultural­
evolutionary context, the experiments are rather short, and they detect no sig­
nificant accumulation from simple imitation. However, when the experimenters 
radically increase the amount of information transmitted by allowing the demon­
strators to describe their hypotheses, accumulation becomes detectable. I suspect 
that the power of the initial form of the experiment is not sufficient that the appar­
ent insignificance of its results are meaningful. That the level of accumulation is 
far lower with less information is unsurprising. 

4. Determinants of Culture's Size and Extent 

In previous work Cace and Bryson (2007) have presented a simulation model 
showing the spread and fixation of a tendency for the altruistic communication of 
food-processing strategies. By analysing this model, we can identify the factors 
determining the size of a culture. Basically, the size of a culture is determined by 
the probability of any particular piece of information being transmitted. Factors 
determining this probability include: the rate of information transmission, the 
maximum lifespan of an individual, and how many other agents an individual 
observes in the average time interval. 

In the Cace and Bryson (2007) version of our simulation, individual bouts of 
communication transmit perfectly. Knowledge only leaves the simulation when 
an agent dies without transmitting it. It enters the system through a process of 
individual discovery. These discoveries occur at a low, fixed rate - for example, 
five percent of the population may discover one thing in their lives, and the rest 
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discover nothing. What they discover is random and may already be known in 
the local population. At the beginning of he simulation, knowledge is present at 
the rate of discovery - the population knows about 0.05 things. Over time this 
builds to an equilibrium value, where that equilibrium is determined primarily by 
the transmission probability. 

The extent of culture is determined by the size of culture multiplied by the 
average behavioural utility of its content. In the our simulation, the extent of 
the the culture is fixed by its size, because all knowledge is equally valuable and 
takes equally long to transmit. This is the exact opposite of the case for the Kirby 
(1999) simulation described earlier. There, the size of the culture is fixed, but the 
expressivity of what is transmitted increases as that which is expressed becomes 
regularised. Frequently used terms become shorter even at the costs of regularity, 
while infrequently used terms must either be regular or be likely to be lost before 
transmission to the next generation. 

For another example of increasing 'quality' of transmitted culture, Bechlivani­
dis (2006) has extended the Cace and Bryson (2007) simulation to include foods 
of varying quality, including 'bad' foods that it was detrimental to eat. As before, 
agents were equally likely to discover on their own any of the available foods, 
and further they were not able to individually judge a food's quality or long-term 
effects, but continued eating it out of habit or social influence. However, sim­
ple biology results in the culture favouring good foods. Healthier individuals are 
more likely to live long, and thus have more opportunity to socially influence those 
around them. 

Bechlivanidis' work demonstrates that the Cace and Bryson results are robust 
to false beliefs being held and communicated. It also allows us to explore addi­
tional circumstances that can lead to enhanced cultural evolution. For example, if 
the agents attended preferentially to the most prestigious individual available, the 
culture grows faster because all agents tended to have better knowledge and there­
fore to be able to support a denser population. Prestige could rely on even simple 
indicators like apparent age. Note that contrary to a small detail of Richerson and 
Boyd (2005), prestige-led imitation proves adaptive even though the prestigious 
individuals receive nothing in return for the attention of their neighbours. 

In general then, higher-quality information will be selected for if available. 
In line with the experimental outcomes of Beppu and Griffiths (2009), the extent 
of culture can grow more rapidly if abstract rules rather than raw data can be 
transmitted. Obviously, once cultural artifacts like language and religion evolved 
they massively facilitated cultural accumulation. Similarly, new concepts such 
as self, desires and other must massively increase the amount the range of plans 
available to cognition, by compressing a wide range of phenomena into relatively 
simple accounts (c.f. Donald, 1991). 
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5. Why Humans are Special 

Why doesn't cultural ratcheting happen for all species? It's possible, of course, 
that it is happening for some species, but that they are still in a phase hominids 
were in only half a million years ago, with very little visible change in technology. 
However, the biological constraints on culture size reflect a set of tradeoffs well 
away from the niche of most species - for example, long lives and high cogni­
tive plasticity for retention of information. Certainly large brains are expensive; 
probably the hominid ones co-evolved with our culture (Aiello, 1997; Silk, 2(07). 
Notably, the recent period (50,000 years) of rapid cultural evolution has actually 
accompanied a significant reduction in hominid brain size. This could reflect the 
onset of modern language making transmission so easy that an adaptive advantage 
was still conferred even with reduced memory capacity. 

It is nevertheless striking that wild chimpanzee culture seems to be of rela­
tively fixed size. Further, chimpanzee culture seems to be recoverable within two 
generations after an artificial troop of orphaned chimpanzees is reintroduced into 
a naturalistic setting (Whiten, personal communication). One possible reason for 
this is that there are also ecological limits on the adaptive size and stability of 
cultures. If all chimpanzees persistently fed on particular optimal species for too 
long, those food sources would go extinct. It may be ecologically advantageous 
that chimpanzees continue to discover and move between new food sources from 
time to time. 

Why then are humans such an exception? For some time I have been promot­
ing the idea that the key difference between humans and other primates is simply 
that we are the only primates capable of temporally-precise imitation (Bryson, 
2001,2004,2008,2009). That is, humans are the only primate demonstrating the 
ability to precisely replicate not just snap-shot final postures, but entire temporal 
trajectories of variable values over many degrees of freedom (e.g. pitch, volume, 
formants). This allows the encoding of substantially more information, such as 
might allow arbitrary patterns to be encoded redundantly and thus robustly. I have 
previously argued that the difference between hominids and other vocal imitators 
such as song birds may be that our capacity for second-order referential reason­
ing, derived from the primates' complex social structures. This in turn allows 
for compositionality, which in turn facilitates the sort of holophrasis evolution 
originally hypothesised by Wray (1998), and to some extent modelled by Kirby 
(1999), whose simulations assume recursion. This theory may be unnecessarily 
elaborate, however. Our common ape ancestor was already larger (though notably 
not longer-lived) than other vocal imitators, and may have more easily been able 
to support large brains and therefore large memories for a large lexicon. 
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6. Conclusion 

To return to my primary point, I have argued that ratcheting is not just about in­
novation or increasing the number of things transmitted in a culture, but rather 
primarily due to increasing the behavioural productivity of the average piece of 
culturally-transmitted information. I motivated this by arguing against the claim 
that simplistic transmission necessarily leads to degradation and loss. First, this 
loss is ameliorated by the expectations of the receiver, and second, to the extent 
it exists it can be compensated for by some rate of individual innovation. This 
point is critical to understanding the origins of language and sophisticated meta­
cognition (beliefs about our beliefs.) Any scientific explanation of these phenom­
ena must rest on culture accrued without them. 

I have illustrated my arguments with several published simulations. These 
demonstrate that processes exist such as my argument describes. We cannot prove 
that these are the processes that lead to cultural evolution in humans, but a scien­
tific theory is never proven certainly. Theories are judged by their likelihood given 
currently available data. The demonstrated existence of appropriate processes cer­
tainly increases the likelihood they might have played a role in our cultural history. 
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Language learning is an iterative process, with each learner learning from other learners. Anal­
ysis of this process of iterated learning with chains of Bayesian agents, each of whom learns 
from one agent and teaches the next, shows that it converges to a distribution over languages that 
reflects the inductive biases of the learners. However, if agents are taught by multiple members 
of the previous generation, who potentially speak different languages, then a single language 
quickly dominates the population. In this work, we consider a setting where agents learn from 
multiple teachers, but are allowed to learn multiple languages. We show that if agents have 
a sufficiently strong expectation that multiple languages are being spoken, we reproduce the 
effects of inductive biases on the outcome of iterated learning seen with chains of agents. 

1. Introduction 

Natural languages change as they are passed from person to person and from gen­
eration to generation. Although many explanations have been proposed for these 
changes, one way to analyze the process is to focus on the iterative nature of lan­
guage learning: people learning a language are being taught by other people who 
themselves previously learned that language. Formal analysis of this "iterated 
learning" process has yielded some important insights into how learners' biases 
affect the languages likely to be used by a population (Kirby, 2001). In partic­
ular, it has been shown that if we assume the learners are Bayesian agents who 
compute posterior distributions over languages based on their prior beliefs and 
evidence from the previous generation of learners, then the iterated learning pro­
cedure will converge on a population whose preferences reflect the learners' prior 
beliefs (Kirby, Dowman, & Griffiths, 2007; Griffiths & Kalish, 2007). This rela­
tionship between the prior beliefs of a population and the stationary distribution 
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over linguistic characteristics is important for understanding the evolution of hu·· 
man language use. For example, it suggests that we should more closely examine 
universal properties of natural languages, since they are likely to reflect the biases 
underlying human language learning. 

Most analyses of iterated learning with Bayesian agents have assumed that 
each learner receives linguistic data from exactly one member of the previous 
generation. ll1is has led to the criticism that such learning dynamics are unre­
alistic and do not adequately model t.he full range of linguistic evolutionary pro­
cesses (Niyogi & Berwick, 2(09). However, a recent study begins to address this 
critique, showing that if leamel'S consider evidence from the entire previous gen­
eration of speakers. then the results of iterated leaming with Bayesian agents do 
not depend entirely on the learners' prior beliefs (Smith, 2009). Instead. the pop­
ulation comes to almost entirely speak one language, and the initial composition 
of tl1e linguistic community is important. In particular. learners can consistently 
overcome their prior beliefs jf the,y are learning from a multi-speaker population 
whose distribution of languages conflicts strongly enough with this prior. 

Although the results of iterated learning with multiple teachers seems to con­
flict with earlier findings, there is a sense in which this model has an unusual 
dynamics. Each learner is attempting to decide on a single language despite tllt~ 

fact that the population that the learner is using as a source of evidence is, in the 
aggregate, multilingual. TIle learners are violating the principle of Bayesian m·· 
tional analysis (Ferdinand & Zuidenu, 2009) by making an unjustified assumption 
that only one language is being spoken. An alternative is that the leamer not only 
assumes that the evidence is coming from multiple speakers, but also assumes that 
different speakers may be speaking different languages (see Figure I). 

(a) Single teacher (b) Multiple teachers (c) One language per teach,~r 

Figure 1, (a) if each learner karns from a single teacher in the previous generation. then the learning 
dynamics for infinitely sized discrete generations are equivalent to those fur chain, of individual ieam­
e~s. a.s leach learner', ancestry is still a single chain, (b) If leamers still learn a single language, but gel 
data from multiple teachers, then we see different learning dynamics. (c} However, as learners con· 
sider multilingual hypotheses, in the limiting case where each teacher is assumed to speak a dilferent 
language, we recover the Jeaming dynamic'" from a single chain of learners. 

One way to allow hypotheses consistent with data received from multiple 
speakers is to directly estimate the probabilities of words. We show that if learners 
adopt this approach, the iterated learning procedure will converge to reflect their 
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prior beliefs, as in the simpler single teacher formulation. However, this learn­
ing model makes the most sense in a context where it is reasonable to interpolate 
between the languages spoken by one's predecessors: say, when learning from 
teachers who speak different dialects of the same basic language. In order for 
learners to deal appropriately with truly divergent inputs, we need a more com­
plex learning process that explicitly models the possibility that they need to learn 
multiple complete linguistic systems. Intuitively, we expect that if learners are 
able to appropriately separate their input into distinct languages, then the learning 
dynamics wiII resemble those from the single teacher setting, as shown in Figure 
I (c). We test this intuition by modeling learners of this sort, and showing that 
in simulations, iterated learning with learners who believe that they are receiving 
data from multiple languages once more converges on the learners' prior beliefs. 

2. Iterated Learning with Bayesian Agents 

For Bayesian agents, learning is modeled as a statistical inference about the hy­
pothesis h that generated data d. The agent computes the posterior distribution: 

p(hld) <X p(dlh)p(h) (1) 

where p( h) is the agent's prior distribution over hypotheses, and p( dl h) is a like­
lihood expressing the probability of data d being generated for hypothesis h. 

In iterated learning, the data that each agent learns from is generated from the 
previous generation of learners. If we let Pt (h) represent the proportion of agents 
speaking language h at time t and assume that each learner receives data generated 
by one teacher, the probability of an agent receiving data d at time t, Pt (d), is: 

pt(d) = I:pt(h)p(dlh) (2) 
h 

Similarly, if each learner samples a hypothesis from p(hld), the next generation's 
distribution over hypotheses is: Pt+1 (h) = LdPt(d)p(hld), with p(hld) as given 
in Equation I. This is the model considered in previous analyses of iterated learn­
ing by Bayesian agents, and results in convergence of Pt (h) to the prior p( h) as 
t ----+ 00 (Griffiths & Kalish, 2(07). 

This model can be extended to allow mUltiple teachers. Assume that the data 
d consists of a colIection of independently produced words, w, with p(dlh) = 
TIwEdP(wlh). The case where alI the words are generated by a single teacher is 
given by expanding Equation 2 as pt(d) = Lh pt(h) (TIwEd p( wlh)). If we alIow 
each word to be potentialIy generated by a different teacher, as in the alternate 
model used in Smith (2009), we have to select a new hypothesis for each word, 
resulting in the modified distribution: 

pt(d) = IT (I:Pt(h)P(W1h)) 
wEd h 

(3) 
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Smith (2009) showed that when this model was used with a hypothesis space 
consisting of two hypotheses, each having one highly diagnostic word, Pt (h) con­
verged to a distribution that was dominated by one hypothesis, with the specific 
hypothesis resulting from an interaction between the prior and the initial propor­
tion of the population who used that hypothesis. 

The Bayesian inference described in Equation 1 is intended to identify which 
single hypothesis generated a collection of words, d. Therefore, the learners are 
making an estimate that is consistent with data generated according to Equation 2, 
but not with data generated according to Equation 3. Therefore, to properly model 
a Bayesian learner who receives data according to Equation 3, we need to consider 
a different hypothesis space: one that takes into account the fact that the learner 
is receiving data from multiple underlying distributions. This will be the focus of 
the remainder of this paper. 

3. Learning Distributions over Words 

One way to allow hypotheses consistent with data received from multiple speakers 
is to directly estimate the probabilities of words from the vocabulary. This results 
in a continuous hypothesis space: for a vocabulary of size V, a hypothesis h is a 
member of the V -dimensional simplex. For the simple two-word vocabulary used 
by Smith (2009), h can be summarized by a single parameter (J E [0,1]' and the 
production probabilities can be written as p( wl(J) = (Jo(w,wol (1- (J)o(w,W tl , where 
o is the Kroenecker's delta function. Note that with this production probability, 
we can rewrite Equation 3 as: 

where Et«(J) is the mean of the current generation's distribution over hypotheses 
Pt«(J), and ni = 2:WEd o(w, Wi) for i E {O, I}. Because our hypothesis space 
is equivalent to the set of Bernoulli distributions, the conjugate prior is the beta 
distribution. a Therefore, we define p( (J) to be a beta prior, with hyperparameters 
a and /3, which results in an iterated Bayesian learning process equivalent to the 
Wright-Fisher model of genetic drift (Reali & Griffiths, in press). 

Given the equivalence to the Wright-Fisher model, we expect that the iterated 
learning procedure will converge to a distribution over (J that is closely related to 
the prior (Reali & Griffiths, in press). To verify this, we ran a simple computa­
tional simulation. Recall that under our transmission model, the behavior of an 
entire generation of learners can be summarized by a single value: Et«(J). We 
assume learners select a hypothesis by sampling from their posterior distribution 
over hypotheses, so linearity of expectation makes this straightforward to compute 

"More generally, for a vocabulary of size V, the conjugate prior is the V-dimensional Dirichlet. 
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from E(Old), the posterior mean. Et+1(O) = LdPt(d)E(Old). Fortunately, due 
to the conjugacy of the beta prior, E(Old) has a simple form: Q+;:~Q+n t ' 

Following Smith (2009), we ran simulations for various proportions of Wo spo­
ken in the initial population, assuming an infinite population of learners. We fixed 
Idl = 3. Varying this parameter resulted in slower convergence a'> Idl increased, 
but did not affect the qualitative results. We also experimented with different val­
ues of a, but fixed (3 = ~a so that the expected value of 0 under the prior was 
always 0.6, slightly favoring woo The results of our simulations are in Figure 2. 
The main finding is that under all the settings under consideration, the propor­
tion of Wo spoken in the population converged to 0.6. In other words, this model 
exhibited the expected convergence to a proportion favored by the prior. 
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Figure 2. Simulation results for the two hypothesis model. Here, the number of words seen by each 
learner Idl = 3. and the prior is parameterized with (J = ~n. favoring proportions of Wo close to 0.6. 

4. Learning Distributions over Languages 

A more general way to deal appropriately with multiple linguistically divergent. 
teachers is for learners to explicitly consider arbitrary sets of languages, but to 
shift the hypothesis space from individual languages to distributions over lan­
guages. Thus, a learner is simultaneously inducing from data which languages are 
being spoken by the previous generation and their relative frequencies. We use 
h to refer to a full hypothesis: a distribution over languages. I, where each lan­
gunge I is a distribution over words w. For example, in the two-word setting. there 
might be two languages: lo. where Wo is spoken with probability 0.95 and Wi with 
probability 0.05, and II, where those probabil ities are reversed. A bilingual agent 
with a slight preference for lo can be represented as having hypothesis hO.6 , where 
p(lolho.6 ) = 0.6 and p(lt Iho.6 ) = 0.4. 

The Dirichlet process (DP) (Ferguson, 1973) provides a suitable family of 
priors for this hypothesis space. A DP prior has two parameters: a, which affects 
the leamer's prior belief in the number of languages being spoken (a learner with 
a higher value of 0: will tend to predict a larger number of distinct languages), and 



63 

a base distribution Go, which is a distribution over languages, specifying which 
languages are preferred. 

4.1. Inference 

Exact inference in the space of distributions over languages under a DP prior is 
intractable. However, we can approximate the dynamics of the Markov chain by 
running Monte Carlo simulations with collections of artificial agents separated 
into discrete generations. Procedurally, these simulations are straightforward. We 
start out with an initial collection of agents, Ao. Each of these agents receives 
some data according to the starting conditions of that simulation (see Section 4.2 
for details). Then, based on that data, the agent picks a specific hypothesis. We 
then create a new generation of agents, Ai. Each agent in Ai receives data gen­
erated by the agents in Ao, and chooses its own hypothesis accordingly. This 
procedure is iterated for some fixed number of generations, with each agent in At 
receiving data collectively from the agents in At-i. 

There are thus two steps that we have to perform repeatedly. First, given 
some data d, we need to be able to draw a sample from the posterior distribu­
tion p(hld). Though we omit the mathematical details here, a sample can be 
obtained efficiently by using a Gibbs sampler based on the Chinese Restaurant 
Process (Aldous, 1985). The second step is to sample some data, d, from a collec­
tion of agents, A. We sample each word independently according to a multistep 
procedure. First, an agent a is selected uniformly from A. Then, a language is 
sampled according to that agent's hypothesis. Finally, the word is sampled from 
the selected language. This procedure is repeated for each word in the data. The 
number of words in the data, Idl, is fixed as before. This amounts to drawing each 
word according to: p(w) = I:aEA 111 I:1P(llha) I:wp(wll)· 

4.2. Simulations 

We ran simulations of this learning procedure using the 260-language composi­
tional vs. holistic setting from Griffiths and Kalish (2007). In this setting, each 
word, w, represents a form-meaning pair, (x, y), where x and y each have a two­
bit representation. Each language corresponds to a mapping between forms and 
meanings on which its production probabilities depend. The holistic languages 
range over all 44 = 256 possible mappings between the 4 forms and 4 meanings, 
whereas the compositional languages map each bit individually, and thus range 
over only 22 = 4 possible mappings. The actual production probabilities are: 

{ 1(1-1') 
p(x,yll) =p(y)p(xly,l) = 1!. 

43 

y maps to x in l 
otherwise 

with I' a free parameter. The base distribution, Go, is parameterized by Po, de­
termining the probability of a compositional language. The distribution selects 
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uniformly given the class of language: 

{ 
l?Q 

Go(l) = l~po 
256 

l is compositional 
l is holistic 

For these simulations, we fixed the number of agents in each generation: 
IAI = 100, and each agent learned from a data set of fixed size: Idl = 20. We 
set f = 0.05 and ran the simulations for 50 generations each. There are three 
different types of starting conditions: in "holistic," 90% of the starting data was 
generated by a particular holistic hypothesis (one with minimal overlap with the 
compositional hypotheses) and the remaining 10% was drawn uniformly from the 
set of possible words. In "compositional," 90% of the starting data was generated 
by a particular compositional hypothesis. In "uniform," all the starting data was 
generated uniformly. We report values for various settings of a and Po. Here, 
the values reported are the total final probabilities of compositional hypotheses, 
averaged over 50 runs.b The results are in Figure 3. 
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Figure 3. Simulation results with a richer pool of languages and multilingual learners. As the con­
centration parameter a increases, so does the extent to which the learner expects teachers to speak 
different languages. Po controls the strength of the prior in favor of compositional hypotheses. 

The general trend of these results is that for low values of a, the population of 
learners tends to converge to the hypothesis most favored by the initial conditions, 
whereas for high values of a, we see convergence to the prior. This is consistent 
with previous work, which can be viewed as limiting conditions of this framework: 
as a ---; 0, we obtain a prior assumption by the learner that only one language is 
being spoken in the general population, as in Smith (2009), while as a ---; 00, 

we obtain an assumption that each individual word is generated from a separate 

bFor smaller values of a, the individual hypotheses most consistent with the starting data were 
favored, wherea~ for larger values of a, the probabilities of individual hypotheses were generally 
uniform over each hypothesis class. 
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hypothesis, which is equivalent to the learning dynamics from Griffiths and Kalish 
(2007) (see Figure I). Thus, the concentration parameter of the DP prior provides 
a natural way to interpolate between these two patterns of results. 

5. Conclusion 

The simulations we have presented show that when an agent's hypothesis space 
explicitly takes into account the possibility of receiving input from multiple teach­
ers with possibly divergent hypotheses, then iterated Bayesian learning generally 
converges to reflect learners' inductive biases, as when agents learn from only a 
single teacher. However, if we explicitly encode a bias in the agent towards be­
lieving that the teachers all share a single hypothesis, then we may observe results 
that more closely align with initial data conditions. These results provide a way to 
understand how learners might learn from multiple teachers, but nonetheless show 
significant effects of inductive biases in the languages that they come to speak. 
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This paper questions the assumption that subject-verb (SV) structures are basic and 
primary and shows instead that these apparently simple structures are quite complex 
informationally, intonationally, semantically, and syntactically. In contrast, we point out 
that verb-subject (VS) structures, particularly those involving unaccusative verbs and 
sentence focus, are simpler and better candidates for primary structures from an 
evolutionary point of view. From this perspective, Agent-first (SV) structures, which 
have been mentioned as examples of protolinguistic "fossils" (e.g. Jackendoff 2002), are 
not as basic as previously thought. 

1. Linguistic "fossils" 

Recently, linguists interested in the origin and evolution of human language have 
looked at modern languages in search of traces of previous evolutionary stages. 
lackendoff(1999, 2002) suggests that not only are previous stages present in the 
brain, but also that 'their "fossils" are present in the grammar of modem 
language itself (2002:236). Based on evidence from child language, second 
language acquisition, aphasia, pidgin languages and ape research, lackendoff 
(2002) has proposed that the formation of compound nouns such as snowman 
and rules found in Klein and Purdue's (1997) Basic Variety such as 'Agent First' 
and 'Focus Last' could be considered protolinguistic 'fossils.' 

Progovac (2008a, 2008b, 2009) has extended the fossil analysis to what she 
calls Root Small Clauses of modern languages (e.g. Problem solved. Me first!), 

I For good comments on various aspects of this paper, we are grateful to four anonymous reviewers, 
as well as to audiences at the 2009 Michigan Linguistics Society Meeting at the University of 
Michigan-Ann Arbor and at the Ways to Protolanguage Conference in Torim, Poland. 
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arguing that these are "half clauses," that is, clauses that lack at least one 
functional layer, that of Tense Phrase (TP), and show no evidence of tense, 
agreement, or structural case on the subject. Our paper considers Subject-Verb 
vs. Verb-Subject structures against this evolutionary framework.2 

2. A closer look at Subject-Verb structures 

Subject-Verb (SV) structures such as John ran look simple enough and are 
usually assumed to be the next stage after noun-noun combinations in the 
evolution of language. It is often taken for granted that the simplest syntactic 
structure involving a noun and a verb would be an Agent followed by an Action. 
A closer look at SV structures in present-day languages, however, points to 
certain complexities. 

From the point of view of information packaging, unless they exhibit a 
special intonation (JOHN ran) or a special syntactic structure (John was run 
over by a truck; It was John who ran, etc.), SV structures are interpreted as 
involving an informational dichotomy, a division between what the sentence is 
about, the point of departure, usually referred to as the topic or theme, and what 
is predicated of that topic, the focus, comment or rheme.3 

As for the nature of the event encoded, SV structures at least in SVO 
languages are typically categorical statements, also referred to as double 
judgments (Kuroda 1972, Lambrecht 1994, Sasse 1987, 2006). Categorical 
statements are constituted of two successive acts: choosing an entity and making 
a statement about it. They thus involve a subject (or predication base) and a 
separate predicate, forming a dichotomy, in contrast to the tic statements 
discussed below. 

Current syntactic analyses of such SV stmctures also reflect a relative 
complexity. For example, in Generative Grammar these apparently simple 
structures involve generation of the subject inside the Verb Phrase and 
movement of the subject to a preverbal position: [TP John [vP.Jelm ran.]] (see e.g. 
Chomsky 1995, Koopman & Sportiche 1991). 

The intonation of SV structures parallels their information and syntactic 
structure and results in two intonation units. Thus, as Chafe (1974) and Sasse 
(1987, 2006) have pointed out, an SV sentence such as Mary is singing would 
have two accents, one on the subject and one on the predicate: MAry is SINGing. 

2 For some additional recent works relevant to the evolution of syntax, see Botha & Knight (2009), 
Heine & Kuteva (2007), Hurford (2007), Locke (2009), and the references therein. 

3 It should be noted that there are two different types of information dichotomies involving the 
combination of focal and non-focal elements: Topic-Comment and Focus-Background. The 
difference between these two dichotomies is not relevant for the arguments in this paper. For a 
detailed discussion, see e.g. Casielles (2004), Erteschik-Shir (2007), Lambrecht (1994), and the 
references therein. 
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Semantically, the subject in SV structures can exhibit a variety of thematic 
roles, including Agent, Theme, or Experiencer (e.g. Fillmore 1968): John 
opened the door (Agent); The door opened (Theme); John likes baseball 
(Experiencer). 

Given all these considerations, SV structures are not so simple after all: they 
involve different thematic roles, two intonational units, syntactic movement, a 
separation between a predication base and a predicate, and a division between a 
topic and a comment or focus. Interestingly, there is some evidence from the 
language acquisition literature pointing to difficulties with 'simple' SV 
structures. Thus, non-target null-subject structures are pervasive in child English 
(see Bloom 1990, Hyams & Wexler 1993, and Rizzi 1994, among many others). 
That is, children produce isolated predicates like ran instead of complete SV 
structures like John ran. In addition, children learning languages with fixed SVO 
word order, such as English or French, produce structures like Go truck; Come 
car; Tomber papa (,fall papa'), where the subject has not been moved to the 
sentence-initial position (Pierce 1992). 

Thus, SV structures, many of which involve Agent First rules, might not be 
as simple as we previously thought. If so, are there any structures involving a 
verb and a noun, which could be more complex than noun-noun compounds but 
less complex than SV structures? 

3. Verb-Subject structures 

Although in modem English the order Verb-Subject (VS) is not productive any 
more, it does show up in sentences such as In went Robin Hood; There appeared 
a ship on the horizon; Next to the fireplace stood a large old sofa; Sitting on the 
bed was his long lost brother. In many other languages, which include Italian, 
Spanish, Russian, Serbo-Croatian, Bulgarian, Hungarian, Modem Greek, 
Albanian, Swahili, Tolai, Wikchamni, Modem Arabic dialects, and Chinese 
(Sasse 1987), this order is quite productive. For example in Spanish the 
unmarked order with verbs of appearance such as arrive is precisely VS Lleg6 
Juan (arrived John). This is also the case in languages like Serbian: Stigao Oe) 
Jovan (arrived (AUX) John). 

Now, let us see if these VS structures are any simpler than the SV structures 
we considered in the previous section. From the point of view of information 
packaging, VS structures illustrated above do not involve a dichotomy of focal 
and non-focal elements. Instead, they are simple wide focus units (Lambrecht's 
1994 Sentence Focus). More specifically, in a sentence such as Lleg6 Juan 
(arrived John); Aqui viene Maria (here comes Maria), there is no topic, and the 
whole sentence (the predicate together with the subject) is considered to be the 
focus, with one informational unit encompassing the whole structure. 

As for the organization of the event, these VS structures do not involve 
categorical statements, but thetic statements, also referred to as simple judgments 
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(Kuroda 1972, Sasse 1987, 2006). These statements do not separate the entity 
from the event, but merely express a state of affairs, where a new situation is 
presented as a whole. In thetic statements the entity involved in the event is 
viewed as part of the event and forms a unit with it. Thus, while a categorical 
statement says something about an entity, a thetic statement poses the existence 
of a certain state of affairs. From this perspective, a sentence such as L/eg6 Juan 
does not predicate something of John, in the traditional sense of predication, but 
merely asserts the arrival of John (Sasse 1987, 2006).4 

Syntactically, these structures do not involve movement of the subject from 
a VP-internal position to a VP-external position. In fact, in most current analyses 
there is no movement involved whatsoever. That is, the subject remains in its 
VP-internal position: [TP [vp Lleg6 Juan.]]; [TP There [vpappeared a ship.]] Verbs 
of (dis)appearance such as arrive, come, go, appear, vanish, etc. are known in 
the syntactic literature as unaccusative verbs and contrast with so-called 
unergative verbs (Levin and Rapapport 1995, Perlmutter 1978). What is 
interesting about these verbs is that they do not take an agent, but rather a theme 
(see below). 5 The two syntactic positions (postverbal vs. preverbal) are so 
different that in some languages like Spanish or Italian Bare Nouns (nouns 
without determiners) are allowed postverbally (Juegan nifios (play children)), 
but not preverbally (*Nifios juegan (children play)). 6 In these languages, when 
the event and subject form a unit characteristic ofthetic expressions, the subject 
does not need a determiner. However, it has to be preceded by a determiner in 
categorical, double judgment statements, such as Los nifios juegan (the children 
are playing). Similarly, VS structures in Arabic show only partial agreement 
between the subject and the verb, suggesting again a relative simplicity of VS 
structures. 

The intonation of these VS structures is also simpler. Thus, as Navarro 
Tomas (1974) points out for Spanish, while a sentence with SV order such as La 

4 A reviewer asks if thetic statements are non-compositional. Although it is possible that precursors 
of this structure were holistic, thetic statements in modem languages are considered to be 
compositional. The difference between categorical SV structures with agents, on the one hand, 
and thetic structures with themes, on the other, is that the former involve an external argument, 
whereas the latter involve an internal argument. It is widely assumed in the syntactic literature, 
including Minimalism (e.g. Chomsky 1995), that themes are internal arguments, generated in the 
projection of the lexical verb, VP, while agents are external arguments, generated outside of the 
VP. 

5 Notice that the underlying order for subjects of unaccusative verbs (Llego Juan; There appeared a 
ship.) differs from that of unergative verbs (John ran). In the former case the underlying subject 
follows the verb [TP [vp L1ego Juan.]], while in the latter case, it precedes the verb: [TP John [vp 
Jeftft ran.]]. This postulated difference explains, among other things, why unaccusative subjects 
can find themselves following the verb, even in the final (surface) derivation of essentially SVO 
languages. 

6 See Casielles (1996, 2004), Contreras 1986, Longobardi (1994) and Torrego (1989), among 
others. 
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puerta se ha cerrado 'The door has closed' involves two intonational units (La 
puerta I se ha cerrado), the VS structure Se ha cerrado la puerta (has closed 
the door) only involves one. This is also the case with comparable VS structures 
in other languages, such as Serbian: Pala vlada (fallen government; 'The 
government has collapsed.') vs. Vladaje I pala. Notice that in English, where the 
VS order is not productive, the difference can be marked by a single accent on 
the subject. As pointed out by Sasse (1987, 2006), the English equivalent of 
Lleg6 Juan (arrived John) involves a single accent on the subject and no accent 
on the predicate, JOHN arrived, in contrast to the double accent in a categorical 
sentence such as MAry is SINGing. 

From a semantic point of view, the thematic role ofthese postverbal subjects 
does not vary nearly as much as is the case with SV categorical statements, 
discussed in the previous section. The actions involved in these structures 
typically take a theme rather than an agent. Consequently, the subjects in these 
structures have a tighter connection with the verb, being internal, rather than 
external, arguments. In addition, many of the verbs involved in these VS 
constructions are semantically predictable and merely serve to introduce the 
focus of the assertion as in Cae la nieve (falls the snow; 'It is snowing'). 

In sum, the discussed VS structures involve a unique thematic role (theme), 
one intonational unit, a simple event+entity unit, no syntactic movement, and no 
informational dichotomy, but a single focus encompassing the whole structure. 
In other words, these VS structures are one unit semantically, intonationally, 
syntactically, and informationally, in contrast to SV structures, which form 
various dichotomies. We would like to propose that the VS structures under 
consideration are evolutionarily more primary than SV structures. If this is on 
the right track and thetic, especially unaccusative, statements are primary, the 
expression of an argument's involvement in an event as a theme, i.e. themehood, 
may have preceded the expression of agenthood in language evolution.7 

Although in modern languages thetic statements may exhibit some 
sophisticated grammatical features (tense, agreement, etc.), they must have been 
quite basic in earlier stages. In fact, some languages like Serbian can be shown to 
exhibit constructions that correspond very closely to what can be considered the 
earlier versions of these VS structures. In addition to regular VS structures, 
Serbian also has short VS structures with limited agreement and no Tense. The 
examples like Pala vlada or Stigao Jovan illustrated above are missing an 
auxiliary and have been analyzed in Progovac (2008a,b) as incomplete 
utterances, lacking Tense and the Tense Phrase. Even more radically, in 

7 As one reviewer rightly points out, in addition to establishing what came first in language 
evolution, it is also necessary to hypothesize about how one stage led to another, and in this 
particular case, how these primary VS structures gave way to the eventual predominance of 
S(O)V(O) order across languages. It may be that the introduction of agency and agenthood, 
superimposed upon a VS unaccusative structure, led to the transition to SV(O), starting with 
transitive structures and then generalizing also to intransitive structures in many languages. 
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examples such as Nestalo struje (disappeared electricity; 'Electricity is out.') not 
only does the verb fail to agree with the subject noun (the verb is Neuter, and the 
noun Feminine), but the subject also surfaces in the genitive case, rather than the 
expected nominative case.s 

As mentioned above, VS structures occur in child language even in cases 
where the target language does not allow for them (cases like Come car; Go 
truck). As Baker and Greenfield (1988) have noted, there might be a cognitive 
reason why thetic structures, at least the ones involving verbs of appearance, are 
primary. They note: "The very first acts of perceptual activity in the neonatal 
period grow out of a pattern of fixation to a novel stimulus (or as one might call 
it new information)" (1988:4).9 Interestingly, this cognitive property may also be 
shared by other primates (Donald 1991 and Hurford 2007). 

4. Some conclusions 

In this paper we have questioned the assumption that SV structures are simple 
and primary and we have shown that these apparently basic structures are quite 
complex informationally, intonationally, semantically, and syntactically. In 
contrast, we have pointed out that VS structures, particularly those involving 
(unaccusative) verbs of appearance and movement are simpler and better 
candidates for primary structures in the evolution of human language. From this 
perspective, Agent-first (SV) structures, which have been mentioned as examples 
of proto linguistic 'fossils' (Jackendoff 2002), might not be as primary as 
previously thought. Although more evidence needs to be gathered, if this is on 
the right track, we expect thetic statements to be crosslinguistically simpler, 
acquired earlier, and easier to process. 

8 A reviewer points out that lackendoff might have been referring to simpler Agent-First structures 
and not those found in modem languages. Although it is possible that there might have been 
simpler Agent-First SV structures (and simpler unaccusative VS structures), in this paper we look 
at modem languages and compare the intonation, semantics, syntax, and information packaging 
of comparably simple SV and VS structures (John sang vs. JOHN arrived). Our prediction is that, 
other things being equal, unaccusative+theme structures will be simpler than agent-first 
structures. 

9 Greenfield (1973) used different techniques to teach her daughter Lauren, age II months, the word 
dada. Pointing to her father and saying dada in his static presence didn't work. However, as 
Baker & Greenfield (1988: 4) point out: " ... Lauren learned to attach meaning to the double 
syllable when her father appeared in the room. Lauren noticed his appearance and the appearance 
was labeled 'dada' by the mother. In other words Lauren learned the meaning of her first word, 
'dada,' when the father was a novel or changing stimulus, eliciting perceptual orientation." 
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NUMEROSITY, ABSTRACTION, AND THE EMERGENCE OF 
METAPHOR IN LANGUAGE 

FREDERICK L. COOLIDGE AND THOMAS WYNN 

University of Colorado at Colorado Springs 

For the last two decades, a major question for paleoanthropologists has been the 
origins of modernity and modern thinking. Explanations such as symbolic culture, 
fully syntactic language, or abstract reasoning are all too often proffered without 
clear or adequate operationalizations. It is purpose of the present paper to suggest 
both an evolutionary cognitive basis for one aspect of modern thinking and modern 
language, metaphors, and to offer a potential neurological substrate. 

In our attempt to trace the evolution of a more circumscribed component of 
modern cognition, we think the candidate trait should be shared, at least in part, by 
our closer nonhuman primates. The trait should also be evident early (ontogeny) in 
humans, and there should be some specifiable and demonstrable neurological 
substrate. Finally, there should be evidence that the trait unambiguously sets a 
foundation for modern thinking. We think this trait is numerosity, i.e., the ability to 
think about and reason with numbers. 

1. Numerosity 

The first noticeable fact about arithmetic is that it applies to everything, to 
tastes and to sounds, to apples and to angels, to the ideas of the mind and to the 
bones of the body. The nature of the things is perfectly indifferent, of all things it is 
true that two and two make four. Thus ... the leading characteristic of mathematics 
[is J that it deals with properties and ideas which are applicable to things just 
because they are things, and apart from any particular feelings, or emotions, or 
sensations, in any way connected with them. This is what is meant by calling 
mathematics an abstract science. (Whitehead, 1948, p. 3) 

Numbers (and the computational operations they permit) are the central principle of 
organization. Both temporal and spatial structure, the most conspicuous domains 
necessary for sustaining existence and experience (as well as further dimensions 
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exposed through mathematical analysis), is subservient (at least to a substantial yet 
circumscribed extent) to quantitative modeling and explanation. Because 
quantification strips phenomena of all qualities, the capacity to cognize and 
conceptualize numerical relations may be considered one of the basic orders of 
abstraction and minimally requires a capacity to cognize magnitudes and/or distinct 
numerical differences in small number values (e.g., subitization). Because 
numerosity and its symbolization in mathematical representation points to an 
essentially abstract cognitive capacity, it may be an important feral cognitive process 
in other, higher levels of abstractive thinking, or in other manifestations of modem 
thinking, such as metaphor use. 

1.1 Numerosity in Non-Human Primates and Human Infants 

Cantlon and her colleagues (e.g., Cantlon & Brannon, 2006; Cantlon, Platt, & 
Brannon, 2008) have aptly demonstrated that non-human primates (particularly 
monkeys) and humans share a nonverbal ability for numbers. As Ansari (2008) has 
recently speculated, such a system might have been evolutionarily adaptive because 
the evaluation of the magnitude of food, other resources, and predators probably 
served critically important survival functions. Food, resources, predation, and 
competition (including confrontation) are among the common situations in which 
numerical information is highly relevant and directly bears on reproductive success. 
As Feigenson, Dehaene and Spelke noted, "[human] infants opt to maximize the 
total quantity of food rather than the number of pieces of food" (2004, p. 309). 
Likewise, being able to recognize that one is outnumbered (magnitude and/or 
numerosity) is absolutely fundamental to survival. However, also being able to 
appreciate that 3 is better than 1, when the subject is apples, but 3 is worse than I 
when it comes to predators, is an essential reasoning component that is highly 
dependent upon numerosity . 

1.2 Two Core Systems of Numerosity 

Feigenson, Dehaene, and Spelke (2004) have proposed that there are two core 
systems underlying numerosity. One system has the ability to represent large but 
approximate numerical magnitudes and can be demonstrated in human children as 



76 

young as six-months old. They also concluded this first core system was "noisy" 
(not exact) but clearly captured interrelationships among different large groups of 
numbers and that it was robust across various sense modalities. Their second core 
system was a precise and distinct appreciation for small numbers of individual 
objects (labeled subitization). In human infants, their research suggested a limit of 3 
or 4 objects . 

1.3 Neurological Substrate/or Numerosity 

It also has been aptly demonstrated that the primary neurological substrate for core 
systems of numerosity lies in both a superior region of the parietal lobes, the 
intraparietal sulcus (IPS; Ansari, 2008; Hubbard et aI., 2008; Miller, Nieder, 
Freedman, & Wallis, 2003) and the prefrontal cortex (PFC), a region critical to goal­
directed activity and inhibition. As noted earlier, human infants, many non-human 
primates, and other animal species share a basic non-symbolic numerosity 
capability. One implication of this finding is that the ability to judge basic numerical 
values is then obviously independent of language abilities yet probably an important 
evolutionary precursor to adult symbolic numerosity. Ansari (2005) found elevated 
PFC activity in preschool children who were yet naIve with regard to Arabic number 
symbols when dealing with number cardinalities (e.g., how many objects in a 
number symbol). Diester and Nieder (2008) found that neurons in the PFC and the 
IPS in monkeys showed selective activity when judging quantities of items and to 
visual shapes associated with varying quantities. These studies may suggest that the 
PFC may help to establish semantic associations between signs and abstract 
numerical categories. Cantlon, Brannon, Carter, and Pelphrey (2006) have noted that 
there are disparate theories about exactly how children map the meaning of number 
words onto their nonverbal representations of numbers. However, their work with 
fMRI imaging in 4 year-olds appears to demonstrate that there is non-symbolic 
number activation in the neurons of the IPS, and by 4 years of age, the IPS begins to 
respond more strongly to numerical judgments than shape changes. When adults are 
tested for symbolic numerosity, the IPS is also specifically activated but additional 
number-specific neurons are recruited in adjacent areas. For example, multiplication 
tables and other mathematical operations appear to rely on the left angular gyrus and 
the supramarginal gyrus (Dehaene, Spelke, Pinel, Stanescu, & Tsivkin, 1999). In 
developing the argument for our proposed link for numerosity as a feral cognitive 
process for higher level abstractions, Geschwind (1979) proposed that the angular 
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gyrus transfonns written words into inner speech. Ramachandrarn (2004), in studies 
of brain-damaged patients, has implicated the angular gyrus as critical to metaphor 
production and appreciation. Chiappe and Chiappe (2007) have found that better 
metaphor facility requires greater working memory capacity (e.g., Baddeley, 2007; 
Coolidge & Wynn, 2005). Furthennore, they found that measures of inhibitory 
control also predicted greater metaphor aptness. They speculated that the relevance 
of a metaphor requires the inhibition of highly salient but distracting and 
inappropriate features associated with a vehicle, and the appreciation and selection 
of those features that are both salient and relevant. In summary, there are numerous 
lines of evidence suggesting the IPS is the core part of a cerebral network that is 
critically important to non-symbolic and symbolic number processing. Furthennore, 
associated areas to the IPC like regions of the PFC, angular and supramarginal gyri 
additionally appear to facilitate not only advanced mathematical operations but also 
metaphor production and appreciation. 

1.4 Numerosity and Metaphors 

Metaphors have been considered a cognitive ability that facilitates thinking across 
different conceptual domains (e.g., Chiappe & Chiappe, 2007). It is also claimed that 
metaphors not only communicate human knowledge but allow for its creation and 
expansion (e.g., Lakoff & Johnson, 1999). In a metaphor such as "Love is a rose", 
the metaphoric vehicle "rose" transfers its attributions to the topic of "love." In this 
communication, a topic like "love" provides relevant dimensions for attributions. 
The vehicle "rose" provides various properties for these attributions. In metaphor 
theory, the relevant properties associated with this vehicle fonn a superordinate 
category. The category in this case is the class of "beautiful, ephemeral things." The 
category is superordinate in the sense that the literal meaning of "rose" is simply a 
type of flower, so it transcends its literal meaning. If a person hears "love is a rose," 
they understand 'rose" as referring to the superordinate category that includes "love" 
as a member. It is important to note that the literal category "rose" (a type of flower) 
is not relevant to the actual metaphor, except that it helps fonn the superordinate 
category. It is also important to note that particular attributions of the vehicle are not 
only irrelevant but inappropriate to the topic. For example, the nitrogen-fixing 
bacteria in the roots of the vehicle roses are not relevant to the topic love, and 
furthennore, that aspect must be inhibited. Thus, inhibition is an important feature of 
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metaphor production and comprehension. In addition, the relevant attributions must 
be attended to while other attributions must be repressed. 

It may also be no mere coincidence that the angular gyrus, in the inferior 
parietal lobes, plays a crucial role in both the mental representation of numbers as 
actual quantities and their manipulation (Dehaene, 1997) and in the process of 
metaphorizing (Ramachandran, 2004). As already noted, metaphors give rise to 
superordinate categorization, and thus, the creation and expansion of knowledge. If 
we consider the dual core systems of numbers, especially subitizing, as inherently 
abstractive processes, then metaphor production allows the apprehension of abstract 
number concepts in more concrete yet symbolic terms. Lakoff and Nunez (2000) 
have argued that every language has a system of spatial relationships. They also 
propose that conceptual metaphors are a central cognitive mechanism of the 
extension from basic arithmetic to higher levels of mathematics, and they also 
propose the understanding of sophisticated applications of numbers requires non­
numerical source domains. We would argue that they may have stated their case too 
conservatively. Indeed, it is an interesting phenomenon that infants can subitize and 
judge the relative size of larger sets well before they have any coherent linguistic 
abilities. In some respects, this suggests they have mathematical abilities 
independent not only of language but also of meaning. Nonetheless, we would 
hypothesize that inherent in these dual systems of numerosity is a feral cognitive 
basis for set theory, that is, conceptual schemas for images become intuitive and pre­
attentive well before facility with language. Our reasoning is thusly: a set of 
numbers creates an image schema for a container schema, where there is an exterior 
(outside the set of numbers), a boundary (delineating the set of numbers from other 
sets of numbers or anything else), and an interior (the target set of numbers). 
Certainly, spatial relations are ubiquitous to all cultures, and they must have a basis 
in some cognitive process so why not numerosity? Lakoff and Nunez note that the 
concept of containment is absolutely central to mathematics and that mathematics 
makes use of many other embodied concepts used in everyday life. So, unlike 
Lakoff and Nunez who thought that mathematics exapted upon preexisting 
nonnumerical cognitive abilities, we would propose that our mathematical 
capabilities were built upon the feral cognitive processes of basic numerosity. 
Moreover, even the development of conceptual primitives such as image schemas 
(container schemas) and set theory is based upon the cognitive processes of 
numerosity. If we assume that preexisting neurological processes have long been in 
place such as the simultaneous activation of two distinct areas of the brain, which 
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results in conflation. the cogmtlve embodiment of two different aspects of 
experience, then a single complex experience may be created. As Lakoff and Nunez 
have argued, it is by way of such conflations that cross-domain neural links are 
generated, and they in tum give rise to conceptual metaphors. Again, we find it no 
mere coincidence that the parietal lobes have long been known to be the site of 
cross-modal sensorimotor integration and the home to numerosity. 

2. Parietal Lobe Expansion 

The human fossil record now indicates, at least morphometrically (and verified 
statistically), that it is not the frontal lobes that best distinguish the brains of archaic 
members of the genus Homo and Homo sapiens but the parietal lobes. Recent work 
by Emiliano Bruner (2004, 2010) documents not only a more general parietal lobe 
hypertrophy but a particular expansion in the superior region of the parietal lobe, the 
IPS. Bruner also hypothesized that parietal lobe expansion was accompanied by a 
discrete cognitive shift. His best guess for the nature of this shift comes from the 
traditional understanding of parietal lobe functions: visual-spatial integration, 
sensory integration, multimodal processing, and social communication. The 
cognitive repercussions of IPS expansion itself are far from being understood, but it 
is a region that has been linked to the generation of concepts and numerosity. In 
addition, inferior displacement of the supramarginal and angular gyri, both structures 
of the inferior parietal lobe that are known to be linked to inner speech and metaphor 
production, would be an indirect consequence of superior parietal expansion. The 
significance of this development for the evolution of language cannot be 
understated, as we have noted the well-established function that has linked the IPS to 
numerosity. 

3. Conclusions 

We have proposed that the core systems of numerosity may have instantiated the 
human cognitive ability for basic and higher level abstraction. We have reviewed the 
evidence that these core systems of numerosity are inherently abstractive processes, 
and provocatively, appear to be independent of language functions initially, as they 
are exhibited in human infants and nonhuman primates. Thus, we would first 
propose that the human ability for abstractive thought may have had its prototypic 
basis in the abstraction involved in numerosity. It has also been well established that 
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the IPS is primarily responsible for these core systems of numerosity. We also 
reviewed the evidence that the apprehension of the number of apples or the number 
of predators, as processed in the IPS, is shared with prefrontal cortices, as well as 
subcortical structures and the temporal-parietal-occipital juncture, for additional 
processing and decision-making. We are also proposing that the cognitive nature of 
these perceptions produces image schemas, in the language of Lakoff and Nunez 
(2000), particularly container schemas (exterior, boundary, interior). The concept of 
containment is essential to much of mathematics and such schemas are the link 
between spatial perceptions and language, which help to make human thought 
intuitively grounded in set theory and relationships between sets. Furthermore, set 
theory and image schemas (like container schemas) provide a concrete basis for 
conjunctive and disjunction reasoning. The former reasoning process creates a basis 
for establishing commonalities (a superordinate category) between two different 
sets. The latter reasoning process establishes a basis for determining unshared 
elements between two sets. Lakoff and Nunez also noted that there exists special 
cases of examining complex physical objects (like people) and determining there is a 
special internal structural organization. This process conjlation, which implies the 
simultaneous activation of two distinct areas of the brain, further results in the 
cognitive embodiment of two different aspects of experience. Contlation ultimately 
yields a single complex experience (superordinate category). We would propose that 
these contlations give rise to conceptual metaphors. And thus, we come to the crux 
of our arguments: the 32,000 year old Hohlenstein-Stadel figurine (half-human, half­
lion) may be the best, earliest evidence for fully modem thinking because it probably 
represents the symbolization of a conceptual metaphor, i.e., people are like lionesses 
or lionesses are like people. The figurine was not only the creation of superordinate 
category (lion-people) but also, in all likelihood, the external referent and physical 
embodiment of a conceptual metaphor. Certainly, metaphorical reasoning had some 
prototypic cognitive basis or bases as it is very unlikely to have arisen "whole­
cloth." We would propose that metaphoric reasoning was adaptively selected 
because of its ability to create new knowledge and readily transmit that knowledge 
and that its prototypic roots appear to have begun in the feral cognitive processes 
involved in basic numerosity . We have also proposed noted that other cognitive 
functions are used in conjunction with metaphoric reasoning, such as inhibitory 
processes of the PFC, because the latter help to refine the quality of a conceptual 
metaphor by mentally de-emphasizing irrelevant or inappropriate properties. At the 
minimum, we are suggesting that the neural and cognitive bases for numerosity 
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provide a model for the understanding of the evolution of modern abstractive 
thinking. 
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A computational language game model is presented that shows how a population of language 
users can evolve from a brightness-based to a brightness+hue-based color term system. The 
shift is triggered by a change in the communication challenges posed by the environment, com­
parable to what happened in English during the Middle English period in response to the rise 
of dyeing and textile manufacturing c. 1150-1500. In a previous model that is able to explain 
such a shift, these two color categorization strategies were explicitly represented. This is not 
needed in our model. Instead, whether a population evolves a brightness- or a hue-based system 
is an emergent phenomenon that depends only on environmental factors . In this way, the model 
provides an explanation of how such a shift may come about without introducing additional 
mechanisms that would require further explanation . 

1. Introduction 

There are thousands of languages in the world, differing not only in the words 
and grammatical elements of form they employ, but also in the conceptual distinc­
tions they make explicit. Moreover, these languages are not static: in all of them 
a co-evolution of meaning and form continues to take place (see e.g. Femandez­
Ordonez (1999)). Still, there are (near-)universals of language and language evo­
lution that require an explanation (Heine & Kuteva, 2(02). 

For many years, language universals were mainly ascribed to genetic predis­
positions (Chomsky, 1980; Pinker & Bloom, 1990; Hauser, Chomsky, & Fitch, 
2002). Today, most are thought to be the result of environmental and cultural 
rather than genetic factors (Steels, 2000; Croft, 2007; De Beule, 2008). Neverthe­
less, there are still only very few demonstrations, in the form of a computational 
model for instance, that explain the appearance of complex regularities in the evo­
lution of natural languages without ultimately relying on built in mechanisms. It­
erated learning for example explains the emergence of compositionality by relying 
on a strongly developed capacity and 'desire' of language learners to generalize 
from examples, and on the assumption that language transmission is limited by a 
learning bottleneck (Kirby & Hurford, 2002; Smith, Kirby, & Brighton, 2(03). 

This paper presents a model that demonstrates the kind of conceptual refocus­
ing that occurred in English between the Old English period c. 600-1150 and the 
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Middle English period c. 1150-1500, when the English color term system moved 
from being predominantly based on brightness to predominantly based on a com­
bination of brightness and hue(Casson, 1997). Similar shifts also occured in other 
languages (MacLaury, 1992) . 

A previous model (Bleys & Steels, 2009) explained such shifts by introduc­
ing an additional level of competition and selection between two explicitly repre­
sented and predefined language strategies (Steels, 2(09): one for a brightness- and 
one for a brightness+hue-based color term system. The current model shows that 
this extra level is not required . Rather, these language strategies emerge for free. 
The current model thus reproduces a non-trivial phenomenon without relying on 
additional mechanisms that in turn would require further explanation. 

In the next section, the model is described in detail. It is essentially a 
prototype-based flexible extension to multiple dimensions of the model presented 
in (Puglisi, Baronchelli, & Loreto, 2(08). It also bears similarities with the model 
described in (Wellens, Loetzsch, & Steels, 2(08). The results section shows that 
the model can exhibit a shift from a brightness- to a hue-based color system when 
triggered by environmental and communicative challenges , similar to those expe­
rienced by speakers of Old English as a result of the development of dyeing and 
textile manufacturing. The discussion and conclusion section ends the paper. 

2. The Model 

The model is a language game model in which participants (or agents), each 
equipped with simple communication abilities, engage in repeated communica­
tive interactions that eventually lead them to align their linguistic inventories. At 
each time step, two agents are randomly chosen from a population to playa game. 
They are presented with two distinguishable color samples, one of which is identi­
fied to the speaker agent as the topic of the game. The speaker agent then has one 
chance to describe the topic color, based on his current inventory of color terms 
and following a procedure described below; if the hearer agent correctly identifies 
the intended topic color, the game succeeds; otherwise the correct topic is revealed 
and the game fails. 

Agents perceive the colors in the game as points in their private perceptual 
color space. The linguistic inventory of an agent simply consists of stored exem­
plar colors in its perceptual space, each linked to one or more color terms. All 
exemplars linked to the same term are said to form a linguistic category (Puglisi 
et aI., 2(08). If an exemplar is part of several linguistic categories (in other words, 
if it is linked to several color terms) then its main linguistic category is the one 
corresponding to the most recently added color term. To describe the topic color 
(i.e., find or create a color term to associate with the topic color), a speaker agent 
first determines which stored exemplar colors most closely match each of the new 
perceived colors. Standard Euclidian distance in color space is used for this. It 
then faces one of three conditions: 
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(a) If both perceived colors match the same color exemplar (and hence map to 
the same color term), the speaker agent stores the new color that is further 
away from the shared color exemplar as a new exemplar. This new exemplar 
is then associated with all the color terms of the original exemplar, as well 
as with a newly created term. Furthermore, the new term is also associated 
with all previously stored exemplar colors in the main linguistic category of 
the original exemplar that are closer to the new exemplar than to the other 
perceived color. As such a new linguistic category is formed for the new 
term. 

(b) If the perceived colors map to different color exemplars but with identical 
main linguistic categories, then a new term is associated with the exemplar 
closest to the topic color only if the agent's current self-estimated success 
rate is below 70%.3 This ensures (relative) stability while retaining flexibil­
ity in case of a drop in success. 

c If the two perceived colors map to different color exemplars with different 
main linguistic categories, then both colors may still be stored as new ex­
emplars for their respective color terms if they are far away from other color 
exemplars (as determined by a constant parameter representing the smallest 
distinction in perceptual color space that agents are still able to perceive). 

In each of these cases, the speaker then utters the color term now associated with 
the main linguistic category of the topic color. 

The hearer agent's task is to choose the perceived color that is the best match 
for the term uttered by the speaker. It does so by first looking up which of its own 
color exemplars are closest to the two perceived colors and then checking whether 
either is associated with the uttered term. It then chooses the perceived color 
corresponding to whichever exemplar is linked to the speaker's term (and making 
a random choice if both or none of the exemplars are). The game succeeds if 
the hearer correctly identifies the topic color. The hearer agent may also add 
exemplars to its private perceptual color space using a procedure similar to that 
used by the speaker agent (steps (a)-(c) above), but taking into account that the 
topic color belongs to the linguistic category of the term used by the speaker). 

Finally, if the game was a success, then the exemplar colors closest to the topic 
color in both agents are marked as belonging only to the linguistic category associ­
ated with the color term used in the game. This extra alignment mechanism helps 
to ensure that shared linguistic categories emerge as conventional collections of 
color exemplars all linked to the same color term in a meaningful and useful way. 
It extends the approach introduced in (Puglisi et aI., 2008) to the case of multi­
ple dimensions and applies it to regions in perceptual space determined by points 
rather than by explicit boundaries. 

a Agents keep track of their personal success in games as a running average. 
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We conclude our description of the model with two remarks. First, note that 
although the model makes no explicit reference to the notion of globaLLy shared 
linguistic categories, they still emerge as a result of agents' local attempts to im­
prove their language game performance. This forms a first example of how the 
model explains a feature of language as an emergent phenomenon (Puglisi et aI., 
2008). 

Secondly, the model also makes no reference to specific linguistic strategies. 
It works for any number of dimensions and has no prior preferences among them. 
Still, as will be shown in the next section, it is capable of supporting a shift from 
an initially stable brightness-based language system to a new, hue-based language 
system. Each of these systems is the result of the same "universal" strategy re­
sponding to changing conditions, where this universal strategy is simply that of 
self-organization. 

3. Results 

For convenience of presenting results, simulations were performed in two dimen­
sions, called the brightness and hue dimensions, each ranging from 0 to 1. The 
minimal distance between colors in perceptual space still noticeable to agents was 
set to 0.05. We ran repeated simulations of the model consisting of two stages. 

In Stage I, the topic and other colors in each game were always set to be well 
apart in the brightness dimension (at least one-fifth of its range, or 0.20). No 
bias was employed in the hue dimension. Thus, this stage corresponds to Old 
English usage, in which people only communicated color distinctions when the 
brightness channel was salient. In the following section, it will be shown that this 
case predominantly leads to brightness-based color term systems. 

In Stage 2, the bias is removed from the brightness dimension, and samples 
are distributed randomly across both brightness and hue dimensions. This corre­
sponds to an increased need to communicate color distinctions even when differ­
ences in brightness are not salient. Such a change reflects the increased commu­
nication challenge that is hypothesized to have occurred due to the rise of dyeing 
and textile manufacturing. Consequently, a shift occurs from a now insufficient 
brightness-based system to a better adapted brightness+hue-based system. 

3.1. Stage 1 

Figure I on the left shows the the average success rate over time across all agents, 
along with the average number of color terms in the population. After first go­
ing through a phase of exploration in which new terms are proposed, the agents 
manage to reach a reasonable success rate (~ 85%) with on average a rather small 
number of color terms (~ 3.5-recall that unused color terms may disappear during 
a successful game). 

The left of Figure 2 shows the perceptual space of a typical agent after Stage 
I, together with the exemplar colors amassed by the agent. Exemplar colors in the 
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Figure 2. Example of color exemplars and (approximated) linguistic categories in the perceptual 
color space of an agent after Stage I (left) and Stage 2 (right), showing a shift from a brightness-based 
to a brightness+hue-based color system. 

same linguistic category are shown using the same color. This agent's system can 
be considered brightness-based: its color categories are insensitive to hue (i.e ., 
they all span the entire range of hue values) while they effectively partition the 
brightness dimension. 

To provide a more precise quantitative basis for this measure, we performed a 
principal component analysis of the exemplar colors in each category. A linear ap­
proximation of the category was then obtained as an ellipse with major and minor 
axes along the principle components and with major and minor radii proportional 
to the standard deviations of the exemplars along them. These ellipses are also 
shown in Figure 2. A color category can now be defined to be brightness-based 
if its approximating ellipse is oriented along the brightness dimension and has a 
large eccentricity (in other words, if its shape is stretched out along the brightness 
dimension). 
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To obtain an "average category" that can be used to compare these values 
across the different stages (i.e., for different kinds of environmental bias arising 
from the distribution of color samples), we can now also average over all color 
categories from different agents and different runs, or rather over their elliptic di­
rections and eccentricities. Figure 3 shows three average categories each based on 
100 simulations involving five agents . In each of the three runs , a different envi­
ronmental bias was employed . The large ellipse corresponds to the end of Stage I 
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Figure 3. Average (linear approximations 00 linguistic categories resulting from different environ­
mental biases. The large red ellipse corresponds to a brightness-based system induced when the pre­
sented pairs of colors are required to differ by at least 0 .2 in brightness (Stage I). The middle ellipse 
shows how the average category shifts toward being based on both brightness and hue in response to a 
removal of the bias (Stage 2.) Finally. the inner ellipse corresponds to skipping Stage I (i.e .• to having 
no environmental bias from the beginning) and is included for reference . 

and is clearly brightness-based: it extends over the entire hue dimension , and thus 
can distinguish only between color percepts based on brightness. Its major axis 
lies along the direction (Brightness = 0.96, Hue = 0.10) and its eccentricity is 
0.89. It can be compared with the smallest ellipse, which represents the average 
category arising in a completely unbiased environment, effectively skipping Stage 
I. Its major direction is (0 .49,0.45), meaning that it does not distinguish color 
percepts based specifically on either brightness or hue. 

From these results, we can conclude that after Stage I, agents have evolved 
an efficient color term system, on average containing around three to four mainly 
brightness-based color terms. 

3.2. Stage 2 

Figure I on the right shows how the success rate and the number of color terms 
change after the switch to an unbiased environment. As new challenges are en-
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countered, the success rate starts to fall, and new terms are tried out. Then align­
ment dynamics take over until a successful color system is established again, but 
with on average around twice as many terms (~ 8). 

Figure 2 shows how the color system from Stage I (left) has changed in Stage 
2 (right). The intermediate ellipse in Figure 3 shows the average linguistic cat­
egory after Stage 2. Clearly, a shift has occurred from a brightness-based color 
term system to a more neutral system based on the full color space: the linguistic 
categories from Stage I have become sensitive also to hue (i.e., they no longer 
span the entire range of hue values) and new, additional categories have emerged 
to fill the resulting gaps. 

4. Discussion and conclusion 

We have presented a computational language game model that is capable of show­
ing effects similar to those observed in natural languages. 

Many of the assumptions made in the model are vast oversimplifications of 
reality, and in particular may not properly model the details of perceptual color 
space.b Despite these simplifications and the relatively small number of assump­
tions it makes, it can still explain how color systems based on brightness or hue 
can emerge in a biased environment, without any built-in biases toward either kind 
of system or strategy. Instead, environmental changes in the kinds of color distinc­
tions necessary to succeed at the language game are sufficient to push the model 
toward more useful strategies. These results are qualitatively the same as what 
happened in English during the Old English to Middle English color system shift. 

The model does assume (models of) language users that are willing to playa 
game, which captures aspects of daily life communications between human inter­
locutors. It therefore takes seriously the fact that language serves a function and is 
best studied within the context of its use, in particular as it is subjected to the align­
ment dynamics induced by local, communicative usage interactions. Such interac­
tions may be sufficient to account for the emergence of useful language strategies 
(such as the brightness- and hue-based color systems demonstrated here) as well 
as other universals of language, even in the absence of strong genetic biases. 
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This paper presents a preliminary description and analysis of prosodic features 
(amplitude, duration and rhythm) observed in Northern muriquis vocalizations. The 
northern muriqui (Brachyle/es hypoxanlhus) is an endangered primate species which lives 
in Atlantic forests of Minas Gerais and Espirito Santo, Brazil. 

1. Introduction 

The northern muriqui (Brachyteles hypoxanthus) is an endangered species of 
primates from Brazil (Strier 1999) that lives in multi-male fission-fusion 
societies in the Atlantic Forest (Strier et ai, 1993). This paper presents a 
preliminary analysis of some characteristics of northern muriquis vocalizations. 
The originality of these vocalizations was shown in several recent publications 
(Mendes 1995, Ades & Mendes 1997, Strier 1999, Mendes & Ades 2004, 
Demolin, et al. 2008) that emphasize the structure and possible functions of 
sequential exchanges, defined as the vocalization of an individual and the 
response(s) of different group members, one at a time with a single call each and 
with little or no overlap between adjacent calls. Vocalizations within sequential 
exchanges are composed of a variety of acoustic forms that can be qualitatively 
distinguished from other vocalizations of the species' repertoire (Mendes & 
Ades 2004). The acoustic repertoire present in sequential exchanges includes 
vocalizations classified as short and long neighs (Strier,1999), and whinnies and 
screams (Nishimura et ai., 1988). A more common distinction is that between 
staccatos (calls composed of short elements of less than lOOms) and neighs (at 
least one element longer than lOOms; Mendes, 1995, 1997; Ades & Mendes, 
1997; Mendes & Ades, 2004; Arnedo et aI., 2009). 
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2. Prosody and muriquis vocalizations 

2.1 Prosody 

In human languages the basic acoustic properties of a sound (pitch, loudness, 
duration) and the distinctive use of speed and rhythm are known as prosodic 
features. The linguistic use of pitch or melody defines the intonation system of a 
language, and different levels of pitch (the perceptual correlate of fundamental 
frequency -fO-) are used to express meanings. Loudness (the perceptual correlate 
of intensity), another important prosodic feature, is often mentioned as the 
correlate of stress. Syllables loudness refers to stressed or unstressed syllables. 
The increase or decrease of volume conveys various emotional states and some 
other more subtle differences in meaning. In human languages, the individual 
segments (the consonants or the vowels) in a syllable may also vary in length. 
The tempo, the high or low rate of speech production, and the rhythm of a 
sentence, depending of where the stress falls and the differences in syllable 
structure, are other prosodic features of human languages. All prosodic features 
occur within sentences. 

One important feature of prosody in human speech is the possibility to 
produce modulations of fO that are independent of intensity (Ohala 1970, 
Demolin 2007). Up to now this feature has not been observed in non-human 
primate vocalizations and may constitute an important difference with humans. 
Indeed most frequency modulations in non-human primate vocalizations seem to 
accompany amplitude modulations. The sensation of pitch that is heard from 
non-human primates is, likely, not directly derived from fO but inferred from 
the frequency spacing of the harmonics of fo. In addition, the source of most 
non-human vocalization is quite unstable, a condition which triggers non-linear 
phenomena such as biphonation, subharmonics, frequency breaks and 
deterministic chaos (Riede et al. 2004, Demolin et al. 2008). 

This paper presents a preliminary description and analysis of prosodic 
features (amplitude, duration and rhythm) observed in Northern muriquis 
sequential exchange vocalizations, and a brief discussion on the relevance of 
muriquis to the comparative study of prosody in non-human and human 
vocalizations. 

3. Study site, data and method 

3.1 Study site 
Data were collected at the Reserva Particular do Patrimonio Natural­

Feliciano Miguel Abdala (190 50' S, 41 0 50' W), a private reserve of Atlantic 
forest in the state of Minas Gerais, Brazil (Strier 1999). The study group (Matao 
group) varied in size from 39 to 42 individuals during data collection, including 
8 adult males, 2 sub-adult males, 12 adult females, and 5 sub-adult females, 
besides juveniles and infants. The group was also frequently visited by 6 
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itinerant males, particularly when Matlio females were in estrus (Strier et aI, 
1993). This same group had been extensively studied since 1982, so its degree 
of habituation to human observers and their individual patterns of facial 
dispigmentation allowed for both close range recordings (i.e. less than 15 
meters) and identification of callers. 

3.2 Data 
Spontaneous vocalizations were recorded with a Marantz PMD430 cassette 

recorder and a Sennheiser ME-88 directional microphone between September of 
1990 and February of 1991, during a broader study of the species overall vocal 
repertoire and the patterns of social interactions involving vocalizations 
(Mendes 1995, Mendes & Ades 2004). Our sample consisted of 318 
vocalizations characteristic of sequential exchanges that had good signal to noise 
ratio. Vocalizations in our sample were emitted by several members of the 
Matlio group: 12 adult males (n= 88: 34 neighs and 54staccatos), 1 subadult 
male (n=7: 4 neighs and 3 staccatos), 16 adult females (n= 216: 78 neighs and 
138 staccatos) and 2 subadult females (n= 11: 1 neigh and 1 0 staccatos). 
Subadult individuals were underrepresented since only adult individuals had 
been recorded both during focal and ad libitum sampling (Altmann, 1974), while 
subadult muriquis were only recorded ad libitum (i.e. when they were close to 
adult focal animals). The smaller number of adult males' recordings, when 
compared to those of females, reflect the larger number of resident females in 
the group, and possibly a gender difference in rate of vocalizations (Amedo et 
aI., 2009). Both ad libitum and focal samplings were obtained during different 
months of the two seasons (i.e. wet and dry) and at different times of days. 
Sequential exchanges were actually the most frequent types of vocal interaction 
during Mendes (1995, 1997) study, and occurred throughout the day at variable 
behavioral (e.g. feeding, traveling, resting), social (e.g. whole group, small or 
large feeding parties, temporary fissions of different composition) and spatial 
contexts (e.g. cohesively, individuals evenly spread, group spread in parties). 

3.3 Method 
Vocalizations were digitized and archived at a sampling rate of 44.1 kHz and 

16-bit accuracy through a SignallRTS system. The system consisted of a 
Gateway 2000 486 - DX2 66 computer, a DSP board, and an AID converter, as 
well as two softwares (Signal and RTS) and an interface supplied by 
Engineering Design (Beeman, 1989). Before 16 bits digitizing, original 
recordings were submitted to a low pass (10,000 Hz) high pass (200 Hz) anti­
alias filter. For the acoustic analyses we used the Software Signal Explorer 7.2 
and WinpitchPro that allow making various types of analyses (spectrograms, fo 
and amplitude curves, FFT and LPC spectra). 
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4. Muriquis prosodic features 

4.1 Utterances and prosodic contour 
The unit in which prosodic features are found in muriquis vocalizations is 

defined as an utterance. This is made of the combination of a number of basic 
elements that we call syllables. Mendes (1995) has identified 14 elements or 
syllables (4 short and 10 long) that can be combined to make these utterances. 
The paper focuses only on the prosodic features involved in these utterances; 
therefore the rules combining syllables to generate utterances will not be 
discussed here. The prosodic contour of an utterance is made, in the vast 
majority of the cases, by a rising and falling pattern. In our sample, the majority 
of staccatos (n= 133. 66.19%) and neighs (n=71, 60.68%) started with a low 
amplitude syllable, repeated or followed by a number of other syllables rising in 
amplitude and/or duration until a peak of intensity at the second half of the 
utterance, followed by a sharp fall or by one or several syllables of decreasing 
amplitude and reduced duration until the final element. All individuals in our 
sample produced at least one vocalization with this "slow up and fast down" 
contour (type I, see Figure I). The "reverse" pattern of prosodic contour (type 
2), beginning with a sudden attack or a rapid crescendo at the first half of the 
utterance, followed by a slow decrease in intensity, was the only type of contour 
more common in neighs (n=30) than in staccatos (n=8), and was produced by 5 
males and 10 females. "Monotonous" utterances (type 3), with very little 
intersyllabic modulations in amplitude/frequency and in duration, were reported 
in 27 staccatos and 2 neighs of 5 males and 9 females. Finally, we bundled a 
variable set of calls (n=47: 14 staccatos and 33 neighs) that were recorded for 4 
males and 16 females into a fourth type of prosodic contour that we called 
"multiple shifts". These were vocalizations with relatively low amplitude, and 
with more than one visible cycle of modulation of either intensity/frequency or 
duration, often sounding like two or more different utterances were being 
produced by the same individual. With the exception of one male and one 
female, who consistently produced vocalizations of type 1 prosodic contour, all 
19 individuals with more than 3 vocalizations in our sample produced 
vocalizations with either 2 (3 females), 3 (2 males and 5 females) or all 4 (3 
males and 6 females) types of prosodic contours. 

4.2 Amplitude/frequency 
Figure 1 is an illustration of amplitude and frequency modulations that are 

very frequent and characteristic of muriquis vocalizations. These modulations of 
amplitude and frequency are produced in an utterance made of the repetition of 
short syllables. From the second repetition on there is a progressive rise in the 
amplitude and frequency of the first harmonic's frequency in the spectrum. This 
is accompanied by a gradual increase in the duration of each syllable. The 
reason for the equal space between the harmonics is that the sound is more than 
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likely produced in a close/open acoustic tube with a unifonn section (Demolin et 
al. 2008). Figure 2 is an utterance showing the repetition of different short 
syllables in strings and their combination with a long syllable. Strings are made 
of the combination of short syllables in which only the second syllable is 
repeated a number of times. The long syllable has a much greater amplitude and 
duration than the short one and is the peak syllable ofllie utterance. 

Figure 1 Utterance showing the repetition of a single short syllable modulated in 
amplitude/frequency and duration. Arrows show the rising falling pattern of the utterance. The peak 
syllable is surrounded. 

Long syllables, when they are repeated, are often produced without interruption 
and present modulations similar to that of a vibrato. This is illustrated at Figure 
3 showing four repetitions of the same long syllable 

4.3 Rhythm 

Rhythm is produced by the repetition and the combination of syllables within 
utterances. Figure 2 shows strings combining two short syllables in which only 
the second syllable is repeated 2 and 3 times after the first syllable. The number 
of repetitions is however not limited and is quite variable. This is a very frequent 
pattern observed in staccatos and neighs of all individuals with more than 5 
vocalizations of our sample. 

Other rhythmic effects are produced by the repetition of a single syllable with 
concomitant amplitude and duration modulations (Figures 1 and 2). 
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Figure 2. Utterance showing the combination of short syllables modulated in amplitude/frequency 
and duration with a long syllable. Arrows show the rising falling pattern of the utterance. The peak 
syllable is surrounded. Strings made of the combination of two short elements are indicated below 
the audio waveform. 

Figure 3. Utterance showing the combination of short and long syllables. The peak syllable is 
surrounded. The four repetitions of an identical long syllable are indicated below the aud io 
waveform. 

5. Discussion 

Data from this paper present a preliminary description and analysis of 
prosodic features in muriquis vocalizations. For the moment it is difficult to 
define any function for the features mentioned in this paper. Prosodic features of 
non-human primate calls such as rising and falling frequency/amplitude and 
modulation of duration may not only inform about characteristics of the caller 
(e.g. affective state - Koda, 2008) but also stimulate a similar affective state in 
listeners (Bachorowski & Owren, 2003; Snowdon & Teie, 2009). Alternatively, 
a conspicuous stressed syllable within the prosodic contour might call the 
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attention of listeners to specific parts of the utterance, such as its onset or 
upcoming end, or a particular syllable. For instance, the common "slow up fast 
down" type of prosody, with a conspicuous stressed syllable towards the end of 
the vocalization, might facilitate the tum-taking of group members during 
exchanges. There is still a lot of research to do to associate prosodic features to 
any function (emotive or other) in muriqui vocalizations. As far as prosody in 
non-human primates may inform about the origins and evolution of different 
aspects of language (e.g. motherese- Koda, 2008; non-verbal cues of affect­
Scherer, 2003) and of other combinatorial forms of human communication (i.e. 
music - Snowdon & Teie, 2009), muriquis are likely candidates for future 
comparative studies. These monkeys provide a rare example of vocalizations 
with complex prosody used in variable social contexts. The same prosodic 
contour type may be used for staccatos and neighs. These are composed of 
different combinations of syllable types. In addition, intensity peaks (i.e. 
stressed syllables) may fall on short or long syllables (Mendes, 1995). The 
effects of prosodic features such as contour and rhythm on call variability are 
indeed quite striking. Vocalizations emitted by different individuals during the 
same exchange may vary both in composition and prosodic features, giving the 
impression that different messages might be exchanged among group members, 
much like a conversation (c.f. Snowdon & Cleveland, 1984; Mendes, 1997). 
Finally, we wish to emphasize the importance of prosodic features in muriquis 
vocalizations from an evolutionary point of view. Up to now, no clear evidence 
of prosody has been shown in non-human primate vocalizations. The prosodic 
features found in muriquis (i.e. amplitude/frequency, duration, rhythm) do not 
include melody (fO contours) but they pattern in clear utterances. These are 
different from what is found in human language only by the lack of fO 
modulations independent from amplitude. This shows two very important 
points. First, it suggests that the origin and evolution of a crucial character of 
language, such as prosody, can be described by the gradual modification of 
some of its features. Second, this raises the fundamental question of the potential 
meaning of these utterances. Future research should address these issues. 
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Individuals devote one third of their language time to mentioning unexpected events. We 
try to make sense of this universal behaviour within the Costly Signalling framework. By 
systematically using language to point to the unexpected, individuals send a signal that 
advertises their ability to anticipate danger. This shift in display behaviour, as compared 
with typical displays in primate species, may result from the use by hominins of artefacts 
to kill . 

1. Theoretical Context 

Human language has several remarkable features, It is a massive phenomenon 
(M): human individuals are involved more than six hours a day in spontaneous 
language activities (Mehl & Pennebaker, 2003) and speak some 15 000 words 
on average during that time (Mehl et ai., 2007). Information is available in 
abundance, due to the existence of talkative individuals (7). Many conversations 
deal with futile matters that are unlikely to affect the participants' survival (F). 
Speakers do not (or loosely) discriminate who will hear what they say (D), and 
most interactions in a group are not one-to-one (Dunbar et al., 1995). Many 
conversational topics are narratives, i.e. they report on some current or past 
unexpected event (U) (Tannen 1984; Eggins & Slade 1997; Norrick, 2000); 
This behaviour: drawing attention to unexpected situations, is a human 
distinctive feature (Tomasello, 2006) that shows up early in childhood 
(Carpenter et ai. 1998). Human beings learn and understand huge lexicons made 
of tens of thousands of words and set phrases (L). Most individuals willingly 
engage in conversational behaviour (W) with no noticeable difference between 
sexes (S) (Mehl et ai., 2007). And sharing conversational time strongly 
correlates with establishing and maintaining social bonds (B) (Dunbar, 1996). 
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Usual accounts of altruistic behaviour are at odds with these facts. Kin 
selection (Fitch, 2004) has problems with M, F, D, L, B. Reciprocal cooperation 
(Nowak, 2006) conflicts with T, F, D and indirect reciprocity (Nowak & 
Sigmund, 2005) conflicts, in addition, with W. Group selection (Sober & 
Wilson, 1998) conflicts with M, T, W, and in its warrior version (Bowles, 2006) 
also with S. Though each of these theoretical difficulties should be discussed in 
more detail, we must observe that these traditional models of altruism cannot be 
straightforwardly applied to the case of human language. Moreover, none of 
them positively predicts any of the first seven facts in the above list. 

Other accounts of costly behaviour include sexual selection (Miller, 2000) 
and Costly Signalling Theory (CST) (Gintis et aI., 2001). Sexual selection, 
when applied to language, is however incompatible with facts M, Sand B. The 
case of CST will be examined in the next section. 

We will first consider how CST can be applied to language. It requires that 
the quality advertised by speakers be specified. We then describe a study 
showing how the human mind detects and interprets unexpected events. We 
interpret the systematic communication of unexpected situations in our species 
(fact U above) as a way for individuals to advertise their ability to spot 
unexpectedness. This advertising behaviour makes sense within the CST 
framework if language emerged in the new context created by the use of 
artefacts to kill. 

2. Can Costly Signalling Theory Account for Human Language? 

CST (Zahavi & Zahavi, 1997; Gintis et al., 200 I) appears to be the most 
promising model to explain the above list of facts concerning spontaneous 
language, despite some initial beliefs about the contrary (Zahavi & Zahavi, 
1997:222). In CST, individuals send signals, even if this involves a significant 
cost, to advertise a definite quality Q. They benefit from being perceived as 
possessing Q. In the social version of CST (Dessalles, 1999; Gintis et aI., 2001), 
individuals establish social bonds based on Q. Social bonds are systematically 
beneficial to chosen signallers. They benefit followers as well, but only if the 
chosen partner really had Q, in other words if the signal was honest in the first 
place. CST shows that, under certain conditions, honest signals emerge and 
remain stable. 

It is tempting to invoke CST to account for the existence of language, as it 
would correctly predict facts labelled T, D, W, B in our list. There are, however, 
several problems. One of them is that CST is apparently incompatible with M: 
the fact that everyone speaks, and speaks a lot. Within CST, signalling is 
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competitive. This generates a threshold, below which it is not worthwhile 
signalling. The honesty of signals relies precisely on this fact: only high-quality 
individuals benefit from signalling, while the others have better time saving the 
cost, as they have little hope of return. We addressed this issue elsewhere 
(Dessalles 2006), by showing that when the competition is decentralized, even 
low-quality individuals benefit from signalling their true quality. The fact that 
social bonds imply spending time together (Dunbar, 1996) is crucial in this 
respect: individuals must recruit their friends among individuals who have 
available time left. This constraint creates a situation in which friends turn out to 
be matched by quality. In such situation, everyone benefits from signalling. 

The major remaining problem concerning CST is that it leaves the 
advertised quality Q unspecified. The constraints are the following: 

Joining an individual with higher Q should bring more benefit to 
followers; 
Cheating on Q should be difficult for signallers. 

Importantly, cost is not a necessary ingredient of CST! Cost might be borne 
by cheaters rather than signallers (Lachman et al. 2001), and in some cases 
cheating might simply be impossible, e.g. if recipients can check the validity of 
the signal. In the next sections, we explore the possibility that one prime quality 
advertised through language is the ability to notice unexpected states of affairs. 

3. Unexpectedness in Language 

Some 25% to 40% of language time is devoted to mentioning immediate or past 
events (Eggins & Slade, 1997; Dessalles, 2008), especially through 
conversational narratives (Norrick, 2000). To appear interesting to listeners, 
these events must appear unexpected, i.e. they must contrast with the listener's 
expectations about the world (see below for a more technical definition). We 
will show how this unique property of human communication can make sense 
within CST. 

Unexpectedness can be given a formal definition. In their attempts to define 
randomness, mathematicians developed a concept known as Complexity (in the 
Kolmogorov sense). The complexity C of a situation is the minimal information 
needed to reconstruct it unambiguously. Though objective (i.e. observer­
independent) complexity cannot be computed, observer-dependant C can be 
easily calculated in most concrete cases, as shown in table I (see 
www.unexpectedness.eu, or (Dessalles, 2008) for more details). 
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Parameter 

Distance d to the 
event 

Time distance t to the 
event 

Social relatedness 

Celebrity 

Feature! 

Table I: Complexity computations 

c 

10gz(1tctla) 

logz(tfa) 

logz r 

logz r 

logz r 

Remark 

a is the typical surface of the event. 

a is the typical duration of event. 

r is the rank of the acquaintance in the observer's 
address or cell phone shortlist. 

r is the rank of the person in an ordered list (see 
note). 

r is the rank of the notion in an ordered list (see 
note). 

Note: ranked lists can be obtained through Web search engines, or through temporal ordering (events 
being ranked by elapsed time), or by experimenting with individuals' reaction times in recognition 
tasks. r is ideally the minimal rank obtained through such means. 

Unexpectedness is defined as a complexity drop: 

U= C,.-C (I) 

Cit' stands for the expected complexity, i.e. the minimal information needed 
for the known world to produce the situation. Table 2 shows the contribution of 
various parameters to unexpectedness (see www.unexpectedness.eu, or 
(Dessalles, 2008) for more details). 

The claim is not that the human brain performs these computations 
formally. However, individuals seem to have clear intuitions about how these 
various parameters affect unexpectedness. For instance, they intuitively know 
that a fire breaking out next block is more unexpected, and thus more interesting 
to tell, than the same fire occurring five kilometres away. They intuitively know 
that coincidences are all the more unexpected, and thus interesting, as the two 
coincident facts share common features (making C(s2Isl) smaller). And they 
know that it is highly unexpected to bump into one's neighbour P in a remote 
place L (e.g. a village in India), much more unexpected indeed than a mere 
encounter with some forgotten former colleague in the train station nearby (what 
the difference C(P) - C(L) captures). The study presented in the next section 
puts these intuitions to the test. 



Parameter 

Distance 

Time 

Rarity 

Atypicality 

Coincidence 

Encounter 
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Table 2: Unexpectedness computations 

U 

210g,(DId) 

0.712 -C(j) 

C(s,) - C(s2Is,) 

C(L)-C(P) 

Observation 

D is the typical distance to similar events (estimated 
by the distance to the last remembered instance) 

T is the typical distance in the past to similar events 
(estimated by the time distance to the last 
remembered instance). 

F is the occurrence frequency of feature f 

The situation lies at k standard deviations along 
feature/from its prototype. 

Conditional complexity C(s2Is,) measures the 
minimal information needed to reconstruct S2 from 
s,. 

The observer bumps into P at location L. 

4. Unexpectedness and Conversational Interest 

A corpus of 18 short narratives was presented to 101 French participants (see 
(Dimulescu & Dessalles, 2009) for a detailed description of the experiment). For 
each story, participants had to choose among two options (randomly selected 
out of three possible values) the one that makes the story more interesting. The 
following stories (originally in French) illustrate, in tum, the influence of time 
distance, the role of atypicality, the importance of common features in 
coincidences, and the influence of social proximity (* signals when results are 
statistically significant p < .05). 

» For a year, I had been thinking of changing my mobile phone at SFR (mobile operator). I finally 
decided to do so even if I had to pay a part because I did not have enough Red Square Points. I 
bought the new phone at 13:00. [---] I got a message from SFR "Change your mobile, SFR offers 
you 15000 Red Square Points." 

Options: (a) At 13:10; (b)At 14:00; (c) Two weeks later. 

Results: (a)/(b): 2914* - (b)/(c): 2816* - (a)/(c): 31/3* 

»Wednesday, the city of Amiens police seized [---] kg of heroin at number 13 rue Fafet. 

Options: (a) 10 - (b) 5 - (c) 2. 

Results: (a)/(b): 28/13* -(b)/(c): 20/11-(a)/(c): 21/8* 

» I'd just bought a small Peugeot 106 ColorLine for 2000 euros. I had tried it the day before and it 
was very good. I turned the key, I started, I left the property of the former owner of the car when, 
coming from the left without looking, another [---] crashed into me. 

Options: (a) Peugeot 106 ColorLine - (b) Peugeot 106 - (c) Peugeot. 

Results: (a)/(b) 2418* - (b)/(c) 3214* - (a)/(c) 2815* 
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» Two weeks after my car had been stolen, the police informed me that a car that might be mine was 
for sale on the Internet. They showed me the ad. The phone number had been identified . It was the 
mobile phone number of [---J. 
Options: (a) my office colleague - (b) a colleague of my brother's - (c) someone of my 
neighbourhood. 

Results: (a)/(b) 25/6* - (b)/(c) 24110* - (a)/(c) 2617* 

Participants altogether never preferred the least unexpected option (c). For 
17 stories out of 18, the most unexpectedness option (a) was significantly 
ranked best. This is in perfect accordance with the major role played by 
unexpectedness in conversational interest. We now show that this role may owe 
its origin to our phylogeny. 

5. Discussion 

The human universal propensity to signalling unexpected events and the 
corresponding demand by listeners matches the CST prerequisite that it is used 
to display a social quality. What kind of quality? Candidates do not abound. 
There is one hypothesis,however, that seems to otTer a consistent account. 

It is a fact that at some point in our phylogeny, individuals started to use 
stones, sticks or weapons to kill at no risk (what chimpanzees do not do). This new 
behaviour dramatically transformed hom in in politics (Woodburn 1982; Boehm 
2000:177; Bingham, 200\). If anyone can kill anyone at no risk, e.g. during sleep, 
to be on one' s guard is not enough. Individuals must rely on friends' alertness. In 
this context, ideal friends are those who are best able to anticipate danger. 
Language would have emerged as a way to advertise this ability. 

In most species, danger is easy to anticipate. The gazelle knows that lions 
are dangerous, and it knows what the safe distance is. Chimpanzee males know 
that wandering close to territorial limits puts their life at risk. The problem is 
significantly harder for hom in ins: danger may come from group mates who may 
strike anywhere anytime by surprise. How can the unexpected be anticipated? 

The present account of the evolutionary emergence of language instantiates 
CST in the following way: individuals, through their conversational utterances, 
advertise their ability to surprise others. By preferring to join and remain close 
to the most talented individuals in this game, listeners increase their viability as 
they diminish the probability of being taken by surprise. In a context of easy 
killing, information replaces muscular strength as main asset for success. Male 
chimpanzees display their muscles, whereas human beings advertise their 
informational abilities through language. Note that, as required by CST, it is 
difficult to cheat on unexpectedness, as the unexpected character of reported 
events can be easily checked by listeners. 
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This model accounts for all the facts listed at the beginning of this paper. In 
particular, noticing futile facts (F), such as the current date (09/09/09), can 
make a successful communicative act (in this example, the date is interesting, 
not because it is consequential, but merely because it is 'too' simple and thus 
unexpected). The model predicts that various levels of talkativeness will coexist 
(D; it predicts no discrimination of listeners (D), no sex difference (S), and of 
course a strong correlation between conversation and social closeness (8). It is, 
in addition, one of the few models that account for the existence of plethoric 
lexicons (L): the set of unexpected situations is by definition unbounded, and 
one must be potentially able to describe all of them, especially the rarest ones, 
with enough precision for their unexpected character to be correctly appraised. 

In the hominin world in which riskless killing becomes possible, 
individuals secure their safety by choosing the right friends, those who are most 
able of keeping them informed of any unusual situation going on. This is the 
only way to prevent the danger of being taken by surprise. The initial emergence 
of language may be the consequence of this situation: individuals strive to 
display their ability to notice anything unexpected, as it is the best way, as 
predicted within the CST framework, to build efficient social networks. 
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Language is a defining characteristic of the biological species Homo sapiens. But 
Chomskian Universal Grammar is not what is innate about language; Universal Grammar 
requires magical thinking about genes and genetics. Constraints of universal grammar 
are better explained in an evolutionary context by processes inherent in symbols, and by 
such processes as syntactic carpentry, metaphor, and grammaticalization. We present an 
evolutionary timeline for language, with biological evidence for the long-term evolution 
of the human capacity for language, and for the co-evolution of language and the brain. 

1. Introduction 

1.1. Danvin and Broca 

We keep hearing that in 1866 the Linguistic Circle of Paris stopped accepting 
papers on the origin of language because those papers were speculatively silly. 
But why 1866? And why Paris? In 1866 intellectuals in Paris were talking about 

Pierre Paul Broca and Charles Darwin. Broca, a neurologist, had just discovered 
an area of the brain essential for speech, and Clemence Royer's controversial 
French translation of Darwin's Origin of Species had recently come out. By 
1866 it was clear that one could no longer talk about the origin of language 
without considering the biological substrates of language and biological 
evolution. In reaction, the Linguistic Circle was founded in 1866 as a 
conservative Catholic-monarchist organization specifically to counter positivist 

and evolutionary thought in linguistics. But for the Anthropological Society, 
founded by Broca, who was also a champion of Darwin, any speculation about 
the origin of language outside the framework of biological evolution would be 
regarded as magical thinking. 
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1.2. Magical thinking about genetic mutations for language 

From a biological point of view, one sees a surprising amount of magical 
thinking among linguists and paleoanthropologists, even 150 years after Darwin 
and Broca -- only now the magical thinking is couched in the vocabulary of 
genes and genetics. For example, Berwick and Chomsky (forthcoming) 
envision a scenario in which "in the very recent past, maybe about 75 ,000 years 
ago," [i.e. well after fossil human brains had reached their modem size and 
proportion], "an individual...underwent a minor mutation that provided the 
operation Merge," which allowed for recursive structured thought. "At some 
later stage," they say, "the internal language of thought was connected to the 
sensorimotor system," that is, to the "external" modalities of speech and hearing 
and sign language, "quite possibly a task that involves no evolution at all." 

Likewise the paleoanthropologist Richard Klein has argued that there must 
have been a recent mutation for language about 50,000 years ago to explain an 
increase in cultural artifacts appearing at that time (Klein 1997). The implication 
is that if you don't have sophisticated preserved cultural artifacts as evidence, 

you don't have language. 
Although single mutations can have devastating results for disease or 

disability, it is magical thinking to believe that a single recent mutation could 
cause something as complex as the origin of the biological capacity for language 

or for recursive thought. 
We will present a long timeline for the coevolution of language and the 

brain in the genus Homo. But first, to clear the way for a biological perspective 
on the evolution of language, the Chomskian approach to Universal Grammar 

must be rejected. Universal Grammar is not what is innate for language. 

2. Chomskian Universal Grammar is not what is innate for language 

2.1. Chomskian Universal Grammar and natural selection 

In critiquing behaviorism, Chomsky did us a great favor by emphasizing the 
biological species-specific nature of language. But then the first conceptual shift 
of generative grammar was to tum away from considering species behavior to 

focusing on the internal individual language of an ideal speaker -- 'I-language.' 
Almost by definition I-language is primarily for thought, not communication. 
External languages ('E-Ianguage'), e.g. English and Dutch, were regarded as 

secondary or derived epiphenomena. For purposes of the theory, the ideal 
speaker-hearer was placed in a pure ideal speech community with no variation. 
To solve the logical problem of language acquisition, language acquisition was 
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regarded to be instantaneous. In that fixed and static context, the theory 
demanded universal grammar to be innate so that children could universally 
learn language in impoverished language environments without teaching. It is no 
wonder that Chomsky was skeptical whether evolution by natural selection 
could account for the Universal Grammar derived from this model. 

In their classic paper, Natural Language and Natural Selection (1990), 

Pinker and Bloom tried to reconcile the generative linguistics of twenty years 
ago with the theory of evolution by natural selection. Both Chomsky and the 
paleontologist Stephen J. Gould had been questioning whether language could 
be explained by natural selection. Pinker and Bloom say, "Since we are 
impressed both by the synthetic theory of evolution and by the theory of 
generative grammar, we hope that we will not have to choose between the two." 
To reconcile the two, however, they had to recast the theory of generative 
grammar. Their argument is based on two "facts," one of which was that 
"language shows signs of complex design for the communication of 
propositional structures" (pA 7). Communication is basic to their view of 
language, as it is to most people, but Berwick and Chomsky are still arguing that 
communication is a secondary phenomenon which came after the minor 

mutation for Merge that allowed structured thought. Even allowing for a genetic 
mutation, Berwick and Chomsky are reluctant to put it in the context of natural 

selection, preferring to recast evolution in terms of physical constraints and 
other processes with much of the language faculty evolving as a spandrel, as 
accidents or for purposes other than language. 

We do have to choose between generative linguistics and the theory of 

natural selection for language, but if we reject generative linguistics, we still 

have to account for the phenomena explained by universal grammar. 

2.2. There is no needfor a minor mutation for Merge or recursion 

A mutation for Merge or for linguistic recursion is not necessary if we recognize 
that recursion is common in the natural world and implicit in symbolic systems. 

Recursion in the natural world. Chomsky and his collaborators have 

argued that while the human faculty of language, broadly speaking (FLB), may 
have homo logs or analogs with other animals, the only thing which makes 
human language unique (the Faculty of Language Narrow Sense, FLN) is 
recursion. Hauser, Chomsky, and Fitch (2002) proposed that the "FLN 
comprises only the core computational mechanisms of recursion as they appear 
in narrow syntax and the mappings to the interfaces." 
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It is not at all clear, however, that recursion is so unique in the natural 
world. In living systems biochemical processes are used over and over again in 
hierarchical structures. For example, FOXP2 is a transcription factor that 
regulates several hundred genes in hierarchical structures at different places and 
different times in the life cycle. 

Recursion and universal grammar for free. Terence Deacon (2003) argues 
that recursion is implicit as a semiotic universal in symbolic reference. 
Symbols, as predicates, are free and variable in reference and require an 
indexical argument to refer the predicate to a specific context. "Table" can refer 
to many things and we need modifiers and the like to let us know which table we 
are referring to. In English, the verb "carry" inherently requires subject and 
object arguments: we want to know who carried what. Deacon argues that "the 

kinds of thing that can be substituted for argument variables can themselves be 
predicates (with their own argument variables), exemplifying the possibility for 
recursion implicit in symbols (p. 133)." This, he maintains, is a semiotic 
universal not tied to human language or neural systems. In sum, he argues that 
"major universals of grammar may come for free, so to speak, required by the 
nature of symbolic communication itself (p.138). 

William O'Grady (2005) goes a step further by working out how the effects 
associated with universal grammar can come for free in the process of building 
sentences. Universal grammar requires an interface with a mostly unspecified 
processing system. O'Grady shows how a processing system with the right 
characteristics can compute and build sentences of the appropriate sort without 
the need for universal grammar. Adopting the metaphor of a carpenter building 
without architectural blueprints, he shows that the properties of a broad range of 
phenomena associated with universal grammar (agreement, control , binding, 
that trace effects, and others) follow from the manner in which sentences are built 
by a processor whose primary concern is simply to minimize the burden on 
working memory. 

3. A biological perspective on the evolution of language 

3.1. Language is a defining characteristic of Homo sapiens. 

Biologists would agree that language is a defining characteristic of Homo 
sapiens. In that sense, as Lenneberg used to argue, it is more like bipedal gait, 
which has no history in the species, than like writing, which has a clear history 
and is not universal among humans. Language would have been fully present at 
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least as far back as 200,000 years ago, with "Mitochondrial Eve" (Cann et al. 
1987) and with the first anatomically modem Homo sapiens fossil skulls. 

Species-specific behavior does not necessarily mean species exclusive. 
Bipedal gait is a defining characteristic of Homo sapiens, but also of Homo 
erectus, Homo habilis, the australopithecines, and even, in a more primitive 
way, the 4.4 million year old Ardipithecus ramidus. The presumption of 

evolutionary biology is that the capacity for language and language itself also 
have a long history, and were co-evolving in the genus Homo with the tripling in 

brain size beginning 2 million years ago. 

3.2. The importance of speech in the evolution of language 

In experiments trying to teach human languages to chimpanzees, the most 
salient deficit among chimpanzees is their almost total inability to speak or even 

mimic English words. Even when raised as a child in diapers in a human home, 
and even after extensive behaviorist training, ability to mimic speech is almost 
nonexistent. Yet chimpanzees are able to understand spoken English words and 
communicate using basic signs of American Sign Language and special 
ideographs on computer keyboards. Except for speech, the cognitive abilities of 
the great apes would provide a good starting place for the evolution of language. 

A question arose, did manual sign language serve as a transitional system 

leading to spoken language? The reverse is more likely, that modem sign 
languages are enabled by cognitive mechanisms evolved for spoken language. If 
American Sign Language is just as good a language as spoken languages are, 

then it is unlikely that humans would have undergone the difficult evolutionary 

task of developing neuromuscular control of the vocal tract. Except among deaf 

people, speech is a universal feature of human language. 
Although the lips, tongue, vocal cords, breathing mechanisms, etc., are 

homologous between humans and apes, gaining voluntary neuromuscular 

control to coordinate these organs for speech was a major evolutionary task, not 
to mention the subtle changes in shape of some of these organs to accommodate 
efficient speech. When one looks at the extensive areas of the human brain 

dedicated to control of the vocal tract and to the processing of speech, one sees 
evidence of natural selection for speech function. 

3.3. Coevolution of language and the brain 

Human brain size tripled in the last 2 million years from the 350cc of 
Australopithecines to the 600cc of Homo Habilis, the 900cc of Homo erectus 
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and the 1350cc of modem Homo sapiens. Some of this increase is required by 
increased body size, but the increase in brain power is still impressive. 

Berwick and Chomsky (2008) quote a suggestion by Striedter that human 
language may have emerged automatically from increased brain size. This 
suggestion does not work. Microcephalics, human beings with chimpanzee-sized 
brains, can learn language to the kindergarten level by the time they are twelve, 
so it is clear that it is not the absolute size of the brain that matters but the 
structure and connectedness of the brain. 

A true evolutionary novelty, like language, presumably involves mutation in 
gene regulation. With the whole genomes of chimpanzees and humans available 
we can search for regulatory gene shifts, especially those involved in neuronal 
architecture. Many human-specific regulatory RNA's have been discovered. For 
example, two genes that are highly expressed in the brain, CCDC55 and 
SEMA46, are regulated by small RNAs that are the target of recent positive 
natural selection in humans (Zhang, Lu, and Cui 2008). These newly regulated 
genes yield neurons with altered metal, ion, and nucleotide binding activities, 
along with changes in protein transport and cell cycle control. 

Not all parts of the brain increased at the same rate: Broca's area and other 
language processing areas are among the areas that increased proportionately 
more than average. In biology we expect form and function to evolve together. 
When we see fossil dinosaur skeletons we confidently say which ones could fly. 
Likewise when we see increases in motor cortex controlling the vocal tract and 
increases in motor association cortex serving the vocal tract (Broca's area), we 
can be confident that we are seeing the evolution of the ability to speak. Our 
assumption here is that the first symbols oflanguage were spoken words. 

4. FOXP2 and other genes and mutations relating to language 

Despite immense complexities that have come with more study, FOXP2 has 
held up as a gene of interest for the evolution of language. It is not a simple 
"grammar gene" as the popular talk was in 1990. It is a transcription factor that 
turns genes on or off -- several hundred of them (Vernes et al. 2007). The action 
of FOXP2 is so essential in so many parts of the body that there were no 
changes in FOXP2 protein from chimpanzee back to the common ancestor with 
mouse. But there were two amino acid changes in the human line since the 
common ancestor with chimpanzee. Were these related to the origin of speech 
and language? Circumstantial evidence suggest that maybe this is so, beginning 
with the KE family whose hereditary speech and language disability led to the 
discovery of FOXP2. FOXP2 is implicated in bird song, ultrasonic vocalization 
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of mice, and echolocation of bats (see references in DiIIer and Cann 2010). This 
evidence points to a role in vocalization, or a possible role for speech. 

Using genomic evidence, we have dated the human mutations in FOXP2 to 
1.8 or 1.9 miIIion years ago (see DiIIer and Cann, 2009). This date would 
coincide with the starting point of the dramatic expansion of the human brain 
areas involved in speech and language processing. 

The complexities of the action of FOXP2 are seen in the example of 
CNTNAP, which is downregulated or inhibited by FOXP2. CNTNAP is 
involved in cortical development and axonal function. High levels are found in 
language related areas. Yet in the developing human cortex, lam ina with the 
most FOXP2 have the lowest levels of CNTNAP. So we have the complexity 
that although both FOXP2 and CNTNAP seem to be positively correlated with 

speech, they are also negatively correlated with each other. 
Not all genes which cause language difficulties when mutated are relevant 

to the evolution of language. For example, the fragile X syndrome, caused by a 
mutation in the FMR-J gene, shows language development problems in humans, 
but the mouse model also shows the accompanying mental retardation, tremors 
and seizures, along with characteristicaIly large ears and testicles and long faces. 

This gene works at a very basic level for proper development of neural 
connections in the developing brain and does not specifically target language. 

Changes in generalized brain-size genes also say little for language 
evolution. A human mutation in the CMAH gene about 2.7 million years ago 
stopped production of an enzyme that inhibits brain cell growth (Chou et al. 
2002). Release of this brake on growth may have been a prerequisite for 

reorganizing the brain for speech and language, but it does not explain the 

reorganization. Likewise for genes that when disabled cause microcephaly, e.g. 
microcephalin and ASPM. Since microcephalic brains are language capable, 
these genes did not likely have any effect on language evolution. 

Linguists who focus too much on design are likely to be disappointed in 
biological evolution, which is more like tinkering than like design. Single 

mutations often cause disease, disability, and dramatic disruption of systems. It 
usually takes many adjustments for a system to adapt positively. 

5. An Evolutionary timeline for language 

On the basis of evidence from neuroanatomy and genetics, we argue that the 
first spoken words were used at least by the time of the emergence of genus 
Homo more than 2 miIIion years ago. The first speakers were probably not very 
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articulate at first, and literal pointing with the index finger probably provided the 
first indexical arguments to provide reference for these spoken symbolic words. 

Homo erectus developed a brain double the size of chimpanzee brains, and, 
we argue, was on the way to building up a decent language through processes of 
syntactic carpentry, metaphor, and grammaticalization. Those processes do not 
require a major break between a "protolanguage" and full language. At the 

beginning, Homo erectus was probably not very good at language, but brain 
evolution would enable improvement. 

Tool use was also not that sophisticated at first. Hand axes flaked only on 
one side were adequate until after Homo erectus had colonized Asia and Europe. 

Homo erectus also controlled fire and Wrangham (2009) argues that the 
improved nutrition enabled by cooking was important for neurodevelopment as 
well as for the major changes in the digestive tract seen in modem humans (and 
reflected in the rib structure of Homo erectus). At first, however, Homo erectus 
was probably awkward at controlling fire. The first organized hearths appear in 
China 800,000 years ago. 

After a million and a half years of coevolution of language and the brain, by 
the time of Mitochondrial Eve and the first fully modem Homo sapiens skulls 
200,000 years ago, the biological evidence indicates that we had full language 
capabilities, fully modem languages, and a brain capable of higher cognition. 
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A NEW THEORY OF LANGUAGE AND ITS IMPLICATIONS 
FOR THE QUESTION OF EVOLUTION 

1. Introduction 

DANIEL DOR AND EVA JABLONKA 

Tel Aviv University 

In a series of articles (Dor and lablonka 2000, 2001, 2004, forthcoming), we 
have argued that the. entire process of the evolution of language was driven, 
from the very beginning, by the cultural evolution of language as a socially­
constructed communication technology. The new technology changed human 
societies in such fundamental ways, that individual survival eventually came to 
depend (more and more) on the individual's ability to participate in the activities 

of language - and individuals began to be selected (behaviorally, cognitively, 
emotionally and, eventually, genetically) for their linguistic capacities. Based on 
some of the most recent developments in Evolutionary Theory (West-Eberhard 
2003, lablonka and Lamb 2005), our model provided an explicit characterization 
of the biological-cognitive side of the process - beginning with a new 
understanding of the role of innovation (and particularly social innovation) in 
evolutionary processes, and ending with the developmental complexities 
involved in the partial genetic accommodation of the capacities required for the 
participation in innovative social activities, such as the activity of language. The 
model, however, was also based on a programmatic proto-theory of language as 
a communication technology (Dor 1999, 2000, 2005), and because of that, it 
remained at the programmatic level in terms of the social evolution of language 

itself. In Dor (2009), the program finally matured into a full-fledged theory, 
which allows for the construction of an explicit hypothetical narration of the 
social process that brought the technology of language from its moment of 
invention to its current state. In our talk, then, we will begin with an overview of 
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the theory, and then present the hypothetical narration of the process that the 
theory entails. 

2. Language and Experience: A Theory of Language as a Social 
Technology 

The theory of language as a communication technology, developed in Dor 
(2009), is based on a particular understanding of the dialectic relationship 
between language and the world of private experience. The process of 
experiencing is the foundation of our lives as mental creatures: We live in 
experience. Experiencing includes not just everything that we call feeling, 
thinking, understanding, seeing, hearing, imagining, wishing, and so on - but 
also, importantly, everything that happens in our nervous system when we act, 
when we move, touch, react, try, succeed and fail. The most important thing to 
understand about experience, then, is that it is always private. We experience on 
our own, within ourselves, even when we experience together. Because of that, 
our private experiences are always different, even when we experience the same 
thing, and they are always, in many ways, inaccessible to others. We are forever 
separated from each other by experiential gaps. 

All the active systems of communication used by biological species, apart 
from language (and possibly the dancing rituals of the bees), are systems of 
experiential communication. They allow for the experience of the communicator 
to be directly experienced by the interlocutor, in circumstances of direct 
experiential contact, where the interlocutors experience together, and the 
experiential gap between them is momentarily reduced. Because of that, these 
systems are locked within the here-and-now of the communication event. We, 
humans, share many of these systems with the other species. We have also taken 
experiential communication a major step forward, with the emergence of 
mimesis (Donald 1991). 

It is only with language, however, that human speakers can communicate 
experiences that cannot be directly experienced by their listeners. The functional 
essence of language, what makes it unique, is the fact that it allows for 
communication across the experiential gaps between speakers and their 
listeners: Speakers do not try to make their experience perceptibly present to the 
listener. The experiential strategy is abandoned in principle. Instead, speakers 
provide their listeners with a code, a plan, a skeletal list of the basic co-ordinates 
of the experience - which the listeners are then expected to use as a scaffold for 
experiential imagination. Language is a technology of instructive 

communication: Speakers instruct their listeners' imaginations. 
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The technology consists of two components - the symbolic landscape and 
the communication protocol. The symbolic landscape is what we usually think 
of as the lexicon of the language, but it is much more than just a list of words 
and constructions. It is a huge semantic web, a radically-simplified model of the 
world of experience. The model is a socially-constructed compromise: It reflects 
the entire history of negotiation and struggle, within the linguistic community, 
over what should be properly thought of as a normative worldview. The 
communication protocol is a set of socially-negotiated procedures for the 
process of linguistic communication. Just like the signs of the symbolic 
landscape, the procedures emerge from the struggle over norms - this time, the 
norms of communication. The two components allow speakers to channel 
through the socially-constructed world of the symbolic landscape skeletal 
descriptions of their private experiences - which the listeners then imagine into 
experiential interpretations. 

The key to this unique technology is the fact that it requires a huge amount 
of collective effort to make it work. The entire functional logic of the system 
depends on the foundational act of experiential mutual-identification - by 
speakers and listeners - prior to actual communication. Speakers have to go 
through a long process in which they mutually-identify elements of their 
experiences of the world which are similar enough for communication, and sign 
them in mutually-identified ways. And they have to mutually-identify elements 
of their communicative experiences and zoom-in, together, on procedures that 
would allow the listeners to imagine reasonably accurate interpretations to the 
speakers' utterances. 

Mutual-identification is a collective activity of a very complex type. For 
two individuals, A and B, to mutually-identify an element of their experience, 
they have to go through the following process: One of them (A) has to direct the 
attention of the other (B) to the relevant experience (by pointing, for example); 
B should realize: 'A is directing me towards this particular experience'; A and B 
should mutually-acknowledge the identification of the experience (by eye 
contact, gesture or another experiential expression); and both should realize: 'We 
have identified the same experience'. To the extent that they also mark the 
mutually-identified experience with a mutually-identified sign, they may now 
talk about the experience when it is not available for direct experiencing, by 
using the agreed sign to invoke the memory of the experience in the mind of the 
other. 



3. The Pre-History of Language: The Invention of Mutual­
Identification 

119 

This conception of language positions the collective actIvIty of mutual­
identification at the center of the question of the origin of language. Even if the 
apes have some of the social and cognitive pre-conditions for the activity (such 
as a theory of mind), they definitely do not mutually-identify. Language could 
thus only be invented after groups of pre-linguistic hominids invented and 
stabilized the activity of mutual-identification as such. We suggest that mutual­
identification could only have emerged as an innovative solution to a very 
specific type of problem - the problem experiential dependency: One individual 
experiences something that calls for action but he or she cannot act on the basis 
of the experience; another individual is in a position to act, but he or she does 
not experience the thing that actually calls for action; and the survival of both 
depends on the capacity of the first to direct the second to the relevant 
experience. Much of what we know today about the great revolutions of Homo 
erectus - both in terms of material culture (Ambrose 2001, Wrangham 2009), 
and social structure, including the emergence of alloparenting (Blaffer-Hrdy 
2009) - suggests that erectus communities could not have stabilized their 
innovations without solving the problem of experiential dependency - which 
they did by upgrading their systems of experiential communication into systems 
of mimesis. Mimetic communication allowed, for the first time, for systematic 
mutual-identification. As mimetic communication stabilized, associations 
emerged (and came to be mutually-identified) between directive gestures and 
mimetic vocalizations - associations that, as such, may not have played an 
important role in the lives of the communities. They only assumed their full 
significance when innovative communicators began to experiment with their 
usage for communication about experiences that lay beyond the here-and-now of 
the communication event. This, we claim, in line with Tomasello (2008), could 
only have happened in special circumstances of enhanced social trust. The 
associations became the first words. The first prototype of the technology of 

language was invented. 

4. The History of Language: Th ree Stages of Technological Innovation 

Every technology develops through a long and complex line of gradual 
modifications, punctuated from time to time by a technological revolution. 
Language is no exception. As we see it, the technology of language has gone 
through three stages, with two revolutions between them: 
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The first functioning prototype of the technology, comprising of sets of 
mutually-identified signs, allowed for communication of the type that the 
acquisition literature calls holophrastic communication. It allowed speakers to 
refer their listeners to a limited (but growing) set of mutually-identified 
experiences - using a single sign per utterance. As the invention stabilized and 
developed, it began to produce new patterns of interaction between its speakers; 
a collective worldview began to emerge; and sets of linguistic sounds began to 
be mutually-identified and isolated from the experiential continuum of mimetic 
vocalization (this was the beginning of phonetics). 

At a certain moment, when the set of mutually-identified experiences 
reached a certain level of complexity, a new technical possibility emerged: 
Some experiences came to be associated with more than a single sign, and 
speakers began to utter the relevant signs together - one after the other. This was 
the revolution of compositionality, and it brought language into the second stage 
of its evolution. The expressive power of language increased dramatically; 
patterns of semantic structure began to emerge on the symbolic landscape; and 
totally new habits of discourse began to be formed. As speakers gradually 
increased the number of signs they uttered together, and as they did it more 
quickly, patterns of linearization appeared, and together with them - the first 
patterns of phonology. 

At this point, the increasing complexity of the entire system began to 
produce problems of interpretation of a totally new order, and communities 
began to develop sets of mutually-identified norms for linguistic 
communication. This was the third revolution: The birth of the communication 

protocol. As the protocol developed, increasingly complex clusters of norms 
(morphological, syntactic and others) came to regulate the on-line process of 
experience-to-speech translation. 

Throughout the entire process, individuals were selected for their ability to 
work with the technology. When language was already deep in the second stage 
of its evolution, and for many different reasons, fast speech came to be an 
important individual challenge. From the speech revolution, taking place within 
the social-linguistic environment of late erectus - a human species not yet 
specifically adapted to language - emerged Homo sapiens, as a new human 
species physiologically adapted to fast speech. It is not the case that we have 
language because we are a species of speakers. We are a species of speakers 
because we have language. 
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1. Introduction 

In humans language passes from mother to offspring by the process of vocal 
learning. Vocal learning is common among birds (Kroodsma & Miller, 1996), 
but less studied and probably rare for non-human mammals. Among mammals 
vocal learning was shown only for cetaceans (Caldwell & Caldwell, 1972; 
Richards et aI., 1984; Payne & Payne, 1985; Janik & Slater, 1997), true seals 
(Phocidae) (Ralls et aI., 1985), some bats (Jones & Ransome, 1993; Boughman, 
1998). Geographic variations in acoustic repertoires typical for many terrestrial 
mammals are usually a result of geographic isolation and pass from generation 
to generation genetically, rather than by vocal learning (Conner, 1982). 
The specific vocal traditions of sympatric or neighbouring groups or sub­
populations of mammals are called dialects (Conner, 1982). Ford (1991) showed 
that killer whale groups in the Northeast Pacific have unique vocal repertoires of 
discrete call types and documented various levels of sharing of discrete call 
types between groups: certain groups shared a number of discrete call types and 
others had entirely different call repertoires. The basic unit of the North Pacific 
resident killer whale's social organization is the "matriline", which consists of a 
living female and several generations of her offspring (Bigg et aI., 1990). One or 
several matrilines comprise "pod" - a group of whales that share a unique 
repertoire of discrete calls. Set of pods which share a number of discrete call 
types is called "clan". 
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Killer whales acquire discrete call repertoires from their mothers through the 
process of vocal learning, like human children which learn the language from 
their parents. Some observations suggest that not only vertical (from mother to 
offspring) vocal learning can occur in killer whales, but also horizontal (between 
adult animals). Ford (1991) showed that killer whales in the wild sometimes 
mimic the discrete calls from the dialects of other pods, and Bain (1986) 
described that an Icelandic killer whale in captivity started to use calls from the 
dialect of its pool mate from British Columbia. Deecke et al. (2000) showed that 
a slight changes in N4 cal! structure over 12-year period occurred 
simultaneously in two matrilines of the same pod, which suggests the existence 
of intra-pod horizontal transmission of vocal features. However, inter-pod 
horizxmtal call type transmission is not studied to date. In human languages 
horizontal transmission is a common phenomena, constantly atTecting the 
process of language development and change. The aim of this study was to 
examine if similarities and differences of calls in killer whale dialects can reveal 
the existence of inter-pod horizontal transmission of vocal traditions in killer 
whales. 

2. Methods 

We examined the patterns of call sharing in II pods of resident killer whales 
from Avacha Gulf, Kamchatka, Russian Far East. Discrete calls of resident killer 
whales fall into two main categories: monophonic calis, which are used mostly 
for intra-group communication, and biphol1ic calis, which are used mostly for 
inter-group communication (Filatova et aI., 2009). We have compared the 
similarity of one monophonic and one biphonic call type between killer whale 
pods. Monophonic Kl type represents the low-frequency squeak-like sound 
which is shared by all II pods with substantial variations between pods (fig. 1). 
Biphonic K5 type is higher-frequency call which is shared by all but one pod 
with substantial variations betw"een pods (fig. 2). The only pod which lacks K5 
type produces K6 type which is highly similar to K5 type. 

Figme 1. Examples ofKl calls from three different pods. 
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Figure 2. Examples ofKS calls from three different pods. 

To examine call similarity between pods, we have measured time and frequency 
parameters in five KI calls and ten K5 calls from each pod using AviSoft 
SASLab Pro software. In K5 calls we have measured time and sideband interval 
in the beginning, middle and the end of each syllable (fig. 3). 

sideband interval 
in the: 

end 
middle 

beginning 
of the syllable #3 

0.2 0.4 lUi O.B 1.0 
~~~~IUL--J ____ ~~ ____ -JL ______ -= ______ ~ 

2 3 4 5 6 7 
Fig. 3. KS call divided into syllables (2-7) from which the measurements were done. Sideband 
interval measurements are shown for the syllable #3. 

In Kl calls we have measured sideband interval in 6 regularly spaced points. We 
have used the absolute (sideband interval) and relative (frequency modulation 
between the measurements) frequency parameters as well as duration of 
syllables (for K5 calls only) to perform cluster analysis by the average values of 
K 1 and K5 calls from each pods. To illustrate the patterns of call similarity, we 
have created dendrograms of similarity by KI and K5 calls for all II pods using 
Euclidean distances measurement and weighted pair-group average linkage (fig. 
4). 



3. Results and discussion 
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Figure 4. Dendrograms ofK I (II) and K5 (b) call type similarity for I J pods 
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The dendrograms (fig. 4) show that the call similarity between pods is not 
consistent for monophonic K I and biphonic K5 types: pods that have similar K 1 
calls have different K5 calls and vice versa. For example, Ikar and Nema pods 
have similar KI calls but very different K5 calls, while Ikar and Kaplya pods 
have similar K5 calls and different K 1 calls (fig. 5). 

K1 -- Nemo pod K1 - Ikar pod K1 - Kaplya pod 

K5- Nemo pod K5 -Ikar pod K5 - Kaplya pod 

Figure 5 _ K 1 and KS types of Nemn. Ikar and Kap\ya pods 
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The classical model of killer whale dialect development suggests that pod 
fission and variation in discrete calls occurs gradually over several generations. 
According to this hypothesis, newly formed sister pods initially spend a 
significant amount of time together and share most of the calls of their ancestral 
pod. Over time, because of copying errors of calls between generations and 
fewer contacts between sister pods, calls change progressively and repertoires 

diverge. This hypothesis does not consider that killer whales can copy call 
features from other pods they contact with. Deecke et al. (2000) showed that 
changes in call structure occurred simultaneously in two matrilines of the same 
pod, which suggests that killer whales can copy call features from the related 
matrilines. In Kamchatka waters matrilines from different pods often travel 
together, and some matrilines associate more often with matrilines from other 
pods than with their own pod (Ivkovich at al. 2009). It is likely that killer whales 
can borrow some call features from other matrilines they usually travel with. 
However, to explain the different degree of divergence of K 1 and K5 call types 
across pods, the speed of adopting call features should differ in these call types. 
Alternatively, the observed call similarity can evolve if different call types 
change with various speed in different pods. For example, in Nemo, Ikar and 
Kaplya pods (fig. 5) the ancestral pod possibly had the dialect similar to Ikar 
pod, and after the pod division K5 call have changed in Nemo pod and Kl call­
in Kaplya pod. However, it is unlikely because K 1 and K5 calls appear to play 
the opposite roles in communication (Filatova et aI., 2009), therefore the speed 
of change should be consistent within the call type. This scenario also 
contradicts the finding of Deecke et al. (2000) that that one call type was 
changing and another type was stable during 12 years in both studied matrilines, 
which suggests that the speed of call change is consistent in calls of the same 
type. 
It is not known why different call types might change with different speed, but 
we can find the analogous process in human languages. Some words are easily 
replaced by the synonyms borrowed from other languages, but the other remain 
stable over the long periods (Swadesh, 1955). These "basic" words are usually 
the most concrete and important in everyday life. Killer whale discrete calls 
doesn't appear to have concrete meaning like human words (Ford, 1989), but we 
can suggest that the stable and changing call types should exist because of their 
role in killer whale communication. Killer whales mate more often between 
clans rather than within clans (Barrett-Lennard, 2000), which suggests that they 
probably estimate the relationships between pods by dialect similarity to prevent 
inbreeding. Copying call features between pods would reduce the effectiveness 
of inbreeding avoidance, so we can suggest that some call types should not be 
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affected by horizontal transmission. Therefore, some cal\ similarities between 

killer whale pods are the true markers of their relatedness, and others are the 

results of cal\ copying between pods, which explains the controversial patterns 

of call similarity between pods. This situation is analogues to similarity of native 

and loan words between human languages. Further investigation of killer whale 

dialects can probably reveal more paral\els with human languages, which will 

enable the comparative studies that can benefit research in both fields. 
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There is currently considerable disagreement about the value of different theoretical 
accounts that have been employed to explain the evolution of communication. In this 
paper, we review some of the core tenets of the 'adaptationist' and the 'informational' 
account. We argue that the former has its strength mainly in explaining the evolution of 
signals and the maintenance of honest signaling, while the latter is indispensible for 
understanding the cognitive mechanisms underpinning signal usage, structure, and 
comprehension. Importantly, the informational account that incorporates linguistic 
concepts is necessary prerequisite to identifY which design features of language are 
shared with nonhuman primates or other animals, and which ones constitute derived traits 
specific for the human lineage. 

1. Background 

1.1. A conceptual conundrum 

Explaining the evolution of language is a challenge - not only because of the 
scarce data available for the early stages in the human lineage. Explaining the 
evolution of communication more generally also constitutes a major 
evolutionary puzzle, although certainly not because a lack of empirical evidence. 
Rather, we are faced with a conceptual conundrum as previous attempts to 
explain the evolution of communication have made use of different theoretical 
approaches that provide explanations at different levels. This has led to both 
confusion and sometimes unproductive friction, which also affects the research 
on animal communication that searches to explain the evolution of language 
from a comparative perspective. In this paper, we will present and discuss some 
recent contributions to the debate. In particular, we will examine evolutionary 
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accounts that generally focus on explaining signal evolution and contrast them 
to informational accounts that have been adopted to explain the processing of 
signals. The informational account has recently come under attack, and it has 
been argued that the concept of information is useful as a by-product as best 
(Scott-Phillips, 2008), or not at all (Rendall, Owren, & Ryan, 2009). Instead, the 
argument goes, animal communication can be understood best in terms of the 
influence that signals putatively have on recipients. We will argue in favor of an 
integrative account that acknowledges the strengths but also shortcomings of 
both explanatory approaches. 

2. Explaining communication 

2.1. The adaptationist account 

The 'adaptationist' account seeks to explain the evolution of signaling behavior 
and the maintenance of honest signaling. Game theoretical models that take into 
account the costs and benefits associated with signaling are employed to identify 

evolutionary stable strategies. Such models have shown that the distribution of 
interest is crucial for understanding the conditions under which honest signaling 
can arise. Specifically, when interests diverge, signaling must be costly to 
maintain honesty. When interests overlap, or when subjects interact repeatedly, 
cheap signaling may evolve (for an excellent introduction see Searcy & 

Nowicki, 2005). 

Within this framework, there is a strong focus on distinguishing signals 
from other forms of behavior. One classic definition was provided by Maynard 
Smith and Harper who proposed that signals can be defined as "any act or 
structure which alters the behaviour of other organisms, which evolved because 
of that effect, and which is effective because the receiver's response has also 
evolved" (Maynard Smith & Harper, 2003, p. 3). Scott-Phillips (2008) provided 
an extension of that definition and described signals as "any act or structure that 
(i) affects the behaviour of other organisms; (ii) evolved because of those 
effects; and (iii) which is effective because the effect (the response) has evolved 
to be affected by the act or structure" (p. 388, italics ours). Within this 
framework, signals are distinguished from cues and coercion on the presence or 
absence of specific evolution on the signaler's and recipient's side, respectively 
(Table I). 



Table I. Distinguishing between signals, cues and coercion within the 
adaptationist approach to explain the evolution of signaling behavior. 
Adapted from Scott-Phillips 2008. 

Signals 
Cue 

Signaller's behaviour 
evolved for purpose of 

receiver? 

Coercion + 

Receiver's response 
evolved to be affected by 
si nailer's behaviour? 
+ 
+ 
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Notably, this account implicitly assumes that the interests of signaler and 
receiver overlap, otherwise there would be no reason to assume that the 
receiver's response evolved "to be affected"l. According to this view, the term 
'signal' would be reserved for the narrow range of communicative interactions 
where interests overlap. Whenever interests diverge, signals would need to be 
defined as coercion. This becomes particularly curious when interests change 
over time, such as during parent-offspring conflict. In such cases, signaling of 
need will eventually turn into coercion, although the structure of the behavior 

(e.g. noisy screams) does not vary. 

The advantage the above cited distinction between signals and coercion is 
that it stresses the importance of considering the distribution of interests when 
seeking to explain the evolution of communicative 'acts or structures' (Searcy & 

Nowicki, 2005). Otherwise, it seems more plausible to reserve the term 

'coercion' for behaviors other than communicative acts or structures, which are 
used to manipulate another subject's behavior (e.g. push, pull, displace etc.). It 
also hampers the discourse about communication because each time, one needs 
to specify whether one talks about signals or coercion. In the following, we will 
therefore adopt a broader definition and use the term 'signal' for all acts or 
structures that have evolved for the purpose of communicating, i.e. altering the 
recipient's behavior - irrespective of whether or not the recipient's behavior has 
also evolved for that purpose. 

Despite its strengths, there are also some major weaknesses with the 
adaptationist approach as advanced by Scott-Phillips. First and foremost, it does 

1 Scott-Phillips adapted the above scheme from Diggle and colleagues (Diggle, Gardner, West, & 
Griffin, 2007), but introduced some significant changes. In particular, Diggle et al. distinguished 
whether the act or structure "evolved owing to the effect on the sender" [italics mine), and 
whether it "benefits the receiver to respond". 
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not justice to the recipient's contribution to the equation. Tellingly, a wording 
such as "receiver's response evolved to be affocted by signaller's behavior" 
[italics mine] carries the connotation that the receiver is a passive receptacle, 
unable to evolve its own strategies. It has long been known that this is not the 
case (Krebs, Dawkins, & Davies, 1984). Moreover, it does in fact very little to 
explain signal design. 

2.2. rhe informational account 

A large body of research in animal communication is implicitly or explicitly 
based on the assumption that communication can be characterized as the transfer 
of information from the signaler to the recipient. A caricature version of this 
conception, according to which the sender wraps information into little packages 
which are then sent to the recipient for further processing, has recently come 

under fierce attack (Rendall, et aI., 2009). We believe that a serious 
informational account is indispensible when trying to understand the cognitive 
processes underlying signal production, usage, and responses to signals. That is, 
while an adaptationist account is particularly useful for explaining the function 
of signals and their evolution, the informational account is essential for 
describing the proximate mechanisms that subserve communicative behavior. 

Information theory conceives information as a reduction of uncertainty 
(Shannon & Weaver, 1949). For those with an interest in animal cognition, this 
conception is useful because it connects communication to learning theory, 
which offers tools to analyze and predict how animals form associations 
between stimuli, stimuli and responses, as well as behaviors and outcomes of 
these behaviors (Rescorla, 1988). From a cognitive point of view, two questions 
are of particular interest: Firstly, how much 'executive control' animals have 

over the use and structure of their signals? Secondly, how do animals use signals 
(or cues, for that matter) to predict subsequent behaviors and upcoming events? 
In addition, it may be noted that all sensory research rests on the concept of 
information, when it seeks to explain how physical properties of the 
environment are coded, i.e. transduced by sensory structures into receptor and 
action potentials, respectively. 

Information theory is agnostic with respect to 'meaning'. In animal 
communication, 'meaning' is generated when the recipient has learned that the 
occurrence of signal A reliably predicts event B. In colloquial terms, signal A 
has the potential to provide the information that B is imminent. Whether or not a 
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signal reduces uncertainty information can only be determined from the 
recipient's perspective and depends on the context of occurrence, previous 
experience, preceding signals and so forth. Notably, from the recipient's 
perspective, any kind of behavior can be informative. In addition, insights from 
information theory stressed the importance of potential changes to the signal 
during transmission, and highlighted the selective pressure that different habitats 
may have on signal design. Moreover, it has been shown that animals respond 
adaptively to changes in acoustic signals that can be used to gauge signaler 
distance, such as effects due to reverberation (Naguib, 1995). In this sense, 
information theory also had a major impact on the way we relate signaling 
behavior to the environment in which it occurs. 

3. Effects on receivers 

3.1. Physiological responses or cognitive creatures? 

It has been argued that studies of (nonhuman primate) acoustic communication 
should consider the influence that specific acoustic properties have on broadly 
conserved sensory and affective systems in listeners (Owren & Rendall, 2001; 
Rendall, et aI., 2009). It is certainly true that sharp onsets may elicit startle 
responses. And likewise, it seems plausible that most nonhuman primates would 
respond aversively to loud and noisy screams. However, this view fails to 
capture many of the complexities of animal communication. Firstly, the 
diversity of alarm calls in different species, such as growls, barks, twitters and 
hoots, rejects a simplistic visceral explanation. Furthermore, nonhuman primates 
quickly learn to pay attention to the alarm calls of other species, such as the 
whistles and snorts of antelope, the calls of birds, or the growls of leopards. 
Even more strikingly, animals may respond to the absence of a signal, such as in 
the 'watchman's song' found in meerkats, where sentinels on guard regularly 
emit soft sounds. If they cede vocalizing, this signals the imminence of danger 
to their conspecifics (Manser, 1999). Clearly, such a behavior cannot be reduced 
to a simple physiological response. Secondly, calls with similar acoustic features 
can elicit different responses. For instance, baboon loud calls grade from more 
tonal into more noisy barks. While young infants generally fail to respond to 
either type, they proceed through a stage where they attend to both versions. 
From the age of 6 months on, they respond strongly to harsh barks while they 
have learned to ignore clear barks - unless the clear barks are uttered by their 
mother. Surely, physiological responses alone are not sufficient explain this 



134 

differentiated development. Third, a number of studies have shown that 
monkeys may sort cal1s with different acoustic features into the same category. 
For instance, after hearing a Diana monkey's alarm cal1 given in response to a 
leopard, they fail to respond to the playback of a leopard's growl (Zuberbiihler, 
Cheney, & Seyfarth, 1999). In sum, we believe that an account that solely 
focuses on the influence of signals on largely hard wired physiological 
responses fails to explain much of communication, and certainly largely 
everything that is interesting from a cognitive point of view. 

4. Nonhuman primate communication and the evolution of language 

Although we strongly argue in favor of the informational account, th is does not 
mean that we attribute linguistic capacities to the animals. Studies of the 
ontogeny of vocal production as wel1 as the neurobiological foundations of 
vocal control in nonhuman primates suggest that the structure of primate 
vocalizations is largely innate. Unlike in most song-birds, exposure to species­
specific cal1s is not a prerequisite for the proper development of the vocal 
repertoire. Nevertheless, developmental modifications occur. These can be 
mainly related to growth in body size, fluctuations in hormone levels, and 
arousal (reviewed in Hammerschmidt & Fischer, 2008). In terms of usage, 
current evidence suggests that, in nonhuman primates, the anterior cingulate 
cortex controls the initiation of vocalizations, facilitating voluntary control over 
cal1 emission and onset. The periaqueductal grey (PAG) serves as a relay station 
(JUrgens, 2002). Because of the lack of voluntary control, nonhuman primates 
are unable to use their cal1s in a symbolic fashion. Although probabilistic 

combinations of calls do occur (Arnold & Zuberbiihler, 2006), these do not 
appear to be driven by sets of rules applied by the sender. In contrast, learning 
plays an important role in the development of the comprehension of and the 
appropriate responses to cal1s. Listeners are able to attribute 'meaning' to single 
cal1s as well as to specific cal1 combinations (J. Fischer, in press). In sum, 
nonhuman primate communication is characterized by a strong asymmetry in 
production and perception: whereas production is relatively fixed, perception is 
much more open-ended, and primates seem to be able to acquire an almost 
infinite number of sound-meaning associations. Yet, animals have no intention 
to transmit information, neither in terms of altering the mental state of others by 
the use of signals (Fischer, 2008; Seyfarth & Cheney, 2003). This notion fits 
with the view that nonhuman primates have no fully blown Theory of Mind 
(Premack & Woodruff, 1978). 
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Despite the fact that the structure of primate vocalizations appears fixed 
from birth, they nevertheless vary reliably with a number of signaler attributes 
such as size, age, sex, hormonal levels, and motivational state. Specific relations 
between motivational state and certain contextual situations allow listeners to 
use signals as predictors of upcoming events. Nonhuman primate 
communication functions efficiently with regard to social and ecological 
affordances, yet it is fundamentally distinct from human speech where members 
of a linguistic community agree on the referential content of utterances by 
convention, and where syntactical rules provide a means to generate infinite 
meaning. 

S. Conclusion 

To conclude, we believe that the adaptationist account is useful to understand 
the ultimate aspects of signaling behavior. It is important, however, to keep the 
recipients' interests in mind. - these only rarely correspond to the signalers' 
goals. We argue that the informational account is indispensable to elucidate the 
cognitive underpinnings of communicative behavior. In conjunction with 
linguistic approaches, it provides a highly productive framework to study the 
evolution of language from a comparative perspective. Only conceptions that 
incorporate both accounts (Grafen, 1990) can address the complexities of the co­
evolution of signaler and recipient. 
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Because language doesn't fossilize , it is difficult to unambiguously time the evolutionary 
events leading to language in the human lineage using traditional paleontological data. 
Furthennore, techniques from historical linguistics are generally seen to have an 
insufficient time depth to tell us anything about the nature of pre-modern-human 
language. Thus hypotheses about early stages of language evolution have often been 
seen as untestable "fairy tales" . However, the discovery of human-unique alleles, 
associated with different aspects of language, offers a way out of this impasse. If an 
allele has been subjected to powerful selection, reaching or nearing fixation, statistical 
techniques allow us to approximately date the timing of the selective sweep. This 
technique has been employed to date the selective sweep associated with FOXP2, our 
current best example of a gene associated with spoken language. Although the dates 
themselves are subject to considerable error, a series of different dates, for different 
language-associated genes, provides a powerful means of testing evolutionary models of 
language if they are explicit and span the complete time period between our separation 
from chimpanzees to the present. We illustrate the potential of this approach by deriving 
explicit timing predictions from four contrasting models of "protolanguage." For 
example, models of musical protolanguage suggest that vocal control came early, while 
gestural protolanguage sees speech as a late addition. Donald's mimetic protolanguage 
argues that these should appear at the same time, and further suggests that this was 
associated with Homo ereclus. Although there are too few language-associated genes 
currently known to resolve the issue now, recent progress in the genetic basis for 
dyslexia and autism offers considerable hope that a suite of such genes will soon be 
available, and we offer this theoretical framework both in anticipation of this time, and to 
spur those developing hypotheses oflanguage evolution to make them explicit enough to 
be integrated within such a hypothesis-testing framework . 
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1. Introduction 

1.1. Genes and Language 

Although the general idea that there is a human-specific genetic basis for 
language is an old one (Len neb erg, 1967), the ongoing genomic revolution 
offers exciting new prospects in understanding the genetic basis of human 
cognition generally, and language in particular (Ramus, 2006). In particular we 
are on the brink of discovering many genes that play important roles in various 
aspects of language, with many well-characterized candidate genes already 
identified. It is already clear that genes specifically "for" language alone are 
unlikely: we can rather expect a motley crew of rather general-purpose genes, 
such as transcription factors or genes involved in neuronal migration and circuit 
building, that have been shaped in the last six million years of human evolution 
to play roles in the various neural circuits that underlie language (Ramus and 
Fisher, 2009). We expect many, if not all, of the genes in language to be 
pleiotropic (playing a role in multiple aspects of organismic form and function); 
we further expect homo logs of most "language" genes to be found in non­
linguistic animals. We will henceforth use the shorthand LRG for such 
language-related genes, making no assumptions of a single function, or of a 
simple mapping between genes and adult cognition. But for those willing to 
embrace the inevitable complexity of the mapping between the language-related 
genotype and the human linguistic phenotype, the payoffs are likely to be 
considerable. Modem molecular biological tools promise to rival, or surpass 
those of contemporary neuroscience in their power to illuminate questions of 
human-specific cognition. 

1.2. FoxP2 as thefirst of many language-related genes 

The first clear example that we have of a language-related gene comes from the 
transcription factor FoxP2, which plays a role in speech-related oral-motor 
control (Vargha-Khadem et al., 2005; Fisher and Marcus, 2006). The search for 
this gene started with KE, a large family in London, and involved both decades 
of hard work and a fair amount of luck (Vargha-Khadem et al., 1995; Lai et al., 
2001). But most important for our argument is what happened, quite quickly, 
once this LRG was discovered and the full power of molecular biological 
techniques were brought to bear. As soon as the gene was identified, it was 
recognized as a new "forkhead box" gene, a large family of transcription factors 
of ancient provenance. A homolog of Foxp2 was found in mice and birds. The 
gene was then sequenced in mUltiple human populations and in nonhuman 



139 

primates. All non-clinical humans were found to bear a single allele of FOXP2, 
which varies from that found in other apes, including chimpanzees (Enard et aI., 
2002). This lack of variance in humans shows that the variant allele was 
subjected to a "selective sweep" in which alternative Foxp2 alleles were out­
competed and lost, presumably due to some selective advantage conferred by the 
novel allele. Second, it has been possible to both knock-out the FoxP2 gene in 
mice, and to insert the human FoxP2 allele into a genetically-engineered mutant 
mouse (Shu et at., 2005; Groszer et at., 2008; Enard et aI., 2009). The latter 
studies show relatively subtle effects on innate mouse ultrasound vocalizations, 
and potentially more interesting effects on neuronal morphology that are 
expected to expect the corti co-striatal circuits involved in speech motor control. 
Third, and ultimately most significant for our understanding of language 
evolution, it was possible to use variance in the regions flanking this conserved 
allele to place a rough date on when this selective sweep occurred. Estimates 
from the original paper dated the sweep as happening 0-120,000 years ago (90% 
confidence intervals); to this date must be added the 10K-lOOK years that the 
human population has been expanding, to give an outer bound of about 220K 
years ago for the selective sweep (Enard et aI., 2002): which is to say very late 
in the six million years or so since our divergence from our last common 
ancestor (LCA) with chimpanzees .. 

Several caveats are in order: FoxP2 is not solely a "language gene" or even 
solely neural: it is expressed in lungs and esophagus and is necessary for their 
proper development (Shu et aI., 2007). Furthermore, the KE family mutation is 
NOT a reversion to the ancestral state found in chimpanzees: it is novel variant 
which essentially knocks-out normal functioning. Finally, the new human 
variant of FoxP2, alone, is certainly not enough to give humans enhanced vocal 
control. Rather FoxP2 is part of a complex regulatory network, whose working 
are only beginning to be studied and understood, and comparative work on 
mammals and birds will playa key role in this research programme (Wada et at., 
2006) -- genes alone are not enough. 

1.3. Genetic Timing of Events in our Evolutionary Past 

Timing estimates of the FoxP2 selective sweep are only approximate. 
When the FoxP2 allele was recovered from Neanderthal bones (Krause et aI., 
2007), it was found to share the same variant base pairs as modem Homo 
sapiens. Since Neanderthals and humans diverged some 300K-500K years ago, 
this came as a surprise, and its significance remains debated (cf. Coop et aI., 
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2008). Although either contamination of the Neanderthal bones by modern 
humans, or some limited hybridization between humans and Neanderthals, 
cannot be definitively ruled out at present, recent investigations suggest that the 
gene may in fact have been selected to two selective sweeps, and that the two 
amino acids that have been the focus of most discussion may not be the only 
focus of selection (Ptak et aI., 2009). Thus, estimated dates for selective sweeps 
will only be approximate at best, and single genes will not alone reveal our 
evolutionary history. Nonetheless, as more LRGs are identified, we can expect 
the sequence of selective sweeps to be quite informative, even if error bars 
remain quite broad. This offers considerable hope to begin testing hypotheses 
developed about human language evolution. In order for this potential to be 
fulfilled, an explicit theoretical framework for testing evolutionary hypotheses is 

required, one that allows us to identify and compare contrasting predictions 
made by multiple different models oflanguage evolution. 

2. Models of Language Evolution: Many Flavors of "Protolanguage" 

Consideration of a substantial number of current hypotheses about the 
evolution of language reveals certain commonalities. Virtually all modern 
hypotheses involve some intermediate stage of hominin evolution, a system that 
provided a necessary evolutionary stepping-stone language but was not yet fully 
linguistic. Three well-known examples are: 
1. Gestural Protolanguage: Early hominins communicated using a 
meaningful, syntactically-complex visual-manual gestural system before the 
evolution of speech (Condillac, 1747; Hewes, 1973). 
2. Musical Protolanguage: Early hominins possessed a complex, learned 

vocally-based communication system, more similar to song than to language, 
and this system predated both propositional meaning and complex syntax 
(Darwin, 1871; Mithen, 2005) 
3. Lexical Protolanguage: Early hominins used a simple, proposition ally­
meaningful spoken system, involving separate meaningful words but no 
complex syntax (Bickerton, 1990; lackendoff, 1999) 

Each of these models shares a hypothetical stage (or stages) of hominid 
evolution in which a system sharing some but not all traits characterizing 
modern human language existed, one or more hypothetical "protolanguages". 
Each of these models have their advantages and disadvantages (cf. Fitch, 2005; 
2010), all share the core feature that they break down language into several 

components, and hypothesize that one of these components evolved before the 
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others and was a core feature of proto language. A necessary component of any 
such model of proto language, then, is that it suggests an acquisition order, in 
phylogenetic time, of different components present in modern human language. 

3. Explicit Predictions of Four Models of Protolanguage 

Unfortunately, the models just sketched above are not complete: though 
each focuses on some aspect ofthe modem human language faculty, they do not 
attempt to cover all of the changes that have occurred since our LCA with 
chimpanzees (as reconstructed based on humans and living apes). We will now 
explore the predictions that follow from four models of human language 
evolution that paint a more complete picture. 

Bickerton's lexical proto language (Bickerton, 1990) presents a rather 
simple and intuitive ordering of language components. He assumes that vocal 
control and meaningful words composed the first level of protolanguage, with 
some combinations of words occurring but no complex syntax (agreement, 
phrase structure, anaphora, etc). Thus, by this model, vocal control (speech) 
would have led the way, with basic propositional semantics and a propensity to 
share information close behind. Complex syntax was last on the scene. 

Darwin's musical protolanguage hypothesis, which suggests a stage in 
which music-like song preceded propositional meaning, makes the clear 
prediction that laryngeal control, adequate for song, preceded semantics 
(Darwin, 1871). As elaborated by Fitch, this model splits syntax into a simpler 
phrasal component (with combinatoriality and hierarchy) which should have 
come quite early (as part of song) and both propositional meaning and "complex 
syntax," as described above, coming very late. 

Donald's (1991) model of "mimetic protolanguage" is quite similar to 
Darwin's, except that the capacity for song would have been just one component 
of a broader, multi-modal "mimetic" capacity. Although the timing predictions 
of this model are similar to Darwin's, the capacities themselves should be 
different: the model suggests that imitation in all domains (vocal, movement, 
artistic) should be closely linked at the mechanistic and genetic levels . 

Finally, Arbib's (2005) model of gestural protolanguage, more nuanced 
than the ones mentioned above, suggests a long period of interaction between 
gestural imitation and vocal imitation, but in general predicts gestural and 
semantic capacities preceding vocal imitative capacities. Syntax, deployed in 
gestural protolanguage, would already be well-developed before any complex 
vocal language came on the scene. These predictions are assembled in Table I. 
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Table I. Predicted order of acquisition of language-related traits. 

Vocal Propositional Complex 
Leamin Semantics S ntax 

Musical first last late 
Lexical first middle last 
Mimetic early late late 
Gestural middle first late 

4. Discussion: Future Candidate Genes 

Many more LRGs need to be identified and understood for the approach we 
have outlined here to be viable. Fortunately, recent work on the genetic basis 
for developmental dyslexia (hereafter "dyslexia") and autism offer considerable 
grounds for optimism in this regard. We focus here on dyslexia, since the 

genetic bases for this relatively common cognitive disorder have been the focus 
of impressive progress recently (Galaburda et aI., 2006). Dyslexia is defined as 
significant impairment of reading ability in the face of overtly normal verbal and 
cognitive skills and educational opportunity. Nonetheless, considerable research 
shows that many dyslexics show subtle abnormalities in phonological 
processing, suggesting that genes in which a disruption of expression can lead to 
dyslexia may normally playa role in speech production and/or perception and 
phonology more generally. Thus these candidate genes provide a promising 
source of future LRGs. Four well-established candidate genes are listed in 
Table 2, following (Galaburda et aI., 2006; Paracchini et aI., 2007) 

Table 2. Candidate Genes for Developmental Dyslexia. 

Gene name Function Gene Family Chromosal 
Location 

ROBOI Axon guidance across SLIT -protein 3p 
commisures receptor 

DCDC2 Neural/axonal DCx 6p 
migration 

KIAA0319 Cell-surface molecule ?? 6p 
DYXlCl Neural migration N uc1ear protein, ISq 

brain 

All of these genes were identified because variation in the non-coding 
portions of the gene were linked, in different studies, to a dyslexic phenotype. 
Ongoing research is focused on determining what roles these genes play in vivo, 
a research programme typically focused on rodent models in which reading is 
obviously impossible. Obviously, the shorthand term "dyslexia genes" would be 
very misleading here: all of these genes play a role in normal neural 
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development, and the human variants probably affect gene expression patterns 
rather than protein identity. Nonetheless, when expression patterns of these 
genes are affected experimentally in rats, defects in neural structure results that 
are phenomenological1y-similar to defects identified in some dyslexic human 
brains. It is already clear from this research that any simple-minded one-to-one 
relationship between such genes and a complex, culturally-embedded phenotype 

like dyslexia will be insufficient, and that a sophisticated, computationally-based 
model of the function of various neural circuits involved in phonology will be 
required to make sense of the role these genes play in brain development 
(Poeppel and Embick, 2005; Ramus, 2006). Fortunately, this research is 
progressing at a rapid pace. 

A final set of candidate genes comes from recent breakthroughs in 
understanding genetic predisposing factors for autism. Recent work has 
uncovered several candidate genes associated with susceptibility to autism, but 
has also underscored the complexity and heterogeneity of this phenotype. This 
work suggests that, as for the candidate genes involved in dyslexia, patterns of 
gene expression (in this case mediated by gene copy-number variation) may be 

critical. Again, an embracing of a complex set of interacting neural networks 
will be required to make sense of this system. Autism is often thought of as a 
specifically "social" disorder, with the key deficit being an ability or proclivity 
to utilize "theory of mind" (Baron-Cohen, 1995). However, autism is also 
typically associated with language disorders (Abrahams and Geschwind, 2008). 
Since theory of mind is itself more highly developed in humans than in other 
primates, this is another human-specific trait, associated with language, that 
must have evolved since our separation with chimpanzees. By hypothesis, these 
candidate LRGs would playa role in social, communicative aspects of language, 
and thus be more tied to propositional semantics than to (say) phonology or 
vocal imitation. Thus novel al1e1es of such genes would be predicted as 
latecomers by the musical proto language hypothesis, but early on the scene by 
lexical proto language models. Again, such predictions wil1 need to be refined as 
our understanding of the actual roles of these genes develops, but these 
candidates round out the considerable promise of this molecular approach. 
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Slavic aspect has remained a mystery for centuries and continues to fascinate linguists. The 
genesis of this intricate grammar category is even a greater puzzle. This paper aims at compu­
tationally reconstructing the prerequisite for aspect - the emergence of a system of markers for 
Aktionsarten. We present an experiment where artificial language users develop a conventional 
system as the consequence of their distributed choices in locally situated communicative acts. 

1. Introduction 

Little is understood about the evolution of the infamously complex Slavic aspect. 
The literature on this subject is highly controversial. It is traditionally assumed 
that the aspectual system was already fully developed in the earliest Slavonic 
texts. Presumably already in Old Church Slavonic (established by Saints Cyril 
and Methodius in the 9th century AD) no verbs were exempted from the aspectual 
opposition which is identical with that in the modem Slavic languages (Dostal, 
1954; Vaillant, 1966). Other scholars disagree with this view due to considerable 
discrepancies between verbal usage in Old Russian and modem Russian (Ruzicka, 
1957). Additionally, some recent work (Bermel, 1997; Dickey, 2007) indicates 
that aspect as we know it in Russian today was sorted out much later, in the 16th-
17th centuries. Not all scholars accept these recent results. However, even if one 
supports the more traditional view of a rather stable system it only reschedules but 
does not answer the question: How did this system come to existence? 

In his exciting and comprehensive work, Forsyth (1972) proposes successive 
steps of how aspect could emerge and develop in complex tension with tense. He 
suggests that the perfectivity of a prefixed verb is basically nothing more than a 
by-product of the word-building process by means of which forms with new se­
mantic nuances - new Aktionsarten - were derived. Further, he points to revealing 
statistics of modem as well as Old Russian concluding that aspectual opposition 
resides essentially in the contrast between simple verbs and their prefixal counter­
parts - those with new Aktionsarten - which nowadays account for ca 80 percent 
of the total verb occurrences. Another elaborate hypothesis about the origin of 
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aspect is presented by Maslov (1961). Although it differs from that of Forsyth 
(1972) in later stages, the beginning of aspect remains the same - the existence of 
the general principle of prefixation to derive new Aktionsarten. 

We propose to trace the genesis of aspect through computational simulations, 
since processes that took place long ago are notoriously difficult to verify other­
wise. With this paper focusing on the prerequisite of Slavic aspect development, 
namely derivation of new Aktionsarten through prefixation, we demonstrate the 
emergence of prefixal fOnTIS in artificial populations. 

This paper consists of two parts. The first part explains through a case study of 
Russian that aspect in Slavic languages is very distinct from a sporadic expression 
of aspect in other languages, and it addresses some historical facts. In the second 
part, we report on an experiment where a prefixal system becomes conventional­
ized in an artificial community, ending with discussion and future work. 

2. Linguistic Background 

2.1. Dimensions of Aspect 

Russian aspect is notorious for its complexity. However, it is omnipresent in the 
grammar, and every verb in all fOnTIS and tenses expresses aspect. Moreover, it 
is the primary temporal distinction made by verbs in all modem Slavic languages 
and by far outranks tense. Russian aspect involves two dimensions: the gram­
matical category of aspect and the semantic category of Aktionsart. Grammatical 
aspect is manifested as a contrast between Perfective and Imperfective. Perfec­
tive aspect expresses the action as a total event summed up with reference to a 
single juncture, and Imperfective is characterized by the absence of that notion 
(Forsyth, 1972). The juncture, or position of the event's boundary, is fundamental 
for the Aktionsart of the verb, but the notion of perfectivity does not discriminate 
between the different possible positions (Bickel, 1997; Stoll, 1998). For example, 
the ingressive Aktionsart expresses the notion of beginning of an event, as in the 
verb 3arOBopHTb (zagovorit', 'start-talking.PFV'), whereas the Perfective sums 
up this beginning as a single undividable whole presenting it as a total event. Simi­
larly, the terminative Aktionsart is characterized by focusing on the final boundary 
of the corresponding event, as in.n;oroBopHTb (dogovorit', 'finish-talking.PFV'), 
and the Perfective expresses this final phase of talking as a total. 

2.2. Morphology 

The morphology of Russian aspect mirrors the complexity of its semantics. In 
contrast to many other languages such as Turkish and English, it is the Perfective 
rather than Imperfective which is the marked member of the opposition, and there 
are numerous morphological markers expressing it. Russian verbs can be roughly 
divided into 'simple' verbs, consisting of a stem and a conjugated ending, e.g. '-IH­

TaTb (citat', 'read.IPFV'), ID;HIIaTb (sipat', 'pinch.IPFV'), and 'complex' verbs, 
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which are derived from the latter by the addition of aspectual markers, e.g. by pre­
fixation nepe'-UfTaTb (perecitat', 're-read.PFV'), BbIIIumaTb (vysipat', 'pinch 
out.PFV'). Simple verbs typically describe activities and are Imperfective. The 
addition of a prefix changes the aspect of simple verbs into Perfective. Russian 
has nineteen verbal prefixes that productively form Perfective (Krongauz, 1998). 

In modem Russian, verbs can undergo more than one aspectual derivation. 
After a prefix is added to the simple verb, which made it Perfective, the so­
called imperfectivizing suffixes can flip the verb's aspect to Imperfective again. 
But historically, the second imperfectivization developed only after the prefixal 
derivatives became 'perfective'. As already mentioned, awareness of the aspec­
tual opposition is focused in the contrast between simple imperfective and prefixed 
perfective forms (and not between the latter and secondary imperfectives) which 
together account for ca 80 percent of the total verb occurrences (Forsyth, 1972). 

2.3. Historical development of aspect 

What is is known for sure is that Old Church Slavonic had a complex set of tenses, 
including a Present, two Past tense forms (Aorist and Imperfect), a Future, and 
four periphrastic tenses (Perfect, two Pluperfects, Future Perfect, see Andersen, 
2006). In this proto-system aspect was nascent, but dominated by tense. In the 
modem Slavic languages we see a reversal of roles, and the dominant factor, as­
pect, displays typologically unusual behavior (Dahl, 1985). 

In his attempts to trace the origin of aspect, Forsyth (1972) wonders: What 
is so special about the prefixation in Slavonic as compared to e.g. Latin, which 
did not develop a grammatical system of aspect? In the latter language, prefixes 
were used purely for derivation of new words, e.g. in Latinfiei 'made, did' ----+ 

con/eei 'accomplished', which is a new verb lexeme with more precise lexical 
meaning distinct from that of the simple verb, and which could be used in any 
syntactic function in the sentence. In Slavonic, however, prefixes had the dual 
role of providing not only lexical derivatives but also Aktiol7sart modifications 
of the basic verb (e.g. temporal modifications), and the disposition for the latter 
resulted in the spread of a generalized meaning of totality of the action, differing 
from, but overlapping with the Aktionsarten (as it is in modem Russian). Thus, the 
analogous process became linked with the grammatical meaning, not necessarily 
of actual completion of the action as an objective fact, but essentially with the 
syntactically restricted functions of expressing result, aim, sequence, condition, 
etc. Forsyth assumes that such meaning of totality developed first in one or another 
tense/mood form and only gradually spread until it embraced the whole paradigm. 

Together with the fact that also in Old Russian the great majority of verb 
forms, at least in written texts, are simple verbs and primary prefixed 'perfectives' 
(Forsyth, 1972), the conclusion seems inescapable that the prefixed forms are at 
the heart of aspect. In sum, perfectivity of a prefixed verb is the consequence of 
the word-building process - Aktionsarten derivation. Thus, the derivation of new 
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temporal modifications of verbs is the fundament of the origin of Slavic aspect. 

3. Experiment 

Derivation of Aktionsarten is the precondition for the development of Slavic as­
pect and is the subject of our modeling. We aim at demonstrating how such a 
system can be developed as the consequence of distributed processes whereby 
language users continuously shape and reshape their language in locally situated 
communicative interactions. Since our focus is not on lexicon formation (Steels, 
1996), the interacting agents are assumed to operate a fully developed lexicon. 

3.1. Language Game for Aspect 

The setup of the experiment is inspired by psychological studies of Stoll (1998), 
who investigated how Russian children develop their understanding of aspect. 
Toddlers were interviewed after watching pairs of short movies, each illustrating 
what would be described by a different aspectual form of the same verb stem. Ana­
logically to children, artificial agents in our experiment observe pairs of events dif­
fering in temporal semantics and afterwards engage in dialogs about these events. 
The experiment is framed as an incarnation of a Language Game (Steels, 2001) 
and consists of routinized communicative acts of identical form between members 
of an artificial community. A single interaction is best explained by looking at an 
example interaction between two agents - speaker and listener. 

Example interaction Both agents perceive a shared context consisting of two 
events of the same kind but with different temporal semantics, e.g. Michael read 
for a while versus Masha read the whole time. The speaker chooses one event 
from the context as a topic she wants to communicate about, e.g. Michael read 
for a while. The communicative goal of the speaker is to ask a question about the 
protagonist of the topic. The question should unambiguously discriminate the pro­
tagonist, here this means that the event's temporal structure has to be incorporated 
into the question. For example, Who read for a while? discriminates Michael 
because only he was involved in the action for a short period of time (Masha was 
reading the whole time). Then, the speaker verbalizes the constructed questiona. 

The hearer parses and interprets the meaning of the question by comparing it to 
the facts in the context. If the hearer is able to answer the question, i.e. identify the 
protagonist of the topic by comprehending the included temporal semantics, she 
verbalizes her answer by saying Michael. Otherwise, she gives up. The correct 
answer means communicative success, no answer is a failure. In the case of either 
incorrect or absent answer, the speaker reveals the desired answer. Based on the 

aLanguage processing of agents is implemented in the Fluid Construction Grammar (FCG, see 
www. fcg-net. org); the details can be found in Gerasymova, Steels, and van Trijp (2009). 
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outcome, both agents consolidate their grammatical knowledge by increasing or 
decreasing the scores of constructions as well as creating or deleting them. 

3.2. Cognitive Mechanisms 

In order to be able to deal with communicative problems, agents are equipped with 
cognitive problem-solving tactics. These cognitive mechanisms consist of prob­
lem diagnostics and repair strategies and are crucial for the emergence process. 

Inability to express meanings Imagine the speaker is confronted with the con­
text as in the example interaction: there are two events Michael read for a while 
versus Masha read the whole time. Let us suppose that her chosen topic is the 
event where Michael read for a while, so she tries to verbalize the question Who 
readfor a while?; especially the temporal semantics for a while of the correspond­
ing reading has to be incorporated into the question, because this information is 
essential to make the question discriminative. She starts producing and, with the 
help of a given lexicon, produces the utterance: Who read? Rather than trans­
mitting this utterance directly to the hearer, the speaker first re-enters - parses -
it to predict the effect it might have on the hearer (Steels, 2003). Obviously, the 
parsed meaning does not correspond to the intended one and does not single out 
the topic-event as necessary. There are consequently two hypothesis for the an­
swer. The failed production forces the speaker to examine what went wrong, and 
finally the inability to express the intended meaning for a while is detected. 

To repair this problem, the speaker invents b a new marker, e.g. hippi- or po­
as in Russian, to cover the needed meaning for a while and attaches it to the verb. 
There is empirical evidence of such language inventions, e.g. deaf children con­
fronted with an atypical learning environment and without a tutor spontaneously 
invent a gesture system to communicate (Goldin-Meadow & Mylander, 1983). 
Thereafter, the speaker tries to produce again and this time succeeds. 

Inability to parse strings Imagine the listener encounters the problem that she 
cannot entirely parse the question uttered by the speaker, e.g. Who hippi-read? 
from the above example. The linguistic parts that can be processed are who and 
read, but the newly invented prefix hippi- is left unprocessed. This leads to am­
biguity in the interpretation of the topic (since both events are about reading) and 
consequently two hypotheses about the protagonist involved in the event. Because 
of this ambiguity, the interaction fails and the speaker reveals the right answer. 

The listener tries to learn from this shortfall and stores the observed marker. 
Additionally, she can discover its semantics by searching the context for the mean­
ing that could differentiate Michael from Masha, since questions are assumed to 

bThe agent could also reuse a device already existing in the language system, e.g. spatial preposi­
tion (po is preposition in Russian), but this possibility is not yet included into the presented model. 
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Figure I. Communicative success (fraction of successful games in the last 100 interactions) and 
inventory of markers in a population of 10 agents playing 5000 aspect language games (avg. 10 runs). 

be discriminative. The distinctive feature for Michael is the temporal structure of 
his reading, which is for a while, in contrast to the ongoing reading of Masha. 
Thus, the stored string of the marker is associated with this deduced information. 

3.3. Results 

Let us look at the development of a prefixal system in a community. In the world 
of agents, different events can take place and exhibit six temporal semantic fea­
tures: begin, finish, once, for a while, ongoing, complete. Hence, grammatical 
markers for ingressive, terminative, semelfactive, delimitative, durative, telic Ak­
tionsarten, respectively, should pop up in the population driven by the need to 
express these when communicating about events. Fig. 1 displays the communica­
tive success and inventory of markers throughout the game, averaged over 10 runs. 
The beginning is characterized by the overshoot of the required number of mark­
ers and later phases display their convergence on the optimal number of six. The 
communicative success grows very quickly when the sufficient amount of markers 
starts floating in the population. There are however synonyms, which can be seen 
in Fig. 2 that zooms into one simulation and captures the development of markers. 

By their invention, markers are assigned a score of 0.5 that is updated over time 
using a scoring mechanism (lateral inhibition) which rewards markers that were 
used often and successfully in communication and punishes competitors. Some 
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Figure 2. De.velopmem of markers for Aktionsarten in II populatioll of 10 agents (population avg.). 

markers lose the competition, reach the minimal score of 0.0 and are eliminated 
from the inventory. Others reach the maximum score of 1.0 and win the battle. 

Through repeated interactions of the aspect language game, the population of 
agents was able to develop a conventional system of markers for Aktionsarten. 

4. Conclusion and Future Work 

This paper presented the first step in reconstructing processes responsible for the 
evolution of Slavic aspect and their dynamics computationally. The prerequisite 
for aspect - the emergence of a conventional system of markers for Aktiollsarten 
- was sllccessfill1y tackled. For that, we pinpointed situations that necessitate the 
expression of new semantic nuances of events and their incorporation into a lan­
guage system. We also identified cognitive mechanisms required by the members 
of a community, such as the ability to identify the cause of failures in commu­
nication and to bt~ inventive enough to dare creative usage of already established 
morphemes or even brand new forms. Future work will be devoted to further steps 
tracing and modeling the evolution of aspect. Therewith, we target at core contro­
versies in both Slavic and cognitive linguistics, controversies that are impOltant 
for our understanding of language evolution and human cognition in generaL 
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This paper reviews findings on comparative primate and animal cognition. It suggests 
that although modem human linguistic, cognitive, and motor behaviors differ profoundly 
from those of great apes, primarily with respect to required mental constructional skills, 
an early hominin with ape-like capacities could have used non-innate, referential signals. 
To determine the most probable selective agents that may have motivated these first steps 
towards language evolution, it is necessary to look beyond the non-human primates to a 
wider range of animal species. When this is done, foraging adaptations emerge as the 
most probable selective agents for cooperative breeding and for the cognitive and 
behavioral suite that would eventually lead to language. 

1.1. Introduction 

A half century ago, in 1960, when I began my college career, Cartesian views of 
vast qualitative mental gaps between humans and other animals dominated 
introductory psychology and anthropology texts. It was alleged that only 
humans make tools, have culture and can symbolize and that, while laboratory 
rats can learn via conditioning and newly hatched geese via imprinting, only 
humans have rational thought and higher intellectual capacities. By my senior 
year, the tide had begun to change with as yet unpublished reports of tool­
making chimpanzees in the Gombe Stream. Before the decade was out, 
Washoe's alleged linguistic accomplishments stunned the academic community. 
After Washoe, reports of remarkable ape accomplishments just kept coming and 
coming. 

Despite the continued invocation of Morgan's Canon, by the time of the 
1990 Wenner-Gren conference on Tools, Language and Cognition in Human 
Evolution, the tide had changed (Gibson & Ingold, 1993). Descartes was out. 
Darwin was in. For many, the differences between apes and humans were now 
considered to be differences of degree rather than of kind, and the great 
cognitive divide was now deemed to lie between great apes and other animals, 
rather than between apes and humans. The new evolutionary challenge was to 
prove that birds, cetaceans, maybe even dogs and spotted hyenas, are just as 
smart as (or even smarter than) chimps. 
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During this time frame, beginning in the late 1960's and early 1970's, 
anthropologists and others primarily interested in human evolution, but not 
especially knowledgeable about linguistics and little concerned with linguistic 
society bans or Chomsky's pronouncements, resurrected discussions of language 
evolution (See for example, de Grolier, 1983; Hamard, Steklis, & Lancaster, 
1976). Indeed, the findings on animal behavior seemed to both give new 
legitimacy to and partially propel such studies. Certainly, for the most part, 
these early discussions focused on the initial emergence of language-like 
communicative systems, i.e. on those aspects of language evolution for which 
animal studies would appear most pertinent. 

The linguistic community responded to initial claims of language 
competent apes as well as to language evolution scenarios based on them, by 
justifiably pointing to the vast differences between the ape "language" 
performances and fully developed language. To non-linguists, such as myself, 
linguists also seemed to be continually redefining language from symbolism, to 
syntax, to recursion. Similar redefinitions of humanity were also offered by 
other scholars eager to preserve the animal-human divide. However, each time 
others set new linguistic and cognitive bars, primatologists or other animal 
behaviorists challenged them with new findings. Thus, to some extent, studies 
of early language evolution and animal cognition developed synergistically, 
each helping to spur the other's development. One result of this half century of 
research findings and debate is that we now have a huge corpus of data on the 
cognitive, communicative, and social capacities of non-human primates and an 
ever emerging corpus of the capacities of other animals. Another is that 
language evolution has become a respected subfield of linguistics, one that even 
merits it own series with Oxford University Press. 

Yet, in the nearly half century since Washoe and the discovery of tool­
making chimps, we have yet to achieve consensus on a number of key issues 
pertinent to the animal-hominin cognitive and communicative transition. We 
still debate whether differences between humans and other animals are matters 
of degree or kind, what, if any language-relevant cognitive and neurological 
processes are uniquely human, and whether the original language-like 
communications were vocal or gestural. Indeed, we still debate which animals 
serve as the most relevant study subjects. Great apes, animals with the most 
elaborate vocal communication systems, savannah living monkeys and even 
insects (Bickerton, 2009) have all been suggested as the most appropriate 
models. 

Many investigators do agree that social behaviors served as the prime 
selective agents for language evolution, but what social behaviors? Group 
bonding, gossip, sexual selection, Machiavellian manipUlation, menstrual 
strikes, cooperative breeding, cooperative hunting, and motherese have all been 
suggested, but these are not all the same thing, and there is no reason to believe 
they evolved simultaneously or selected for the same communicative and 
cognitive skills. Moreover, the view that the first steps towards language-like 
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communications arose as foraging adaptations has not yet died (Bickerton, 2009; 
Gibson & Jessee, 1999; Parker & Gibson, 1979), and some argue for still other 
selective scenarios such as predator defense. 

This paper briefly reviews actual and potential future contributions of 
animal studies to our understandings of the evolution of human language and 
cognition from the perspectives of studies of both our closest phylogenetic kin 
and more distantly related animal species. It suggests that the initial impetus 
towards the use non-innate, referential communication occurred in extractive 
foraging contexts. 

1.2. What monkeys and apes can tell us. 

Studies of great apes and other primates have long been favored by most 
students of human evolution, because they are our closest phylogenetic relatives. 
It is generally recognized that if all descendents of a common ancestor possess a 
particular trait, the common ancestor most likely also possessed that trait. 
Consequently, studies of great apes and, to a lesser extent, of old world 
monkeys, provide the greatest potential for determining the sensorimotor, 
communicative, neurological, and cognitive capacities of the earliest hominins: 
hence, the potential start-point from which the earliest proto-language-like 
behaviors emerged. Such studies also have the strongest potential for 
determining the sensorimotor and cognitive advances required for the 
emergence of advanced forms of human language and cognition from more ape­
like predecessors. 

Such studies have already contributed a great deal. For one we now know 
that although members of all great ape species, if reared in captivity, can learn to 
use referential gestural or visual symbols and that many behaviors once thought 
to be uniquely human can be found in rudimentary form our primate brethren. 
Nonetheless, ape achievements in many behavioral domains fall far short of 
those of modem humans, and it now seems clear that enhanced mental 
combinatorial and hierarchical constructional skills underlie many aspects of 
these ape-human differences particularly in the realms of dance, athletics, 
speech, syntax, tool-making, music, and social computations. (See, for example, 
Gibson, 1990; Gibson and Jessee, 1999; Greenfield, 1991). These enhanced 
combinatorial and constructional capacities appear to be facilitated by 
enhancements of at least three basic processes involving diverse neurological 
components: (1) the minimalist process, merge, (2) working memory, and (3) 
the production of discrete, individuated movements and perceptions. 

The cognitive, sensorimotor, and communicative capacities of the earliest 
hominins would surely have more closely resembled those of the common great­
ape-human ancestor than those of modem humans. Based on the 
communicative achievements of bonobos, such as Kanzi, chimpanzees, such as 
Washoe, orangutans, such as Chantek, and other captive apes, however, it is 
likely that these capacities would have been sufficient to provide early hominins 
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with the potential to communicate using non-innate, referential gestures or other 
visual signals. All that was needed was the motivation, something that appears 
to mostly lacking in wild ape populations today. 

1.3. Why we must study other animals as well 

Although questions of motivation and selective agents for the earliest emergence 
of language-like behaviors are sometimes treated as unknowable, clues can be 
gained by expanding our perspectives from great apes and other primates to a 
much wider range of animal species. Convergent evolution of similar traits in 
very distantly-related species, now known as homoplasy, often occurs in 
response to similar environments. Whales and dolphins, for example, have 
developed external body shapes quite similar to those of fish in response to 
aquatic environments. Other lesser known examples include the grasping hands 
and prehensile tails of some arboreal amphibians and reptiles. 

Although no animal is known to have a fully developed language or the 
broad human-like cognitive suite which renders human languages both possible 
and useful, the complex vocalizations of many birds and cetaceans put 
rudimentary primate vocal skills to shame, and Alex, a recently deceased gray 
parrot, reportedly, had language-like capacities equivalent to Kanzi and other 
"language-trained" apes (Pepperberg, 2002). In addition, many non-primate 
animals exhibit behaviors similar to those thought to require advanced cognitive 
capacities when found in humans and apes. For example, Betty, a deceased 
New Caledonian Crow, could fashion tools that were seemingly more complex 
than any yet made by a chimpanzee (Weir, Chappell, & Ka\cenik, 2002). Scrub 
jays not only cache food, but remember where they cached it and whether other 
jays were watching. (Dally, Emery & Clayton, 2006) Dogs, understand pointing 
gestures more readily than apes (Hare & Tomasello, 2005). The architectural 
constructs of bees, termites, and beavers are far more complex than primate 
nests . The ability to socially transmit information, once considered uniquely 
human, has been found in many animals including honey bees, ants, naked mole 
rats, rats, water buffalo, and carnivores (Bickerton, 2009; Box and Gibson, 
1999). The list goes on. Given the diverse sensorimotor and neurological 
capacities which underpin these various animal behaviors, it is, in my opinion, 
premature to draw conclusions about the relative intelligence of various species 
based on these overt behaviors. What is clear, however, is that many behaviors 
once thought unique to humans or other primates can be found throughout the 
animal kingdom and, in many cases, these have known adaptive functions. 

1.4 All signs lead to foraging 

Although these varied animal achievements reflect a diversity of selective 
pressures, the most common ones relate to foraging. Group size, often touted as 
the major selective advantage for language, has long been known to largely 
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reflect the interactions of adaptations for foraging and predator avoidance. 
Most animal social transmission of information relates to foraging information, 
specifically to the types and location of food resources (Box & Gibson, 1999). 
This is true for insects, bees, rats, pigeons, rabbits and naked mole rats. In 
contrast, although many animals do advertize their own presence via scent 
marking, singing and/or territorial calls, there are no known examples of animal 
"gossip" about the activity of con-specifics. Purported examples of animal 
"teaching" primarily occur in contexts of adult carnivores providing their young 
with opportunities for practice with prey. Reported examples of episodic 
memory and theory of mind in scrub jays occur in the contexts of food-caching. 

Perhaps, most importantly, humans are now recognized as cooperative 
breeders (Hrdy, 2009). In many species, cooperative breeding is clearly a 
foraging adaptation associated with the provisioning of young (e.g. many birds 
and social carnivores) and/or with the collection and production of shared food 
resources that can be used by both adults and young (e.g. honey bees, naked 
mole rats, leaf-cutter ants). Humans, of course, also provision post-weanling 
young and share food resources among adults, and they do so cooperatively in 
the sense that mothers, fathers, grandparents, and older siblings all help 
provision young group members, and unrelated adults often share with each 
other. 

The recognition that humans are cooperative breeders is a key advance for 
our understanding of language evolution for two reasons. (1) Much linguistic 
information consists of honest signals, and it has long been a puzzle why such 
should have developed in Machiavellian societies. Cooperative breeders, 
however, do benefit from shared information. (2) Like, human infants, the 
young of some cooperative breeding species babble or engage in other 
conspicuous behaviors that serve to attract the attention of older individuals. 

A key question is when cooperative breeding first arose in the hominin line. 
In 1979, based on comparative studies of tool-using animals, Sue Parker and I 
proposed that, when faced with environmentally-induced shortages of easily 
obtained foods, early hominins would have engaged in obligatory, tool-assisted 
extractive foraging on a variety of high-energy embedded foods, such as nuts 
encased in hard shells, underground tubers, scavenged bone marrow and brains, 
meat scavenged from thick hides, burrowing animals, shellfish, and encased 
insects and insect products such as honey. We further suggested that the 
provisioning of post-weanling young would have arisen as soon as early 
hominins of all ages became dependent on extracted foods that could only be 
obtained by using tools that required strength or skills not present in the very 
young, and that, in such circumstances, young hominins would have been 
motivated to communicate their feeding needs and desires via pointing and other 
simple forms of referential communication. Hence, the provisioning of tool­
assisted extractive foods may well have set the stage for the emergence of 
cooperative breeding and for the initial emergence of referential communication. 
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The extractive foraging hypothesis proved prophetic, in terms of subsequent 
findings of tool-using behaviors in other animals, including chimpanzees, cebus 
monkeys, and New Caledonian crows. Its emphasis on the relationship between 
the extraction of high energy foods and relative brain size was compatible with 
the subsequently proposed expensive tissue hypothesis. Moreover, nearly all 
current hypotheses about the earliest hominin foraging adaptations focus on 
some form of extractive foraging, such as scavenging of brains and bone 
marrow and the exploitation of tubers. Extractive foraging is also a highly 
probable predecessor for the hunting of large game, because, humans can only 
open the hides of large game by using tools. Tool-assisted omnivorous 
extractive foraging and cooperative breeding would not, in and of themselves, 
have selected for complex linguistic skills, but they could well have jump­
started the language- evolution process. 
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This paper adopts the category game model that simulates the coevolution of categories 
and their word labels to explore the effect of social structure on linguistic categorization. 
Instead of detailed social connections, we adopt social popularities, the probabilities with 
which individuals participate into language games, to denote quantitatively the general 
characteristics of social structures. The simulation results show that a certain degree of 
social scaling could accelerate the categorization process, while a much high degree of 
social scaling will greatly delay this process. 

1. Introduction 

Social structures abound in human societies, primate communities, and colonies 
of some other species (e.g., ants), and social competences (e.g., coalition and 
competition) are also found in some non-human species. Some of these social 
factors, existing prior to human language, could have casted their influence on 
language evolution (Dunbar, 1996). Sociolinguists have already explored the 
influence of social factors on language change. For instance, Thomason and 
Kaufman (1988) have illustrated that the social facts of particular contact 
situations mainly determine the contact-induced language change, and Labov 
(2001) has shown that language-external factors such as social networks, 
identity, and gender could determine linguistic variations. In addition, modeling 
social systems as complex networks can offer new insights on social science 
research, and this approach has been recently adopted to study historical 
linguistic change (e.g., Bhattacharjee, 2003) and other sociological phenomena 
(e.g., MaIsch & Schulz-Schaeffer, 2007). In this line of research, the earlier 
studies adopted simple networks to represent human communities, such as row 
(Livingstone, 2001), lattice (e.g., Nettle, 1999), and ring (e.g., Kirby, 2000). 
And later on, some complex networks revealed from sociological studies, such 
as small-world and scale-free networks, were considered (e.g., Ke, 2004), in 
which an individual is a node and a communication among individuals is an 
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edge connecting nodes. Many simulations have shown that the longer the social 
distance among individuals, the weaker the influence these individuals could 
cast upon each other, and that the more social connections an individual has, the 
more influential this individual becomes to affect others. 

This way of denoting social relations by particular connections among 
individuals is reasonable in large-scale communities. In small-scale societies, 
however, since any individual may directly interact with anyone else, it is 
unrealistic to define actual connections among individuals. One way to 
overcome this is to adopt a weighted, fully-connected network, but it is still 
difficult to specify the actual weights of edges based on the frequency 
information obtained from empirical evidence. Instead of local, particular 
connections, a global way to denote quantitatively the general characteristics of 
social structures is necessary. Considering this, in this paper, we define an 
individual's social popularity as the probability with which this individual 
participates into communications with others, and use the distribution of all 
individuals' social popularities to reflect the characteristics of the whole 
structure. Based on the category game model (Puglisi et aI., 2008) that simulates 
the categorization process involving the evolution of both lexical items and 
semantic categories, we conduct a simulation study under different distributions 
of social popularities to explore the effect of social factors on linguistic 
categorization and discuss the role of social structures in language evolution. 

The rest of the paper is organized as follows: Section 2 reviews the 
category game; Section 3 introduces the power-law distributions of social 
popularities; Section 4 discusses the simulation results; and finally, Section 5 
evaluates our way of characterizing social structures. 

2. The Category Game 

Semantic categories are culture-dependent conventions shared by individuals for 
understanding the environment (Gardner, 1985). Their emergence may undergo 
a self-organization process via iterated interactions among individuals (Lakeoff, 
1987). The category game model (Puglisi et aI., 2008) theoretically simulates 
the emergence of common categories that share similar semantic boundaries and 
identical lexical labels. 

This model involves a population of N artificial individuals. Starting from 
scratch, these individuals, through iterated games, dynamically generate a highly 
shared pattern of linguistic categories to distinguish stimuli from a perceptual 
channel. For the sake of simplicity and not losing generality, the perceptual 
channel is represented by the interval [0, 1), and each stimuli a real number in 
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this continuous space. A categorization pattern is a partition of the interval [0, 1) 
into sub-intervals, or perceptual categories. Individuals have dynamical 
inventories of fonn-meaning associations that link categories with their word 
labels and evolve during iterated games. In each game, two players (a speaker 
and a listener) are selected from the population and a scene of M (~2) stimuli 
chosen from the interal [0, 1) is presented, any two of the stimuli cannot appear 
at a distance smaller than dmin, and one stimulus in this scene is the speaker's 
topic in this game for the listener to perceive. Figure l(a) illustrates the game 
procedure based on two games and Figure l(b) illustrates the categorization 
process shown in this model. 

As shown in Figure 1 (b), all individuals initially have only a perceptual 
category [0, I} with no associated words. In the first phase of the evolution, the 
pressure for discrimination makes the number of perceptual categories increase, 
and many different words are adopted by different individuals for categories 
having similar boundaries. Such synonymy re<tches a peak and then dries out. 
When on average only one word is recognized by the whole population for each 
perceptual category, the second phase intervenes, during which words expand 
their dominion across adjacent perceptual categories, joining these categories 
into linguistic categories. The coarsening of these categories becomes slower 
and slower, with a dynamical arrest analogous to the physical process in which 
super-cooled liquids close to the glass transition (Mezard et aI., 1987). In this 
long-lived, almost stable phase, usually after 104 games per individual, the 
categorization pattern has a degree of sharing between 90% and 100% and 
remains stable for 105 to 106 games per individual. If one waits for a much 
longer time, the number of linguistic categories is observed to drop down, 
caused by the slow diffusion of category boundaries that ultimately takes place 
due to small size effects. In this study, we focus on the shared pattern in the 
stable phase between 104 and 106 games per individual. 
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Figure I. (a) Two examples of the category game (adapted from Puglisi et aI., 2008). The round 
objects are stimuli presented, among which the topics are pointed. The colorful banners represent 
individuals' perceptual channels, separated by bars into perceptual categories, whose inventories of 
words are listed above or below. In game 1, since the two stimuli fall into the same category, the 
speaker discriminates the topic ("a") by creating a new boundary in hislher rightmost perceptual 
category at the position (a+b)/2. Two new categories are created, both inheriting the word-inventory 
("green" and "olive") of their parent category, and two new words are invented respectively for these 
new categories ("brown" and "blue"). Then, the speaker browses the list of words associated to the 
category that contains the topic. If a previous successful game using this category occurred, its 
winning word is sent to the listener; otherwise, the newly created word for this category ("brown") is 
sent. Since the listener does not have this word in hislher inventory, he/she cannot understand it, and 
the game fails . Then, the speaker points at the topic for the listener to discriminate, and the listener 
adds the speaker's word to the inventory of hislher corresponding category. In game 2, the topic "a" 
is already discriminated by the speaker in a perceptual category whose winning word is "green". 
Then, "green" is sent to the listener, who also knows this word and points at the topic contained in 
hislher corresponding category. This game is successful. Then, both individuals eliminate all 
competing words in their used perceptual categories whose boundaries might not match exactly, but 
leave the word "green" only. If ambiguity arises (the speaker's word is associated to more than one 
category that contains the topic), the listener takes a random choice. (b) The categorization process in 
a random category game simulation, N=50 and dmin=O.O I, indicated by the average number of 
linguistic categories per individual over 50 runs under the same settings. 

3. The Representative Distribution of Social Popularities 

Sociological research has discovered that instead of uniformity, in many social 
and linguistic phenomena, such as sexual contact (Lijeros et aI., 2003), rumor 
spread (Moreno et aI., 2004), and size ranking of language families (Stauffer et 
aI., 2006), the elements and interactions among them follow a power-law 
relation (Newman, 2003, 2005). Such a relation is also characteristics in many 
self-organizing systems, and factors such as preferential attachment (Barabasi & 

Albert, 1999) can lead to this relation in those systems. A power-law relation of 
two quantities x and y is defined as y = ax-A, where a is a scaling parameter, x 
represents an element or interaction in a given system, y calculates the 
frequency of this element or interaction, and A. distinguishes different 
distributions. As summarized by Newman (2003), the A. values in many real­
world power-law distributions lie in the interval [0.0 3.0]. For instance, it is 1.0 
in the frequency ranking of words, 2.0 in the email exchange network, and 3.0 
in the citation network. 

In our study, we let social popularities follow power-law distributions: x is 
individual index (rank) from I to N, y calculates the popularity for an individual 
with index x to participate in communications, and a is set to make sure the sum 
of all probabilities is 1.0. We choose some sampling A. values: 0.0, 1.0, 1.5, 2.0, 
2.5, and 3.0. When A. equals 0.0, all individuals have the same probability to 
communicate with others. This resembles the random case in which individuals 
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are communicating randomly with each other. As A increases, individuals having 
smaller indices become more popular than those having bigger indices, and they 
tend to communicate much frequently with each other but occasionally with 
those having bigger indices. Notice that there is a mathematical relation between 
the A in the power-law, rank-frequency distribution used in this model and A' in 
the power-law, cumulative distributions of node degrees: ..1.,'= 1 + 11 A. 

4. The Simulation Results 

In our simulation, N=50, dmin=O.OI, individuals conduct 106 category games 
per individual, and their popularities follow the power-law distributions with the 
sampling A values. We define two indices to evaluate the categorization process: 
a) Overlap, calculating the average degree of alignment of linguistic categories 
among individuals, a high value of which indicates that individuals tend to 
develop categories having similar boundaries; b) Understanding Rate (UR), 

calculating the percentage of successful category games in all pairs of 
individuals, a high value of which indicates that individuals tend to use identical 
labels to describe stimuli for categories with similar boundaries. 

Figure 2 shows the simulation results. High Overlap of linguistic categories 
and UR are obtained after 106 category games per individual. Compared with 
the random case (A=O.O, the solid line), social popularities cast an influence on 
the categorization process. With the increase in A, under a fixed number of 
category games, Overlap of perceptual categories becomes smaller. When A is 
bigger than 1.5, Overlap of linguistic categories starts to drop greatly. 
Meanwhile, when A increases from 0.0 to 1.5, the increase in UR occurs earlier 
than that in the random case, which suggests that a certain degree of social 
scaling can accelerate the emergence of a common set of categories with similar 
boundaries and identical word labels; when A exceeds 1.5, however, the increase 
in UR occurs much later, which indicates that a high degree of social scaling 
could actually delay the emergence of a common set of categories. The 
simulation results are similar when N= 1 00 or N=200, and as shown in (Puglisi et 
aI., 2008), a decrease in dmin cannot greatly change the categorization process. 

These results i11ustrate a boundary A value (around 1.0) in power-law 
distributed social popularities, below which categorization is accelerated, but 
beyond which this process is delayed. An increase in A makes individuals with 
smaller indices have more opportunities to take part in category games, and 
update and spread their category patterns to others, thus helping to accelerate 
categorization in the whole population. However, a high A value wi11 cause 
individuals with bigger indices to lack opportunities to develop their category 
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patterns and align their patterns towards those of the popular ones. This delays 
the increase in Overlap and UR, and more category games are needed for the 
whole population to achieve a common set of categories. Due to these two 
aspects of influence, a power-law distribution with an intermediate A. value 
becomes a compromise for maintaining both a certain degree of social scaling 
and a common set of linguistic categories. In addition, considering the relation 
between rank-frequency and cumulative node degree distributions, A' = 1 + 11 A , 
the boundary A. value (1.0) in the former type of power-law distributions roughly 
corresponds to the A.' value (2.0) in latter type of power-law distributions. Seen 
from Newman (2003), the power-law distributions of many language-related 
social activities have their A.' values around 2.0, such as the email exchange 
(2.0) and the telephone call (2.1) networks. This provides an empirical support 
for the boundary A. value shown in our study. 
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in different power-law distributions. Each point is calculated using 20 runs under the same settings. 
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5. Discussions and Conclusions 

Language evolves primarily via social contact among a finite number of 
individuals. Based on the category game model, we show that a certain degree 
of social scaling can efficiently develop a common set of semantic categories 
among individuals, while too much social scaling actually reduces this process. 
Instead of particular social connections, we adopt the concept of popularity, first 
used by Nettle (1999), and use the distributions of individual popularities to 
represent the characteristics of the whole structure. This approach helps 
summarize the general features shared in various kinds of social structures, 
requires only a few probability parameters whose values can be obtained from 
some empirical evidence, and allows statistical analyses to examine the results 
and provide quantitative understanding on human language, social factors, and 
their mutual interactions. As shown in Newman (2003), apart from power-law 
distributions, there are other topological features that are also important in 
characterizing social communities, and different types of network typology may 
share functional equivalence on linguistic tasks. The effects of other network 
typology on language evolution can be studied as well using the same approach. 
In addition, the category game model is restricted to lexical evolution. To better 
understand the social structure effect on language evolution, complex language 
models that concern both lexical and syntactic evolutions should be considered. 
A preliminary study, based on a lexicon-syntax coevolution model, has shown 
some similar results about the intermediate A value in power-law distributions 
(Gong et aI., 2008), which indicates that the power-law relations in a community 
of individuals is an independent factor to influence the average successful rate 
of language games among individuals. 
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Cultural transmission is the primary medium of linguistic interactions. We propose an 
acquisition framework that involves the major forms of cultural transmissions, such as 
vertical, oblique and horizontal transmissions. By manipulating the ratios of these forms 
of transmission in the total number of transmission across generations of individuals, we 
analyze their roles in language evolution, based on a lexicon-syntax coevolution model. 
The simulation results indicate that all these forms of transmission collectively lead to the 
dynamic equilibrium of language evolution across generations. 

1. Introduction 

Human language is transmitted mainly via cultural transmission (the process of 
language adaptation in a community via various kinds of communication among 
individuals of the same or different generations, Christiansen & Kirby, 2003). 
Generally speaking, there are three forms of cultural transmission: a) horizontal 
transmission (H), communications among individuals of the same generation; b) 
vertical transmission (V), in which a member of one generation talks to a 
biologically-related member of a later generation; and c) oblique transmission 
(0), in which any member of one generation talks to any non-biologically­
related member of a later generation. Besides empirical studies, computational 
modeling that incorporates these forms of transmission has joined the endeavour 
to tackle problems of language evolution. This line of research has started from 
the Iterated Learning Model (ILM, Kirby, 2001), in which V transmission 
across single-individual generations is simulated and a limited exposure to the 
previous generation'S linguistic instances is shown to trigger the origin of a 
compositional language in the future generation's language learner (the 
bottleneck effect). This effect is also shown in a laboratory experiment (Kirby et 
aI., 2008) and proved in some Bayesian learning models (e.g., Kirby et aI., 
2007). Some later versions of ILM (e.g., Smith & Hurford, 2003) started to 
incorporate multi-agent generations and both V and 0 transmissions. 
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Meanwhile, some new models have been developed (e.g. Vogt, 2005), which 
uses two probability parameters to restrict the choices of speakers and listeners 
from adults or children during transmission. However, this probability approach 
implicitly involves the child-talking-to-adults transmission, which contaminates 
the effects of other forms on language evolution (Gong et aI., in press). 

In this paper, we modifY this probability approach by proposing three 
parameters to control respectively the probabilities of H, V, and 0 
transmissions. In this acquisition framework, children can talk to each other via 
H transmission, and adults talk to children via V or 0 transmission. These 
probability parameters are less dependent on the actual numbers of transmission 
and the particular language models. We use a ternary plot to vividly show that 
each form of transmission has its respective role in language evolution and all 
these forms have collectively led to a dynamic equilibrium of language 
evolution. The rest of the paper is organized as follows: Sec. 2 briefly reviews 
the language model; Sec. 3 describes the acquisition framework and simulation 
setup; Sec. 4 discusses the simulation results; and Sec. 5 gives the conclusions. 

2. The Lexicon-Syntax Coevolution Model 

This model was designed to study if a population of interacting individuals 
(artificial agents), based on some general learning mechanisms, can develop a 
compositional language out of a holistic signaling system (Gong, 2009). The 
evolved communal language is systematic, consisting of a set of lexical items 
and simple consistent word order(s). This model has two key features. First, it 
simulates the development of idiolects. Based on pattern extraction, individuals 
extract recurrent patterns in exchanged utterances into lexical items; based on 
semantic and sequential guidance of lexical items in exchanged utterances, 
individuals categorize lexical items with identical semantic roles and similarly 
ordered with respect to other lexical items in utterances; and based on categories 
and local orders among them, individuals form up global orders to regulate 
lexical items and encode simple predicate-argument meanings (Hurford, 2007) 
in utterances. The linguistic knowledge is represented by lexical rules, syntactic 
rules, and categories. Second, this model implements an implicit meaning 
transfer during dyadic transmission. Both the speaker and the listener refer to 
their own linguistic knowledge in production and comprehension. In production, 
the speaker can randomly create a holistic rule to map the chosen meaning, if its 
linguistic knowledge fails to encode that meaning; in comprehension, besides 
linguistic knowledge, some non linguistic, unreliable cue (which mayor may not 
contain the speaker's intended meaning) may assist interpretation. Based on a 
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standard, sn-ength-based competition, individuals select their linguistic rules 
among the competing ones. Without direct meaning check, if the combined 
strength of the listener's used rules exceeds a confidence threshold, both 
individuals award their used rules (by increasing their strengths) and penalize 
(by decreasing their strengths) other competing ones; otherwise, both penalize 
their used rules in this transmission. In this way, the linguistic knowledge of 
these two individuals will become similar, which resembles the process of 
conventionalization (a social agreement for meaning-utterance associations). 
Both of these features make this model suitable to simulate language acquisition 
in children, and provide an appropriate level of complexity to discuss the role of 
cuitural transmission in language evolution. Please refer to Gong (2009) for a 
detailed description of the mtYor components, the transmission scenario, and the 
adopted learning mechanisms of this model, and a systematic discussion of the 
effects of various parameters that control those teaming mechanisms. 

3. The bmguage Acquisition ]<'ra.mework 

Fig. i shows this framework. In each generation, a fixed number of randomly 
chosen adults each produce an offspring (child) that initially has no linguistic 
knowledge. Then, during a learning stage, each child develops his/her idiolect 
by learning from an adult via Parent-to .. Child (V) or Adult-to-Child (0) 
transmission or from another child via Chiirl-to-Child (H) transmission. The 
ratios of these forms are respectively manipulated by PCrate, ACrate and 
Cerate. During transmission, there is no global fitness guiding a child to learn 
from a specific adult or child. After the learning stage, children become adults 
and replace their parents, and a new generation begins. 

:;;:c(~JlE_fBf~1 
<;--. Oblique transmission (Adult to Child) 
( •. ,."- Vertical transmission {Parent to Child) 

(. - Horizontal transmission (Child to Child) 

Figure 1. The. acquisition framework that involves the three major forms of culturultransmission. 

Strictly speaking, this is a pure cultural evolution setup without inheritance 
of biological features during reproduction. But it is still necessary to distinguish 
V and 0 transmissions. If there is more than one of V transmission, a child 
keeps sampling from its parent. If there is more than one of 0 transmission, 
however, a child can sample from more than one adult. Considering that this 
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child may interact with the offspring of those adults in H transmission, 0 
transmission may play a different role from V transmission on language 
evolution. In addition, it is necessary to distinguish adults and children. 
Considering the critical period hypothesis (Penfield and Roberts, 1959), we 
assume that only children update their linguistic knowledge in transmission, 
adults do not. Then, H transmission is distinct from V and 0 transmissions. 
Furthermore, PCrate, ACrate and CCrate control the percentages of different 
forms of transmission in the total number of transmission involving multiple 
individuals during the learning stage, instead of the number of transmission in 
which a particular new child is involved. 

Table I. The parameter settings. The left table lists the basic parameters for communications and 
acquisition framework . Please refer to Gong (2009) for the discussion ofthe effects of parameters for 
communications. The right table lists the 54 cases in each set of simulations. There are three extreme 
cases: the case of purely horizontal transmission (PCrate=ACrate=O.O, CCrate=1.0) is excluded, 
since it is obvious that in this case no language is transmitted across generations and children in each 
generation are creating their own communal language via horizontal transmission; the case of purely 
vertical transmission (PCrate=1.0, ACrate=CCrate=O.O) is discussed separately in Sec. 4, and so as 
the case of purely oblique transmission (PCrate=CCrate=O.O, ACrate=I .O). 

PonIrneton Value. C_ Perate AC_ Cerate 

Semantic space 64 1 0.0 0.1 0.9 
Individual memory size for taxical rules 60 2 0 .0 0.2 0.8 
Individual memory size for categories 20 3 0 .0 0.3 0.7 

6 Individual memory size for syntactic rules 20 

~1 
Extractton rate of lexica II syntactic rules 0.25 
Creation rate of holistic rules 0.25 

e Strength adjustment in competition 0.1 

~ Amount of strength adjustment in forgetting 0.01 

9 0.0 0.9 0.1 
10 0 .1 0.0 0.9 
11 0.1 0.1 0.8 

Reliability 01 cue 0.6 18 0.1 0 .8 0.1 
Confidence ",,,,shold 0.75 19 0.2 0.0 0.8 
No. of utterance exchange per transmission 20 

~H 
Population size 10 
No. 01 adulto each producing 1 oIIspring 5 

~U No. of transmissions in the learning stage 200 
No. of generations 100 

51 0.7 0.2 0.1 
52 0.8 0.0 0.2 
53 0.8 0.1 0.1 
54 0.9 0.0 0.1 

The roles of different forms of transmission on language evolution are 
studied based on the understandability of the communal language. We define 
three indices: a) understanding rate (UR) within a particular generation (UR;,;), 
calculating the average percentage of integrated meanings understandable to 
each pair of individuals after the learning stage, based only on their linguistic 
knowledge; b) UR;,;+I, calculated as UR between individuals from Generations i 
and i+ 1; and c) URl,i, calculated as UR between individuals from Generations 1 
and i. High URi.i+1 indicates that a communal language is accurately understood 
by individuals across consecutive generations. High UR1,i indicates that an 
initial language is largely preserved in later generations. We conduct two sets of 
simulations, whose parameter settings are listed in Table 1. In the first set, the 
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adults in Generation 1 only share a limited number of holistic rules to express 
few integrated meanings; in the second set, the adults in Generation I share a 
compositional language capable of expressing all integrated meanings. In each 
set, 54 cases are considered based on PCrate, Aerate and CCrate (see Table 1). 

4. The Simulation Results 

(a) (b) peak-URj 

I· 
'~~~~~~~~4'~ 

(c) avg-UR,i+1 

J 
• h;-rr"~;--;'i""~ ..... ..--'.l f-T:-:rl,...",.. ......... ::-:;r....-:r.I 

(d) avg-UR;.i+l (e) avg-UR1•i (f) UR IOO•1OO 

Figure 2. (a) The patch corresponds to the case PCrate=OJ, ACrate=O.2, CCratc=O.5, and its value 15 

1.0, based on the color map beside). (b)(c): the simulation results in the first set of simulations. (d)­
(1): the simulation results in the second set of simulations. Each value is calculated based on 20 fUllS. 

We adopt surface ternary plots to show the results. Figure 2 shows how to read 
in such plots and the results of the two sets. For the first set, we measure peak­
UR~i and avg-UR;.i+1 in ]00 generations; for the second set, we measure avg­
UR~i+1 and avg-URt,i in 100 generations. In the second set, peak-UR;.i appears in 
Generation 1, since all adults initially share a common compositional language. 
Therefore, we measure URtoO,l00. The tendencies shown in these results are less 
dependent on the number of transmission during the learning stage and the 
number of individuals replaced in each generation, except that the absolute 
values of those indices in different settings could be different. 

These results can be analyzed based on the UR values in different regions 
of the plots. Near the left angle, V transmission is dominant (PC rate is high, 
Aerate and CCrate are low), and the low UR values show that if the learning 
stage has mainly V transmission, both the origin of a common language with 
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good understandability and the maintenance of an initial compositional language 
cannot be achieved. A further check based on the simulations with different 
numbers of purely V transmission (PCrate=l.O, ACrate=CCrate=O.O) confirms 
this finding (Gong et aI., in press). It differs from the finding in ILM (e.g., 
Smith & Hurford, 2003), where purely V transmission can trigger a communal 
language with good understandability. This difference is due to the implicit 
meaning transfer in our language model. In the first set, while talking to 
children, adults in early generations, due to lacking linguistic knowledge, have 
to introduce new expressions. Since children have no linguistic knowledge, 
comprehension of these expressions relies on cues, and the occasional "wrong" 
cues having meanings different from adults' intended ones may cause children 
to develop some salient knowledge. Without V or 0 transmission, children 
develop independently their linguistic knowledge. After they replace adults and 
talk to new children, the idiolects among individuals will continue to diverge. In 
the second set, adults in Generation I have already shared some linguistic 
knowledge, but the unreliable cues still cast their influence, especially when 
adults talk to children not yet acquiring much linguistic knowledge. Without 
other forms of transmission, this influence could accumulate to such an extent 
that the communal language after a few generations becomes quite distinct from 
the initial one. Therefore, purely V transmission in a multi-individual population 
fails to trigger or maintain a communal language with good understandability. 

Near the top angle, H transmission is dominant (PCrate and ACrate are low, 
CCrate is high), during which children can be either speakers or listeners, and 
both speakers and listeners update their linguistic knowledge. This two-way 
conventionalization is efficient to spread linguistic knowledge among 
individuals, thus helping their idiolects to converge. H transmission is good at 
maintaining high understandability within generations, and the two-way 
conventionalization may help diffuse some salient linguistic knowledge to the 
population, thus introducing changes in the communal language. However, H 
transmission occurs only among children, without sufficient other forms of 
transmission to get a broad sample of adults' language, what children develop in 
H transmission is a set of salient rules different from those of the adults. After 
being adults, without sufficient V or 0 transmission, they cannot provide 
enough instances of their idiolects to new children, who will keep randomly 
creating their own idiolects. Therefore, as shown by the low UR values, a 
communal language with good understandability cannot be preserved across 
generations via mainly H transmission. 
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Near the right angle, 0 transmission is dominant (PCrate and CCrate are 
low, but ACrate is high). This form of transmission has a similar role as V 
transmission by providing children with instances of the previous generation's 
language, but it allows one child to sample from multiple adults, thus making it 
more efficient than V transmission to spread linguistic knowledge of multiple 
individuals to new children. This results in the higher UR values in this angle 
than those in the left. In addition, only children update their linguistic 
knowledge in 0 transmission, adults do not. This one-way conventionalization 
of idiolects is less efficient than H transmission, which explains why the UR 
values in the first set are lower than those in the second set of simulations. A 
further check of simulations with purely 0 transmission shows that the UR 
value in this case is lower than those in the regions with many rounds of 0 
transmission but a few of H transmission, which suggests the necessity of other 
forms of transmission, such as H transmission. 

These three regions illustrate the relative roles of V, 0, and H transmissions 
on language evolution. In all these plots, the highest UR values are obtained in 
the regions with some low values of PCrate but high values of either ACrate or 
CCrate. This shows that either V or 0 transmission is necessary for spreading 
language across generations and H transmission is also needed to maintain the 
understandability of the communal language within generations. In addition, 
during these forms of transmission, some salient knowledge may diffuse to the 
whole population, which introduce changes in the communal language, which 
causes the maximum values of URI,i in these plots are not much high, compared 
with URi" and URi,i+I' All these results indicate that all these forms of 
transmission are necessary to trigger a communal language with good 
understandability and to largely preserve an initial communal language across 
generations. They also reveal a dynamic equilibrium of language evolution: in a 
cultural environment involving sufficient these three forms of transmission, 
individuals from consecutive generations can well understand each other (URi,i+1 

is high), but language change is inevitable in the long run (URini is not high). 
This equilibrium is collectively achieved by these three forms of transmission. 

5. Conclusions 

This paper proposes a multi-agent acquisition framework to discuss the roles of 
three major forms of cultural transmission in language evolution. Both V and 0 
transmissions help maintain an initial language to a certain extent, and H 
transmission is necessary for maintaining the understandability of the communal 
language and diffusing linguistic variation. A reasonable combination of these 
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fonns of transmission can not only efficiently trigger a communal language but 
also largely maintain it across generations of language learners. These findings 
are insightful on research of other cognitive, political or economic activities that 
are also culturally transmitted. And the current framework can be modified to 
involve other fonns of transmission (e.g., grandparent-grandchild transmission) 
or adopt continuous generation replacement or family structures. Both of these 
can help better understand the role of cultural factors on language evolution. 
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When evolutionary biologists and epistemologists investigate the evolution of life, they 
deconstruct the problem into three research areas: they search for the units, levels and 
mechanisms of life's evolution. Here, it is investigated how a similar approach can be 
applied to evolutionary linguistics. A methodology is proposed that allows us to identify 
and further investigate the units, levels and mechanisms of language evolution. 

1. Introduction 

Evolutionary epistemologists and biologists agree that life is a highly complex, 
hierarchically-structured phenomenon. It is too complex to study as a whole, and 
scholars have therefore found it useful to decompose the study of life's evolution 
into the search for the units, levels and mechanisms of evolution (Campbell, 
1960; Hull, 1980; Lewontin, 1970). Here, it will be argued that evolutionary 
linguists can benefit from applying a similar approach to the study of the 
evolution of language. 
Many evolutionary linguists agree that language is a highly complex and 
heterogeneous phenomenon. It can come in both spoken and signed forms and 
each language is composed of syntax, morphology, semantics, etc. Furthermore, 
language is anatomically associated with specific morphological structures of the 
human body (e.g. the supralaryngeal vocal tract, the way we curl our fingers to 
sign) and brain (Wernicke's and Broca's area). The recognition of this 
heterogeneity of language as well as the multiplicity of morphological structures 
that allow us to have language implies that if we want to know how language 
evolved, we need to study the evolution of all these different elements. Put in 
evolutionary epistemological jargon, all these elements can be considered as 
units of language evolution. 
Most evolutionary linguists will further acknowledge that language is partly a 
biological phenomenon and partly a cultural phenomenon. It is a biological 
phenomenon because of these morphological and neurological language-related 
structures. It is also a cultural phenomenon that "transcends" our biological 
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make-up because newborn infants are unable to develop a full language by 
themselves. Rather, they learn the language that is spoken in their "language 
community" through frequent interactions with their parents and peers. In 
evolutionary epistemological jargon, these neurological, cognitive and socio­
cultural aspects of language can be considered levels where language evolves. 
Finally, many evolutionary linguists also investigate how specific evolutionary 
mechanisms can explain the evolution of (aspects of) language. Natural selection 
has been implicated as one of the major evolutionary mechanisms underlying 
language evolution (Pinker & Bloom, 1990). But also derivatives of, or 
alternatives to this mechanism have been associated with the evolution of 
language. Examples include the Baldwin effect, Ratchet effect, niche 
construction, etc. In evolutionary epistemological jargon, this implies that the 
aforementioned evolutionary mechanisms are not only applicable at an 
evolutionary biological level, but also at a cultural level. We therefore need to 
examine how the same mechanism can be implicated in both biological and 
extra-biological phenomena. 
In other words, although neither the units and levels of selection debate, nor 
evolutionary epistemological jargon has been explicitly implemented in 
evolutionary linguistics, we can understand the research that is being done as 
exactly such an endeavour of identifying units, levels and mechanisms of 
language evolution. In fact, a quick dive into the literature allows us to make the 
following, tentative list of possible units, levels and mechanisms of language 
evolution (table I). 

T bl 1 A a e tentative Istme. 0 I erent umts r . fd'ff eve s an d h . mec amsmso fl I . ane.uae.e eyo ullon 

Units Levels Mechanisms 

(Language-related) genes? Genetic? Neuronal? Brain? Natural, sexual selection? 
brain regions? mirror neurons? Cognitive? The individual! Drift? Neural Darwinism? 
The supralaryngeal vocal ontogenetic? Linguistic The Baldwin effect? The 
tract? home signs? Pointing? (language in itself)? The group? Ratchet effect? Niche 
ldio- socio-dialects? ToM? Socio-Cultural! the language construction? Co-
Machiavellian Intelligence? Community? The species? evolution? 
Syntax? Lexicon? Semantics? 

How then can we make the identification of units, levels and mechanisms in 
evolutionary linguistics more explicit? By introducing the following five clusters 
of evolutionary epistemological questions: (1) How many units of language 
evolution are there? (2) How many levels of language evolution are there? (3) 
Which of these units and levels are necessary andlor sufficient for language to 
evolve? (4) How do the different units interact, how do the different levels 
interact, and how do the units and levels in tum interact with each other? Can we 
order them hierarchically? (5) How many evolutionary mechanisms underlie the 
evolution of these different units? How do these evolutionary mechanisms work? 
In the following sections, it will be demonstrated how the implementation of 
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these questions can be beneficial to the field of evolutionary linguistics, for it 
will be shown how they cast new light upon existing problems and help build 
more complete theories on how language evolved. 

2. Three evolutionary epistemological heuristics of language evolution 

How exactly is it that we can examine a certain trait, feature, event, . . . from now 
on designated as x, as a unit, level or mechanism of language evolution? Three 
evolutionary epistemological heuristics are provided that answer these questions. 

2.1. The unit heuristic 

How do we know that x is a unit of language evolution? The heuristic outlined in 
table 2 suggests that we can identify x as a unit of language evolution if and only 
if we can identify a level where x evolves, and a mechanism according to which 
x evolves. 

Table 2 Is x (a feature, trait, space, event, element, .. . that is presumed relevant for language 
evolution) a unit infof language evolution? read from left to right and top-down 

? Try to prove that it is a unit of language evolution (I example suffices). Thus go to yes. 
Y Where? At which level Not one level found? X is not a unit, go to no. 
E is x the subject of One/multiple level(s)? I Via which evolutionary 
S language evolution. (lustifies that x is a unit.) mechanism(s) does x evolve? 

Since when? When did x first originate in time and when did it become a unit 
of language evolution? 

How does this unit x Can this unit be divided into one or several subunits? 
interact with other If so, are they also units in language evolution? 
units? Can this unit be absorbed into one or several super units? If so, 

are they also units in language evolution? 
Can this unit also be ? & yes: try and treat the unit as a level and/or a mechanism, go 
regarded as a level to level and/or mechanism. 
and/or mechanism of 
language evolution? 
Relevance? Is the unit x sufficient and/or necessary for language 

evolution? 
N Level and/or ? or Yes: go to level and/or mechanism. 
0 mechanism? No. Window? I Yes: treat x accordingly. 

I No: treat x as irrelevant. 

In other words, a language unit is defined extensionally and even ostensively, by 
pointing out the level where, and the mechanism by which, it evolves. This 
approach differs from traditional approaches in evolutionary epistemology (EE) 
where units are defined by intrinsic properties such as replication (Dawkins, 
1982: 162), interaction (Hull, 1981), or reproduction (Griesemer, 2000). Instead, 
this paper is written from a pragmatic point of view. It asks how we can identify 
units, not how we can define them. We can identify units by pointing out the 
level where they evolve, and the mechanism(s) by which they evolve. 
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If one is able to identify x as a unit of language evolution, the heuristic goes on 
to suggest that we locate the origin of x in time. Thus, we need to ask when x 
originated and when it became part of language evolution. The FOXP2 gene for 
example (Vargha-Khadem, 2005) is a very old gene and cannot have been a unit 
of language evolution from its origin in fungi onwards. Nonetheless, at some 
point in time, it became associated with language. 
The problem of hierarchies is tackled by asking if the unit can be subdivided into 
smaller subunits or embedded into larger superunits. If so, it is recommended 
that these sub- and superunits are also investigated as possible language 
evolution units. Because of the fact that no intrinsic definition is given to what a 
unit might be, we might find it useful to ask whether x, even if it is a unit, might 
also be a level or even a mechanism of language evolution. Pointing (Leavens, 
Hopkins, Bard, 2005; Tomasello, 2000), for example, might be a unit of 
language evolution, but it might also serve as a level where other units such as 
problem solving evolve. 
Once we have considered all these questions, we are much better able to evaluate 
the importance of x, both in the evolution of language as well as in theorizing on 
the matter. We examine the importance of x by investigating if the unit is 
necessary and/or sufficient for language evolution; and necessary and/or 
sufficient in a theory on language evolution. In other words, the heuristic enables 
us to evaluate whether more research needs to be conducted or not. 
If, on the other hand, we were not able to identify x as a unit of language 
evolution, we might ask if it is a level or a mechanism of language evolution. If 
neither, x might provide us with a window on language evolution. The concept of 
a window of language evolution was first introduced by Botha (2006). A window 
is not an actual unit of language evolution but a phenomenon that allows us to 
draw inferences on how language evolved. Examples given by Botha are current 
ape signing, Pidgin languages, Creoles and hominin tools. 

2.2. The level heuristic 

How do we know that x is a level of language evolution? By recursively 
identifying units that evolve at that level and mechanisms that are active on these 
units that evolve at this level (table 3). In other words, x is a level of language 
evolution if and only if one can point out at least one unit that evolves at this 
level according to one evolutionary mechanism. 
Specific to this heuristic is that it asks for the ontological status of the level. 
Although the primary goal of this article is to pragmatically identify the different 
units, levels and mechanisms involved in language evolution, we cannot 
circumvent some metaphysical considerations, especially when we introduce 
levels of language evolution. If we argue, for example, that there exists a cultural 
realm, or a linguistic community, we need to investigate how real and material 
they are, or whether they are merely concepts invoked to facilitate theory 
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fonnation. Anthropologists and linguists have been heavily criticized for 
assuming that culture or language can fonn a superorganic structure, especially 
when it is claimed that this superorganic structure can have an existence 
independent from this organic level (Sapir, 1917). Of course, neither language 
nor culture can exist without the presence of real human beings, but neither 
culture nor language can be reduced to living organisms or even groups. 
Language and culture can be "carried" by individuals, groups and material 
things. From an epistemological point of view, it can therefore be useful to 
postulate the existence of hierarchies, which enable one to analyse the existing 
data more analytically. 

Table 3 Is x ( a feature, trait, space, event, element, ... that is presumed relevant for language 
evolution) a level inlof language evolution? (read from left to right and top-down) 

? Try to prove that it is a level of language evolution (1 example suffices). Thus go to yes. 
Y How many!which Not one language unit, x is not a level of language evolution, go 
E language units evolve at to no. 
S this level? One/multiple unit? (Justifies that x is a level.) 

How many evolutionary Equals the question : how many evolutionary mechanisms are 
mechanisms are active at active upon the units that evolve at this level. (testing device) 
(not on) this level? 
What is the ontological The level is an abstract notion that facilitates theory formation! 
status of the level? an exiting entit)'. 
Since when? Locate the origin of x in time or when it becomes necessary to 

invoke x as an abstract notion in the theory 
How does this level x Can this level be divided into sublevels? If so, are they also 
interact with other units in lanl!ual!e evolution? 
levels? Can this level be absorbed into superlevels? If so, are they also 

units in language evolution? 
Can this level also be ? & yes: try and treat the level as a unit and/or mechanism, go to 
regarded as a unit and/or unit and/or mechanism. 
mechanism of language 
evolution? 
Relevance? Is the level x sufficient and/or necessary for language 

evolution? 
N Unit and/or mechanism? ? or Yes: l!0 to unit and/or mechanism. 
0 No. Window? I Yes: treat accordingly. 

I No: treat x as irrelevant 

It is necessary to ask about the ontological status in order to be able to complete 
the next step prescribed by the heuristic. This step asks one to locate the origin 
of the level in time (when it is an existing entity), or to pinpoint when it becomes 
epistemologically necessary to invoke the level in the theory. 
Afterwards, it can be asked if we can subdivide existing levels or embed them 
into higher levels, and as such one can try to establish ontological or at least 
epistemological hierarchies. This also allows us to identify new levels. 
As was the case with units, it is useful to ask if levels might simultaneously be 
units or mechanisms of language evolution. Linguistic communities might serve 
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as a level for the evolution of idiolects and sociolects, but they can themselves 
also be units of cultural evolution. 
Finally, these research questions will again allow us to more firmly evaluate how 
necessary and/or sufficient the level is in the evolution of language and in theory 
formation on the subject. 
If, on the contrary, we were not able to identify x as a level of language 
evolution, we can again recursively ask if x is either a unit or a mechanism of 
language evolution or whether it provides a window on language evolution. 

2.3. The mechanism heuristic 

How do we know that x is a mechanism involved in the evolution of language? X 
can be recognized as a mechanism of language evolution if and only if we are 
able to identify units of language evolution whereupon x is active, at a certain 
level of language evolution. If one or multiple such units are identified, x is 
indeed a mechanism involved in the evolution of language. 
Specific to this heuristic is that it subsequently asks how the mechanism works. It 
is especially here that previous work done in the field of EE can be applied. 
When faced with questions about how natural selection can be equally applied to 
biological and extra-biological phenomena, evolutionary epistemologists have 
found it useful to abstract templates of natural selection. Campbell (1960) argued 
that natural selection works according to a blind variation and selective retention 
scheme. This means that each time we can identify something to vary blindly and 
to be selectively retained, it evolves by means of natural selection regardless of 
whether that something is a gene, phenotype, cognitive trait, or linguistic feature. 
Furthermore, the template has heuristic potential: it informs you on how the 
mechanism works and how we can identify it to be active. Lewontin (1970: 1) 
abstracted the following logical skeleton of natural selection: phenotypic 
variation, differential fitness and the heritability of that fitness. Hull (1981) has 
introduced a template of replicators, interactors and lineages. According to Hull, 
environmental interaction forms the basis for differential variation (different 
replicators) and this results in the evolution of different lineages. So far, only 
Hull's heuristic has been applied to linguistics. Croft (2000) introduced the 
notion of a lingueme, a linguistic meme (a replicator), that can be understood as 
a unit of selection. Linguemes are carried by individuals that belong to different 
speech communities. Their interactions induce variations in the linguemes, and 
natural selection can subsequently act upon this variation. 
Evolutionary mechanisms can be active in many kinds of evolution (the 
evolution of the brain, the evolution of culture, life, etc.). It is therefore 
necessary to locate in time when a certain evolutionary mechanism became 
active, specifically in language evolution. 
We can also ask ourselves if the evolutionary mechanism can be divided into 
submechanisms or embedded into larger supermechanisms. Some authors argue 
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that the ratchet effect is a fonn of evolution by means of natural selection, others 
argue that it is a different mechanism. In the latter case, we have to demonstrate 
how it can work independently from natural selection, in the fonner we need to 
examine how it is embedded in natural selection. 

Table 4 Is x (an evolutionary mechanism, feature, trait, space, event, element, ... that is 
presumed relevant for language evolution) an evolutionary mechanism involved inion 
I I . ? ( df If' h d -d ) anguage evo ulIon. rea rom e t to ngl t an top· own 

? Try to prove that x is an evolutionary mechanism involved in language evolution. Thus go 
to yes. 

Y On how many units is Not one unit: x is not an evolutionary mechanism involved in 
E this evolutionary language evolution, go to no. 
S mechanism working? One/multiple unit(s). 

(Justifies that x is an evolutionary mechanism involved in 
lanJlua,ge evolution.) 

At (not on) how many Equals the question: the units that are subjected to this 
levels oflanguage evolutionary mechanism, at how many levels are they 
evolution is this subjected to it? 
evolutionary mechanism 
active? 
How does the mechanism work? Which conditions need to be met in order for the 
evolutionary mechanism to occur? Answer requires (universal) EE formulas of the 
workings of the mechanism. 
Since when? Locate in time when these conditions are met regarding each 

unit and each level = when the evolutionary mechanism 
became a mechanism involved in language evolution at that 
unit and/or level. 

How does this Can this mechanism be divided into sub-mechanism(s)? 
mechanism x interact (Depends on the presence of subconditions.) If so, are they 
with other mechanisms also mechanisms of language evolution? 
involved in the evolution Can this mechanism be absorbed into a super-mechanism(s)? 
of language? (Depends on the existence of a mechanism that allows to 

combine different mechanisms into one single mechanism.) If 
so, are they also mechanisms of language evolution? 

Is this mechanism also a ? & yes: try and treat the mechanism as a unit and/or level, go 
unit and/or level of to unit andlor level. 
language evolution? 
Relevance? Is the mechanism x sufficient and/or necessary for language 

evolution? 
N Unit and/or level? ? or Yes: go to unit and/or level. 
0 No. Window? I Yes: treat x accordingly. 

I No: treat x as irrelevant 

It is also useful to ask ourselves whether the mechanism itself is either a unit or a 
level of language evolution. Because no intrinsic definition is given with regards 
to what a mechanism is, such a possibility cannot be excluded a priori. 
Finally, answering these questions again allows us to rigorously evaluate the 
importance of the mechanism in language evolution and theories thereof. If, on 
the other hand, no unit has been found upon which the mechanism is active at a 
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certain level of language evolution, we might examine if x is a unit or a level of 
language evolution, or if it provides us with a window on language evolution. If 
it is neither, x can be treated as irrelevant for the evolution of language. 

3. Conclusion 

At present, scholars are studying a variety of phenomena that are implicated in 
language evolution. Unfortunately, the nature of these phenomena is not always 
clear, and neither is it obvious how the different elements under study relate to 
one another and fit in the puzzle of language evolution. The heuristics provided 
here allow for the identification, examination and evaluation of the different 
units, levels and mechanisms of language evolution. As such, they enable us to 
build unifying theories of language evolution. 
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Through a constructive study of grammaticalization as a potentially important process of lan­
guage evolution, we have found two findings. One is that linguistic analogy, which applies 
linguistic rules extendedly, is a very critical for language acquisition and meaning change. The 
other is that inferences based on the recognition of similarity and contingency among particular 
meanings can realize unidirectional meaning change, a remarkable characteristic of grammat­
icalization. We discuss the significance of these findings in the context of the origin and the 
evolution of language, especially the role of linguistic analogy in creativity. Based on the dis­
cussion, a hypothetical scenario of the origin and the evolution of language is proposed. 

1. Introduction 

The purpose of the study of language origin is to clarify the biological evolu­
tionary process of physical and cognitive characteristics making human language 
possible. That of language evolution is to reveal the cultural evolutionary pro­
cess of complexification and structuralization of initial language into present lan­
guages. Grammaticalization is a kind of meaning change in which lexical items 
come to bear grammatical functions, and is a critical feature of human language. 
The remarkable characteristics of grammaticalization are its universality and uni­
directionality. The former means that the same kind of changes are found in many 
languages in the world without language contact (Heine & Kuteva, 2002b). The 
latter means that changes from function to content words are extremely rare. Due 
to these characteristics, grammaticalization is thought of as playing an important 
role in the evolution of language (Hurford, 2003; Heine & Kuteva, 2002a, 2007). 
Further, these characteristics imply a universal mechanism in human cognition 
to cause characteristic meaning change like grammaticalization. Thus, inquiring 
cognitive mechanisms realizing grammaticalization will be useful in understand­
ing language origin. 

In this paper, from the viewpoint of creativity of language, we discuss cog­
nitive mechanisms and biases studied in (Hashimoto & Nakatsuka, 2006, 2008), 
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in which those causing unidirectional meaning changes have been studied using 
an evolutionary constructive approach (Hashimoto, Sato, Nakatsuka, & Fujimoto, 
2008). The important cognitive mechanism providing this creativity is linguistic 
analogy, which is an ability to extend the application of linguistic rules. We finally 
show a hypothetical scenario of the origin and the evolution of language based on 
the constructive study. 

2. Summary of Model and Findings from Simulation 

As constructing a model of cognitive mechanism, we accept a hypothesis by Hop­
per and Traugott (2003) that reanalysis and analogy are indispensable for gram­
maticalization. We reconsider reanalysis and analogy as cognitive abilities of lan­
guage users and define two abilities: the ability of "reanalysis" is to decide the 
way to segment sentences according to one's own knowledge, and that of "lin­
guistic analogy" is to extend construction rules to forms to which the rules have 
not yet been applied. Note that linguistic analogy is not the same as usual analogy, 
which is to transfer information from source to target subjects based on similarity. 
For linguistic analogy, it is considered that similarity is not necessary, but actual 
exhibition of this ability is constrained by cognitive biases. 

We adopt an agent model of iterated learning framework used in (Kirby, 2003), 
in which agents transmit linguistic knowledge over generations, with two exten­
sions, one is to deal with functional meanings and the other is to introduce two 
cognitive biases. We summarize the basic model, and then explain the extensions. 
The detail of the basic model is in (Kirby, 2003). 

Using a generalization learning algorithm, a language learner learns linguistic 
knowledge from a speaker. The speaker utters sentences (forms) corresponding 
to meanings given with its own linguistic knowledge. The learner becomes a 
speaker in the next generation after learning a series of meaning-utterance pairs. 
Linguistic knowledge is represented by a context-free grammar, which is a set of 
rewriting rules making connections between meanings and forms . The learning 
algorithm consists of three operations: chunk, merge, and replacea . Chunk and 
replace operations were found to correspond to reanalysis and linguistic analogy, 
respectively (Hashimoto & Nakatsuka, 2006). 

Because functional meaning is missing in (Kirby, 2003), we introduced three 
tense meanings, past, present and future into the model in order to observe mean­
ing change from content to functional, like from "go" to "be going to", a typical 
example of grammaticalization in English. Meaning given to agents has a proposi­
tional form, "[tense]verb(noun, noun)", where there are 3 tenses, 5 verbs, 5 nouns, 
and the two nouns used must not be the same, thus the number of possible mean-

"The replace operation is only explained but not named in (Kirby, 2003), so we named it in 
(Hashimoto & Nakatsuka, 2006). Note that "merge" in (Kirby, 2003) is a kind of category integration, 
and is different from "Merge" in minimalist program. 
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ings are 300. 
We introduced two cognitive biases: co-occurrence and pragmatk extension, 

since it was found that unidirectional meaning change was not realized merely in­
troducing functional meanings. Co-occurrence is the recognition of contingency 
as a basis of metonymic inferencing. In this model, we set co-occurrence between 
the meanings "go" and "future", namely, the probability of appearing meaning 
"[future]go(noun, noun)" is double than the other meanings. Pragmatic extension 
is the recognition of similarity as a basis of metaphoric inferencing. We set prag­
matic extensions between the meanings "go" and "walk" and between "go" and 
"run". The agent can divert rules consisting of "walk" or "run" in order to ex­
press the meanings of "go". These 1\vo settings modify the Jeaming and the use 
of linguistic knowledge in a particular way, thus they are considered to work as 
cognitive hiases for language users. 

It is found that linguistic analogy is very important for development of expres­
sivity of Hnguistic knmvledge (Fig. 1(1.ef1). Namely, linguistic analogy plays a 
critical role in generalization in language acquisition. Linguistic analogy is also 
virtually indispensable for meaning change (Fig, 1 (Right»(Hashimoto & Nakat­
suka, 20(6). 
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Figure 1. The effect of cognitive m~hanisms: (Left) The development of expressivity with genera-­
lions for three sellings about cognitive me.:hanisms: all three operations (labeled by "wilh replace"); 
dmnk and merge ("without replace"); and no operation, i.e., juS! memorizing ("flO generalization") 
are shown (result of a typical run). 70 randomly selected meanings are given at each generation. Two 
hiases are not introduced. The npressivily is the ratio of meanings describable with linguistic lmmvl­
~dge to all possible meanings. Only agellts wilh all three learning operations can develop expressivi!y, 
while agents missing the replace operation stay at the same level as those without generalization learn­
ing mechanism. {Rigill) The differences in the frequencies of meaning changes between with and 
without the "replace" operation (accumu!ation of 100 rUlls). 

The effects of two cognitive biases are summarized as follows: the recog-
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nition of similarity increases the frequency of meaning changes (Fig. 2(Left»). 
and the recognition of contingency provides unidirectional meaning changes (Fig. 
2(Right». Thus stable unidirectional meaning change is realized by the combina­
tion of metaphoric and metonymic inferencing (Hashimoto & Nakat'>uka, 2008). 
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Fi gure 2. The eff eel of cognitive biases (aecumulutinn of 100 runs) (Hashimoto & Nakatsuka, 200S): 
There are fOllr settings in intrrn:lucing the two biases. The symbols + and "- inrlic2re whether each 
bias is introdllced or not, respectively. (Left) The frequencies of meaning changes for the four se1tings. 
The differences ill fre1luencies between (--) and (-+) and between (--) and (++) are statisti­
cally significant. while that between (---) and (+-) is not. Thus, introducing !}ragmatic extension 
promotes the frequency of meaning changes. (Right) The frequencies of meaning cbanges from the 
meaning of "go" to three tense meanings. Introdu'~lJg co-occurrence doubles the meaning changes, 
compared to the sililations without co..ocCIlJTence. The other meaning changes from "go" are at the 
same level as those to "past" and to "present". 

3. Creativity througb Linguistic Analogy 

We discuss linguistic analogy from the viewpoint of creativity. At first, we explain 
"replace" operation which corresponds to linguistic analogy: If both a meaning 
and a form of a word rule are included in a sentence rule, the corresponding parts 
in the sentence rule are replaced by a variable with the same category label as the 
word rule. For example, suppose that a learner acquires linguistic knowledge, 

N/girl _.", IGIRU. (I) 

SI[present]read(girl, book) --, fGIRL READ BOOK! , (2) 

where S is a category label for sentences. In these rules, both the meaning "girl" 
and the fonn IGIRU in the word rule (1) are included in the sentence rule (2), 
respectively. In this case, the sentence rule (2) is replaced by 

SI[present]read(Nlx, book) -;. Ix READ BOOK! . (3) 
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The "replace" operation provides the basis of extended application of rules. 
If this agent has other word rules in the category N, the new rule can be ap­
plied to such word rules. For example, if the learner has a word rule, N/stone 
-7 /STONEI, then he/she can produce an utterance /STONE READ BOOK!. But, 
he/she has never seen or heard such a situation that "[present]read(stone, book),', 
since the utterance is not learned through experience but created through extended 
inference. The ability of linguistic analogy provides an important feature, that 
language users can refer to entities away from "here, now, and I", which is called 
displacement and is thought of as particular and unique to human language. 

Linguistic analogy enables language users to create novel expressions. Such 
expressions, however, are not always valid and meaningful. In order to be used 
for communication with others or for thought about reality, such expressions have 
to make senseb . Two ways, at least, can be supposed for the sense-making, one 
is to change both the interpretation of the expression and the conceptualization of 
the reality, and the other is to change the reality. The former way is to reinterpret 
the expression to be true or to be meaningful by changing an entity referred to by 
the words in the expression. At the same time, the entity referred to must be re­
conceptualized. For example, the word /STONEI is reinterpreted as an indication 
to an obstinate person who is reading a book, rather than a kind of material. Here, 
the interpretation of the word is changed and the interpretation of the reality, an 
obstinate person, is also re-conceptualized as an entity like stone. This leads to 
novel metaphors and artistic/poetic representations. The latter way is to change 
the world itself for the novel expression to become reasonable and meaningful. 
For the above example, if the speaker creates a stone statue of a reading person, 
or more interestingly, a reading machine with stone, the novel expression can 
be reasonable. Thus, this leads us to contrivances and (technical) innovations. 
Both ways are manifestations of creativity through producing novel expressions 
by linguistic analogy and making sense of novel expressions. We suppose that 
linguistic analogy can exert creative power after the acquisition of basic ontology 
about the world, which is plausible both ontogenetically and phylogenetically. 

We can consider extensions of the number system as an instance of creativ­
ity through such a process. Suppose that a learner experiences situations such as 
"there are two cows" and "there are three baskets with two apples each", and ab­
stracts such experiences to mathematical expressions of multiplication with nat­
ural numbers like "1 x 2 = 2" and "2 x 3 = 6", respectively. If the learner 
acquires the rule of multiplication, he/she will be able to answer expressions with 
unknowns such as "5 x 2 = x", "x x 3 = 9" and "x x x = 9". In the last ex­
pression, the right-hand side must be a number that is limited to the square of an 
integer. Namely, it is considered that the application range S of a construction rule, 

bWe suppose that some of novel expressions may be ignored and some may be taken seriously. The 
latter expressions should make sense. 
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"x x x = S", is the set of squared numbers. If the learner exhibits the ability of 
linguistic analogy, he/she can produce an expression like "x x x = 7" by expand­
ing the application range of the rule to any natural number. This is a meaningless 
expression, since there is no answer in the system of natural numbers, which is 
acquired through experience. If the learner creates a new number, x = y'7, then 
the expression can be meaningful. This is an introduction of square root, that is, 
the extension of the number system to the system of irrational numbersc . 

The way to extend a concept is summarized as follows: at first to acquire a 
rule from experiences through abstraction and induction, then to produce a novel 
expression by extended application of the rule, and finally to make sense of the 
novel expression. This way can afford further extensions of concept. The ex­
tension to the system of complex numbers is realized by extended application of 
.JP with a positive number "P" to a negative number, and the introduction of an 
imaginary unit to justify a novel expression A. Note that the rule acquired at 
the first stage must have a slot or a variable part in order to be used in an extended 
way, such as "be going to V", where V is a slot for a verb of action. Fixed idioms 
like "rain cats and dogs" cannot be extended. Thus, rule acquisition at the first 
stage is not just finding a pattern in experiences, but extraction of a pattern with 
slots, which includes abstraction and inductive generalization. 

4. A Hypothesis about Origin and Evolution of Language 

We further discuss the creativity of linguistic analogy in the context of human 
evolution. Stone tools had been produced since the Homo genus appeared around 
2 million years ago, but the diversity of tools was limited. Homo sapiens produced 
stone tools with great diversity in space and in functions 50,000 yeas ago. Arts 
also developed after 50,000 years ago. Archaeological evidence of wall paintings, 
imaginary statues such as human-like bodies with an animal heads, and stones 
with symbolic scratches have been found. Such major developments in arts and 
cultures are called the cultural explosion (Mithen, 1996). 

The developments of arts and tools can be considered as manifestations of 
creativity through linguistic analogy. They correspond to novel metaphors and 
technical innovations, and also to the two ways of sense-making of novel expres­
sions mentioned above: changing both the interpretation of the expression and the 
conceptualization of the reality, and changing the reality. After 50,000 years ago, 
humans also succeeded the exodus from Africa and expanded their habitats over 
most of the world, including the polar regions and islands in the oceans. For this 
achievement, the linguistic creativity could be used to solve severe environmental 
problems through making tools, clothes, houses and ships. 

We consider that the adaptive function of language must be its creative power, 

eWe can extend mathematical theory in such a way, but in reality, it is thought that the square root 
was considered to be the length of a diagonal line through an equilateral rectangle (square). 
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rather than the communicative function, which is thought of as an exaptation as 
some scholars insist. The creative power of language causes the autonomous 
development of its diversity and complexity through linguistic analogy beyond 
the direct experiences of language users. The diversity and complexity of lan­
guage can affect the diversification and the complexification of concepts and world 
though sense-making. There may be coevolutionary processes of diversification 
and complexification among language,concepts, thoughts and the world. 

Was the transition of humans' capacity due to acquiring the ability of linguis­
tic analogy gradual or sudden? We investigate how the expressivity changes, by 
controlling the probability of applying the "replace" operation, Pr , in our model. 
In this simulation, learners use the "replace" operation according to the probabil­
ity P n when they have chance to use the operation in the process of generaliza­
tion learning. As shown in Fig.3, the expressivity drastically drops at a very low 
level of Pro This suggests that the transition is a sudden change. When language 
learners obtain the ability of linguistic analogy, namely, extended application of 
acquired rules, no matter how little of this ability, they can acquire full language. 
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Figure 3. The change of expressivity in terms of the probability of applying "replace" operation: The 
expressivity reaches 100% for Pr > 0.01, and drastically decreases at Pr = 0.01. 

As a summary of this paper, we propose a hypothetical scenario about the 
origin and the evolution of language based on the above findings and consider­
ations. Humans, not only modern but also ancestral, were capable of commu­
nication using memory-based symbol systems, called proto-languagesd . Around 
50,000 years ago, Homo sapiens acquired the ability of linguistic analogy and 

dBrain size developed greatly since the Homo genus appeared. The evolved brains might have 
been devoted to memorizing fruitful lexical items, constructions, and short sentences through experi­
ence. The fact that Homo sapiens has a smaller brain than Homo neanderthalensis can be supporting 
evidence for the difference between proto-(memory-based) language and modern (rule-based and pro­
ductive) language. 
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suddenly became able to autonomically develop linguistic knowledge. Only mod­
ern humans attained displacement and linguistic creativity. Thanks to this ability 
their creativity realized the cultural explosion and the exodus from Africa. Thus, 
the origin of modern language should be thought of as before or around 50,000 
years ago in Homo sapiens. Then, grammaticalization occurred through cogni­
tive biases of the metaphoric and metonymic inferencing. Grammaticalization 
with linguistic analogy brought the evolution of language through coevolution­
ary processes of diversification and complexification among language, concepts, 
thoughts, and the world. Those processes enabled languages to develop into the 
present (full-fledged) languages in complexity and structure. 
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In the early seventies, the bio-mathematician George Price developed a simple and concise 
mathematical description of evolutionary processes that abstracts away from the specific prop­
erties of biological evolution. In the talk I will argue argued that Price's framework is well­
suited to model various aspects of the cultural evolution of language. The first part of the talk 
describes Price's approach in some detail. In the second part, case studies about its application 
to language evolution are presented. 

1. Introduction 

Ever since the development of the evolutionary model in biology in the mid­
nineteenth century, people have noted a certain affinity of the evolutionary logic 
and the development of natural languages. The following well-known citation 
from Darwin's The descent of man perfectly captures this intuition: 

"The formation of different languages and of distinct species, and 
the proofs that both have been developed through a gradual process, 
are curiously parallel. .. . Max MUlIer has well remarked: 'A struggle 
for life is constantly going on amongst the words and grammatical 
forms in each language. The better, the shorter, the easier forms are 
constantly gaining the upper hand, and they owe their success to their 
inherent virtue.' To these important causes of the survival of cer­
tain words, mere novelty and fashion may be added; for there is in 
the mind of man a strong love for slight changes in all things. The 
survival or preservation of certain favoured words in the struggle for 
existence is natural selection." «Darwin, 1871 ):465f.) 

In the last one or two decades, this analogy has been re-discoverd by many 
researchers that are interested in natural language. The success of the EVOLANG 
conference series is proof of that. 

Still, there is no agreement yet how exactly the analogy between biological 
and linguistic evolution should be spelled out in detail. So while there is a strong 
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interest now in evolutionary approaches to linguistic issues, there is little consen­
sus so far about how exactly language evolution should be conceptualized. The 
main topic of debate, as far as I can see, is the issue what are the replicators in 
language evolution. The term "replicator" (in the sense of a unit of evolution) 
was coined by Richard Dawkins in his 1976 book The Selfish Gene. According 
to Dawkins' view, the basic unit of evolution in biology is the gene, the physical 
carrier of heritable information. Dawkins also argues that any evolutionary pro­
cess must be based on a population of replicators, i.e. counterparts of genes. He 
actually invents a new term, "meme", as a unit of replication in cultural evolution. 

If this logic is valid, the first step in developing a theory of language evolution 
is to identify the linguistic units of replication. This proves to be a surprisingly 
difficult task. There are essentially three modes of replication that playa role in 
the acquisition and usage of natural language: 

1. the biological inheritance of the human language faculty, 

2. first language acquisition, which amounts to a vertical replication of lan­
guage competence from parents (or, more generally, teachers) to infants, 
and 

3. imitation of certain aspects ofJanguage performance in language usage (like 
the repetition of words and constructions, imitation of phonetic idiosyn­
crasies, priming effects etc.) 

It is fairly clear what replicators are for the biological evolution of the language 
faculty. Since this is just one aspect of biological evolution in general, the car­
riers of heritable information are of course the genes. For the other two aspects 
of language evolution, the question is not so easy to answer. What are replicators 
in iterated language acquisition-entire I-languages? Single Rules? Parameters? 
Lexical items? The same difficulties arise with respect to replication via language 
usage. Candidates for the replicator status are phonemes, morphemes, words, 
constructions etc., or single instances of them (i.e. features of utterances), or men­
tal representations of such instances (so-called "exemplars") etc. A considerable 
amount of the recent literature on language evolution is actually devoted to foun­
dational questions like this one. 

The main point I want to make in the talk is that this issue is actually of little 
relevance in my view. For one thing, I tend to be sceptical about the usefulness of 
methodological discussions anyway. The proof of the pudding is in the eating-a 
certain approach is useful if (and only if) it leads to insightful analyses of linguistic 
facts. If this is missing, even the most sophisticated discussion of foundational 
issues will not make up for the lack of it. But quite apart from this general issue, 
I will try to argue that the programme for analysing cultural evolution that can be 
extracted from the work of George Price is perhaps better suited to conceptualize 
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language evolution than Dawkins' memetics or related approaches that assume a 
very detailed analogy between the cultural and the biological sphere. 

2. The Price equation 

George Price was (among many other things) a bio-mathematician who made sev­
eral breakthrough discoveries about the mathematics of natural selection around 
1970. (He also was a very remarkable, if extravagant person, and I will devote 
some time of my talk about his life-in the meantime, the interested reader is 
referred to the short biography (Schwartz, 2000).) Around 1971, Price wrote a 
manuscript titled "The Nature of Selection". It was only published posthumously 
in 1995 «Price, 1995)). There he sketched a programme for a general theory of 
evolution (or "selection", as he calls it) which includes biological evolution in the 
neo-Darwinian sense but encompasses various other kinds of natural and cultural 
evolution as well. The abstract of the paper starts with: 

"A model that unifies all types of selection (chemical, sociologi­
cal, genetical, and every other kind of selection) may open the way to 
develop a general 'Mathematical Theory of Selection' analogous to 
communication theory." (Price 1995:389) 

The first paragraph of the paper deserves to be quoted in its entirety: 

"Selection has been studied mainly in genetics, but of course there 
is much more to selection than just genetical selection. In psychol­
ogy, for example, trial-and-error learning is simply learning by se­
lection. In chemistry, selection operates in a recrystaIlisation under 
equilibrium conditions, with impure and irregular crystals dissolving 
and pure, well-formed crystals growing. In palaeontology and ar­
chaeology, selection especially favours stones, pottery, and teeth, and 
greatly increases the frequency of mandibles among the bones of the 
hominid skeleton. In linguistics, selection unceasingly shapes and 
reshapes phonetics, grammar, and vocabulary. In history we see po­
litical selection in the rise of Macedonia, Rome, and Muscovy. Simi­
larly, economic selection in private enterprise systems causes the rise 
and fall of firms and products. And science itself is shaped in part by 
selection, with experimental tests and other criteria selecting among 
rival hypotheses." (price 1995:389, emphasis added) 

Even though Price did not develop a theory of selection in the sense he prob­
ably envisioned it, the paper gives good arguments why the Price equation should 
be the cornerstone of such a theory. 

The centerpiece of his theory is the Price equation, a difference/differential 
equation (or a system thereof) that quantitatively describes selection processes. In 
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the next paragraphs I will give a very brief description of the underlying conceptu­
alization; the interested reader is referred to (Price, 1995), which is very readable 
and not overly technical. 

The minimum requirement to apply the Price equation are two populations, 
p and P'. It is implicitly assumed that pI is later in time than P, and that pI is 
somehow derived from P. The prototypical interpretation would be two gener­
ations of the same population, where the elements of pI are the offspring of the 
individuals in P. Furthermore, there must be a correspondence function from pI 
to P, i.e. each element of the later population is assigned to exactly one individual 
of the former population. Again, in the prototypical interpretation this would be 
biological replication. However, the populations and the functional relation be­
tween them could be anything-the sets of utterances in a language community at 
two points in time and an imitation relation, the sets of mental grammars of people 
in a group at two points in time, two sets of FOXP2 molecules ... -you name it. 

The Price equation describes how a certain quantitative character X changes 
from P to P'. Again, this character can be anything you like-the proportion of 
head-final structures in a corpus, the number of rules in a context-free grammar, 
the average length of final consonants in function words etc. The rate of change 
of x follows the following law: 

fb.x = Cov(J,x) + E(Jb.x). (I) 

Here f is the fitness, i.e. the average number of objects from pI that are related 
to some object from P. 

The right hand side of the Price equation consists of two parts. The first term, 
Cov(J, x), captures the effect of natural selection. If the character x has a positive 
covariance with fitness, individuals that have a high value of x tend to have a 
high fitness and thus many offspring. Therefore there are many descendants of 
indivudals with a high x-value in P'. If replication is faithuf, i.e. if parent and 
offspring share the value of x, the average value of x in pI will increase. 

However, replication may be unfaithful. This is modeled by the second term, 
E(J b.x). This expresses the average change in value of x between parent and 
offspring. 

If this one-step selection process is iterated and the sequence of generations 
can be approximated by a continuous time, the Price equation becomes an ordi­
nary differential equation, which is even more perspicuous 

E(x) = Cov(J,x) + E(±) (2) 

3. Conclusion 

The main purpose of the talk is to bring the conceptual framework that underlies 
the Price equation to the attention of linguists that are interested in evolutionary 
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modelling. Price's framework has several attractive features that are briefly reca­
pitulated here: 

• Price's framework is very general. It does not over-emphasize certain fea­
tures of biological evolution that are specific to biology rather than to the 
notion of evolution via selection-like assuming discrete units of heritable 
information or the dual ontology of genotype and phenotype. Rather, it 
focuses on population dynamics as such. 

• There are no specific requirements about what the nature of the populations 
involved or the correspondence relation betwen them is. It is thus clear that 
evolution and selection are a perspective under which empirical phenomena 
can be studied, rather than being objective properties of these phenomena. 
Identifying a certain set as an evolving population and a certain relation 
between stages of this set as replication (i.e. correspondence) is a matter of 
practicality and usefulness, not of truth or falsity. 

• In particular, Price's framework does not require anything like copying fi­
delity of replicators to be applicable. If a certain process does in fact involve 
faithfully replicating entities, this simplifies the analysis because the second 
term of the Price equation can be dropped in this case. However, this is a 
matter of convenience, not of principle. 

• While Price's framework admits considerable methodological freedom, it 
enforces an absolutely rigorous analysis, once the basic modelling decisions 
are made. 

In the talk I will present several applications of the Price equations to problems 
in language evolution, ranging from are-formulation of Martin Nowak's model of 
the evolution of Universal Grammar to various versions of exemplar dynamics. 
My point is not so much to present novel models and hypotheses but to illustrate 
how using the Price equation helps to clarify the conceptual foundations of a par­
ticular model. As Ie1le Zuidema (p.c.) once fittingly put it: "The Price equation 
helps to clear your mind." 

The original sources for the Price equation are (Price, 1970, 1972). In the bio­
logical literature, Price's approach has been applied mainly in the context of group 
and kin selection; see for instance (Sober & Wilson, 1998) and (Okasha, 2006). 
So far Price's framework has attracted little attention in the language evolution 
literature. Notable exceptions are (Zuidema, 2005) and (Clark, 2009). 
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It has been suggested that human language emerged as either a new, critical faculty to 
handle recursion, which linked two other existing systems in the brain, or as an 
exaptation of an existing mechanism, which had been used for a different purpose to that 
point. Of these two theories, the latter appears more parsimonious, but, somewhat 
surprisingly, has attracted less attention among researchers in the field. Navigation is a 
prime candidate for a task that may benefit from being able to handle recursion, and we 
give an account of the possible transition from navigation to language. In the described 
context, it appears plausible that the transition adding the crucial component of human 
language was promoted by kin selection. We show that once language is present among 
its speakers, it reinforces the mechanisms of kin selection, boosting such behaviour that 
benefit one 's kin, and any such behaviour in tum boosts the use of language. The article 
also describes a mechanism through which language is used in lieu of kin markers to 
promote altruistic behaviour between potentially large communities of unrelated 
individuals. 

1. Introduction 

In 2002, we proposed an evolutionary model for the emergence of language that 

voiced a number of ideas (Kazakov & Bartlett 2002). In hindsight, the article 
appears to have caught the zeitgeist of linguistic research, and anticipated trends 
that were to become a topic of discussion among much of the relevant research 
community thanks to the now notorious 'HCF' paper on the faculty of language, 
which appeared in Science only a month later (Hauser, Chomsky & Fitch 2002). 
In this article, we revisit some of our original ideas, and focus on two aspects of 
language that would have assisted its spread, namely, its ability to assist kin 
selection among its speakers, and its potential to serve, through its variations and 
dialects, as a substitute for a kin marker that could transfer the benefits of kin­
directed altruism to larger and open communities, which are not restricted to 

. groups of relatives. 
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2. Language and Navigation 

The first of our ideas was that there is a great similarity, indeed, an 
isomorphism, between the processes and representations needed for language 
syntax and navigation. More specifically, we postulated a link between planning 
a route as a sequence of landmarks, and generating/parsing a sentence as a 
sequence of words, and described a language use scenario in which 

"Information about resource location is shared in the form of paths, 
consisting of sequences of landmarks that are to be seen along the way to the 
target destination." (Kazakov & Bartlett 2002). 

The article also pointed out that the same (regular) grammar rules could be used 
for both internal path planning and to generate sentences (to give directions). 
An example of such rule would be 

River MyCave, pine_tree, birch_tree, meadow (1) 

where MyCave and River are the starting, resp. end point of a particular path, and 
the other three symbols are the landmarks to follow along the way. MyCave and 
River can also be seen as non-terminals of a regular grammar, if there are other 
rules describing paths taking one to or away from these locations, and a rule, 
such as MyCave <- BigOakTree, landmark1, landmark2 can be combined with the 
above rule to describe a path from the big oak tree to the river. The transition 
from navigation to giving directions would only require the ability to designate 
the landmarks along the generated path, an action that could be delegated to 
either gesture or speech. 
When HCF suggested looking for parallels between the formal computations 
involved in communication and other domains, including navigation, we 
anticipated a number of research projects in this area to follow soon, and felt 
that our own research agenda was receiving a boost after seeing Hauser's 
comment in a post-HCF interview: 

"Constructing a sentence, and going from A to Z through a series of 
landmarks, could involve similar series of neural computations" (Wade 2003). 

The HCF paper discussed two alternatives for the uniquely human faculty to 
apply recursion to communication - that it either evolved in humans specifically 
as a link between the sensory-motor and conceptual-intentional systems, or it 
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was already there, possibly shared with other animals, to serve another purpose. 
To study the possible origins of syntax in navigation, and whether the 
underlying mechanism is uniquely human, one would have to study the type of 
computation involved in various navigational tasks, and whether different 
animal species are able to perform them. Navigation using landmarks can be of 
varying complexity, from simply recalling a previously observed path to 
combining two or more paths to create a novel journey (Bartlett 2006). The 
generic task of going from A to B though can always be seen as equivalent to 
traversing a finite state automaton, since it involves derivations of rules of a 
regular grammar. Of course, such a grammar may contain recursion, e.g., in the 
form of a pair of mutually recursive rules that make one go in circles. The HCF 
paper did not specify whether such iterative behaviour was to be deemed 
human-specific, and the corresponding faculty - part of the FLN, but research 
by Fitch and Hauser (2004) (already mentioned in HCF), in which they tested 
the ability of cotton-top tamarins to recognise regular and context-free ("phrase 
structure") grammars in spoken language, showed their intention to test this 
possible dividing line between us and other species. Their experiment followed 
in part the design of a well-known earlier experiment with infants (Marcus et al. 

1999), but with some important differences, e.g., it did not use disjoint sets of 
terminals for training and testing; other criticisms have also been voiced 
(Liberman 2004). Regardless of any potential flaws, the experiment tested the 
monkeys' ability to parse spoken context-free languages, rather than look for a 
non-linguistic behaviour involving recursion shared by several species. So, from 
this it would seem that instead of looking for an apparatus to handle recursion 
that is not uniquely human, the experiment tested the less parsimonious 
hypothesis that humans evolved a new faculty, and verified that it was not 
present in one particular species, which, presumably, was chosen to be close 
enough to us to make such difference significant. 
We argue that the isomorphism between navigation and language (Kazakov & 
Bartlett 2002) is a proof that a vast number of species, including non-mammals, 
and probably insects (Collet 1992), are capable of performing computations, 
which could be seen as equivalent to parsing regular languages. A link between 
language and navigation in the context of the underlying neural circuitry was 
already discussed in O'Keefe and Nadel's treatise on the hippocampus (1978), 
and Hermer-Vasquez et al. (1999) make a closely related point, that there is a 
common structure underlying language and orientation. O'Keefe's more recent 
work on cognitive maps and spatial aspects of language (O'Keefe 1999) also 
links the two cognitive abilities in question. 
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We have proposed navigation tasks that are equivalent to parsing context free 
languages, and outlined the design for experiments with animals, which in many 
ways would be analogous to Marcus et al. 's experiments with infants (Kazakov 
& Bartlett 2005). If, for instance, one was able to demonstrate that rats, or 
another genetically distant species, were able to learn to perform a navigational 
task that required abstract computation equivalent to parsing a context-free 
language, this could provide the required evidence that other species possess the 
apparatus needed to handle recursion, and give strong support to the exaptation 
hypothesis on the origins of recursion. Similarly, it would be interesting to 
compare experiments with human subjects on navigation as carried out by 
Maguire et at. (2003) with experiments involving language, and look for 
common patterns of neural activation for the pairs of path-planning and 
sentence-parsing tasks. In doing this, one could also discriminate between tasks 
involving different classes of abstract computation, e.g., going from A to B 
(resp. parsing regular languages) compared to going from A to B and back 
following the same route. The latter task spells out a palindrome of landmark 
names, say, ACDBDCA, and requires the use of memory in a way identical to 
the one needed by the parser of a context-free grammar. 
Bartlett (2006) (see Chapter 7) describes multi-agent simulations which compare 
the relative benefits to the population of using various forms of landmark based 
navigation and sharing (communicating) the equivalent instructions between 
agents. Several classes of navigation/communication are considered: 
(I) wondering at random, (2) heading/searching for a landmark near a resource, 
(3) following a known path of landmarks, and, ultimately, (4) planning and 
following new paths to resources based on the knowledge of a network of 
previously explored paths. Giving directions based on these navigational 
abilities would correspond to (a) no communication (no information to be 
shared), 
(b) one-word utterances, (c) repeating memorised sentences (made of landmark 
names), and (d) producing sentences from a regular grammar. The simulations 
look at populations of agents with different combinations of navigational and 
communicative faculties, where the only constraint is that the class of language 
employed by an agent does not surpass the complexity of its navigation. So, for 
instance, there would be agents of type (I-a) - no route planning, no 
communication or (3-b) - navigating known paths and sharing directions by 
naming a beacon (single landmark); (2-a), (2-b), (3-a), (3-c) and (4-a) - (4-d) are 
also considered. The simulations are run repeatedly and the survival rates of 
adjacent types of agent, e.g., (3-b) vs (3-c) or (I-a) vs (2-a) compared through a 
t-test. All statistically significant differences are in favour of the next more 
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complex navigational behaviour, everything else being equal. Not so with 
language - increasing the complexity of communication may be beneficial or 
harmful, depending on the environment. For instance, sharing the exact path to 
the most recently visited resources outperforms the benefits of sharing 
potentially novel paths to resources in some experimental settings, depending on 
the amount of resource (food) in the environment and the speed with which it 
decays, as paths to previously visited locations of quickly perishable resources 
are not likely to be very useful. One can derive from these experiments that the 
selective pressure for more complex navigation is universal, whereas selective 
pressure for more complex language depends on environmental factors, such as 
the availability and durability of resources available. In all cases, naming a 
beacon and pointing another agent in that direction has proven beneficial (or at 
least not harmful) when compared to non-cooperation. One should however bear 
in mind our previous results that sharing information may be outperformed by 
sharing in kind in certain environmental circumstances (Bartlett & Kazakov 
2005). The above suggests, inter alias, a positive pressure for a proto language 
used to name a beacon, as soon as this type of navigation becomes plausible and 
offers advantages over some of the alternatives (scent trailing, footstep 
tracking ... ), for instance, after a change to a dryer climate, which means more 
open landscapes where longer distance landmark-based navigation would seem 
appropriate and beneficial. 

3. Language and Kin Selection 

We have proposed that language could have emerged as a form of kin selection 
(Kazakov & Bartlett 2002; 2003) - a theme since also taken up by other 
researchers (Fitch 2004). Here the above mentioned link between navigation and 
language is only relevant as it makes giving directions a likely topic of early 
human conversations, although it is worth mentioning that this assumption is 
given more weight by our further studies - showing that sharing directions to 
food resources is particularly valuable where such resources are encountered in 
relatively large quantities, but perishable (Bartlett & Kazakov 2005). This, of 
course, is the case with large kills or carcasses, where the hunter/scavenger can 
only consume and carry away a relatively small part of the food available. 
Therefore, the potential benefits of human communication for this particular use 
would have grown considerably with the substantial increase of meat in the 
human ancestors' diet. A 'long shot' that may be worth mentioning in this 
context is the fact that FOXP2, a gene linked with the ability to handle syntax, is 
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also involved in the development of the gut, thus providing another potential 
link between food, its location, and human communication. 
Focusing on the link between language and kin selection - naturally, sharing 
directions to food resources with relatives could be seen as fitting the kin 
selection mechanism. A closer look shows that Hamilton's rule B.r > C 
(Hamilton 1964), linking the benefit B of an action to its recipient, the cost C to 
the donor, and their degree of relatedness r, is satisfied under certain conditions 
which we have studied in simulations (Turner & Kazakov 2003; Bartlett & 
Kazakov 2005). Although sharing information about resources with one's kin 
does appear a plausible scenario for the birth of language, it is clear that 
language did not remain limited to discussing one specific topic, neither did it 
stay directed only to relatives. However, whatever the initial step towards 
language, once it appeared in some form, it can be shown that it would have 
reinforced the processes of kin selection. First of all, food calls or other forms of 
sharing information about resources would result in raising the likelihood that 
the speaker and hearer would be in close proximity (Kazakov & Bartlett 2003)­
as they both would tend to visit the locations of those resources. As a result, this 
would increase the chance of their having offspring together, which in time 

would replace the potentially unrelated parents with siblings, which still share a 
language, but are also related, giving a better ground in this way to the processes 
of kin selection. 
It is worth noting that the example of the Australian Aboriginal Songlines 
(Kazakov & Bartlett 2003) provides a modern day example of a very ancient 
social phenomenon, which combines explicit sharing of navigational 
information among kin with variations of the practice that can be seen as 
reciprocal altruism between unrelated speakers, thus answering some of the 
criticism (Tallerman 2008) directed to later proponents of the link between 
language and kin selection, such as Fitch (2004). 
Another important mechanism through which language could extend the 
benefits of kin-directed communication to groups of unrelated individuals is by 
serving as a substitute for a kin marker. We simulated small talk between agents 
(Kazakov & Brennan), whose only purpose was to indentify the degree of 
'linguistic relatedness' as proportional to the degree of mutual understanding, in 
an environment where the vocabulary of each agent evolved over time following 
the well-known 'naming games' model (Steels 1996). The results confirmed that 
although not as common as in the case of genuine kin selection, altruistic 
behaviour based on this definition of kin selection could also emerge and remain 
relatively stable in this setting, promoting the sharing of information. Identifying 
one self with a group of speakers of a given vernacular could have been a crucial 
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transition, allowing all forms of cooperation, including non-verbal, to take place 
among much larger and open groups of individuals, even if language itself did 
not bring any other direct benefits. Ignoring the exact origins of the linguistic 
'Big Bang', this theory does not contradict any other hypothesis on this subject, 
e.g., Dunbar's (1993), but simply describes a mechanism akin to kin selection 
which guarantees the robust character of linguistic behaviour, once it emerged. 

4. Conclusions 

It appears important to redress the balance in current research and put more 
effort into studying the possibility of language, and recursion in particular, being 
an exaptation, rather than a new trait evolved solely by humans. The much 
smaller mutation such exaptation would require, together with the boost that 
language would receive, once present, through the mechanisms of kin selection, 
whether based on genuine relatedness or linguistic similarity, would seem to 
offer a more plausible explanation for the apparent sudden birth and subsequent 
rapid spread of language, when compared to the hypothesis that an important, 
and complex part of the faculty of language appeared suddenly in humans, and 
has only ever been used for this purpose alone. 
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Recent studies showed that three-year old children learned novel words better when the 
form and meaning of the words were sound symbolically related. This was the case for 
both children learning a language with a rich sound symbolic lexicon (Japanese) and that 
without (English). From this robust nature of sound symbolic facilitation, it was inferred 
that children's ability to use sound symbolism in word learning is the vestige of 
protolanguage consisting largely of sound symbolic words. We argued that sound 
symbolic protolanguage was able to refer to a wide range of information (not just 
auditory events). It had the added advantage that it was relatively easy to develop a 
shared open-class lexicon and it provided a stepping stone from a holophrastic 
protolanguage to a combinatoric protolanguage. 

1. Introduction 

One of the most celebrated characterizations of language is the arbitrary link 
between fonn and meaning (de Saussure, 1916/1983). However, it has also been 
recognized that the sound and meaning of a word can have a motivated "natural" 
link. This is called sound symbolism. The most familiar type of sound 
symbolism can be seen onomatopoeias (e.g., "bowwow" for barking of dogs) in 
which speech sound imitates an auditory event. However, sound symbolism 
goes far beyond sound-to-sound mappings. For example, novel words with Iii 
(e.g., "mil") and those with Ia! (e.g., "mal") are judged to be more appropriate 
label for small objects and large objects, respectively (Sapir, 1929). 

Many (but not all) languages of the world have a large grammatical class of 
sound symbolic words. Such word classes are called "ideophones" (African 
languages), "mimetics" (Japanese), and "expressives" (Southeast Asian 
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languages). A large sound symbolic lexicon is found in most languages spoken 
in sub-Saharan Africa, Southeast Asia and East Asia (including Japanese) as 
well as in some indigenous languages in South America and Australia (Kita, 
1997, 2001; Nuckolls, 1999; Voeltz & Kilian-Hatz, 2001). Indo-European 
languages do not have a large grammatically class of sound symbolic words. 
This is interesting in light of the fact that some of the non-Indo-European 
languages in Europe such as Basque and Finnish have a large sound symbolic 
lexicon (Ibarretxe-Antufiano, 2006; Mikone, 2001). The fact that a wide range of 
languages have an extensive sound-symbolic lexicon indicates that this is a 
resilient feature of human language faculty. 

The variation across languages as to the size of their sound symbolic 
lexicons provides with us an opportunity to investigate whether children's ability 
to use sound symbolism in word learning is robust against this variation. We 
investigated sound symbolic facilitation of word learning in three-year old 
children learning Japanese (with a large sound symbolic lexicon) and those 
learning English (without a large sound symbolic lexicon). We will discuss how 
sound symbolic facilitation of word learning in both groups of children sheds 
light on theories of language evolution. 

2. Word learning Experiments with Children: Sound Symbolic Advantage 

Sound symbolism can help children overcome one of the challenges of word 
learning. Namely, a word can logically have an infinite number of possible 
referents when they learn the word in an ostensive situation (i.e., "Look! 
Rabbit!" as an adult points at a rabbit hopping across the field) (Quine, 1960). 
Three-year old children suffer from this problem when learning a new word 
referring to action (lmai, Haryu, & Okada, 2005). Imai and colleagues taught 
children a novel verb while showing a video clip of a person performing an 
action with an object. Subsequently, they asked the children to choose the 
referent of the verb from two video clips: one with the same action performed on 
a different object (the correct choice), one with a different action performed on 
the same actor (the incorrect choice). Three-year old children failed to pick the 
correct choice in this task. In other words, three year olds did not zero-in on its 
referent action in the video clip as the referent of the verb. They instead 
considered the object to be an equaJly relevant aspect of the scene. We adapted 
this experimental paradigm in new studies to investigate whether sound 
symbolism helps children make the link between a novel action word to the 
action. Furthermore, we carried out experiments with children learning Japanese 
(Imai, Kita, Nagumo, & Okada, 2008) and those learning English (Kantartzis, 
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Kita, & lmai, 2009) to see if children benefit from sound symbolism regardless 
of whether the language they are learning has a large sound symbolic lexicon. 

In the new studies, the experiment consisted of the training phase and test 
phase (as in Imai, et aI., 2005). In the training phase, we taught a novel action 
word (e.g., "Look! He is doing nosunosu!") to a child while showing a video clip 
with an actor walking in a particular manner (See Figure 1). The word taught 
either sound symbolically matched the action (the sound symbolic match 
condition) or not (the sound symbolic mismatch condition). The words were 
novel in both Japanese and English. The degree of sound symbolic match 
between the word and the action had been established by pre-testing the 
materials with Japanese and English speaking adults. 

Figure I. An example of manner of walking used in the word learning experiment with three 

year olds. This "heavy and slow' manner was judged to be a good sound symbolic match with the 

novel word "nosunosu· by English and Japanese-speaking adults in the pretest of the materials. 

The training phase is followed by the test phase, in which we presented two 
video clips and asked the child to point to the correct referent of the novel action 
word (e.g., "Which one is doing nosunosu?"). One of the video clips showed the 
same action by a different actor (the correct choice) and the other video clip 
showed a different action by the same actor (the incorrect choice). The sound 
symbolic words and video clips used in the experiments with English speaking 
children were taken from the experiment with the Japanese speaking children t. 

I A couple of items (i.e., sound symbolic words and video clips) in the Japanese experiment were not 
used in the English experiment because English adults in a pretest did not rate these items as good 
a sound symbolic match as other four items. The remaining four items in the English experiment 
were judged to have a good sound symbolic match by both Japanese and English speaking adults. 
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The results were the same for Japanese-speaking and English-speaking 
three-year olds (Imai, et aI., 2008; Kantartzis, et aI., 2009). That is, they both 
performed significantly better in the sound symbolic condition than in the non­
sound symbolic conditions2• In the sound symbolic condition, the children were 
able to pick the correct choice significantly above chance in the sound symbolic 
conditions, whereas they were at chance in the non-sound symbolic conditions. 
In other words, when the word sound symbolically matched the referent action, 
children were able to generalize the verb to a new situation on the basis of the 
identity of the action. 

The above indicates that sound symbolism helped children to zero-in on the 
manner of walking as the referent, overcoming Quine's problem. This was the 
case regardless of whether the language they were learning had a rich sound 
symbolic lexicon (Japanese) or not (English). 

3. Sound Symbolic Facilitation as the Vestige of Sound Symbolic 
Protolanguage 

Interestingly, children benefited from sound symbolism in word learning even if 
they were learning English. As English does not have a large sound symbolic 
lexicon, there is no obvious practical advantage for such a facilitatory effect. 
This opens up the possibility that all children are biologically endowed to 
develop an ability to use sound symbolism in word learning because of our 
evolutionary history. We propose that our ancestors once used a protolanguage 
largely consisting of sound symbolic words (Kita, 2008; Ramachandran & 
Hubbard, 2001), and children's ability to use sound symbolism in word learning 
is the vestige of sound symbolic proto language. 

The idea for sound symbolic proto language has not been taken seriously in the 
literature partly because previous research considered only onomatopoeias (e.g., 
"bowwow") and concluded that the type of encodable information is extremely 
limited. For example, MUlier (1866) rejected the idea of sound symbolic 

2 There were two types of non-sound symbolic conditions. In the first type, we used non-sound 
symbolic non-words that have the typical shape of other non-sound symbolic words in the 
languages (e.g., "nekeru" in Japanese, "blicking" in English). In the second type, we used the 
same set of non-words as in the sound symbolic condition (e.g., "nosunosu" in both Japanese and 
English), but combined them with actions that did not sound symbolically match the words. 
Children's poor performance in the latter condition indicates that any features of sound symbolic 
words such as reduplication and polysyllabic structure were not the cause of children's success in 
the sound symbolic condition. If that were the case, children should have performed equally well 
in the sound symbolic match condition and in the second non-sound symbolic condition. On the 
contrary, children performed significantly better in the sound symbolic condition than in the non­
sound symbolic conditions. 
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proto language on such grounds, "no process of natural selection will ever distill 
significant words out of the notes of birds or the cries of beasts" (p.354) (MUller, 
1866, as quoted by Limber 1982). However, sound symbolic words in modem 
language can refer to a wide range of information. For example, Japanese sound 
symbolic words can refer to many domains of information (Kita, 1997,2008): 
visual properties ("pikapika", flashing), tactile properties ("nurunuru", slimy in a 
unpleasant way), olfactory properties ("puun", smelly), gustatory properties 
("piripiri", spicy hot as in chili pepper), emotional state ("sowasowa", nervous), 
pain ("chikuchiku", stinging pain), manner of motion ("goro", a heavy object 
rolling), etc.3• Thus, sound symbolic protolanguage may have also been able to 
refer to a wide enough range of information to be useful as means of 
communication. 

4. Advantages of Sound Symbolic Protolanguage Hypothesis 

The idea of sound symbolic protolanguage has the following two theoretical 
advantages. We here summarize the arguments from (Kita, 2008). First, it may 
explain how our ancestors could develop a shared open-class lexicon 
(Ramachandran & Hubbard, 2001). As soon as cross-modal mapping between 
various types of information and sound or articulation evolved, then our 
ancestors had a tool to develop a shared lexicon relatively quickly. Second, it 
may explain how protolanguage developed from a holistic phase (Wray, 2000), 
in which a single word encoded complex information, to a combinatoric phase, 
where complex information is encoded by a linear combination of words with 
simpler meaning. In sound symbolic words, words that share meaning, by 
definition, have common sound features. For example, consider Japanese sound 
symbolic words, "goro" (a heavy object roIling), "guru" (a heavy object 
rotating), "koro" (a light object rolling) and "kuru" (a light object rotating). For 
these words, it is transparent that voicing of the first consonant encodes the 
weight of the object, the combination of velar stops and Irl encodes circular 
movements, and the vowels encodes finer properties of the manners of 
movement. In other words, it is easy to extract a subpart of words that have 
consistent meaning, leading to morphological decomposition. This could be the 
first step towards the combinatoric property, robustly seen in modem language 
(Senghas, Kita, & OzyUrek, 2004). 

3 However, there are some interesting restrictions on the type of information sound symbolic words 
encode (Kita, 2008). The following types of information are not sound symbolically coded: 
properties of the agent of action, localization of events in time (e.g., tense) and space (e.g., at one's 
house). 
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6. Uneven distribution of sound symbolic words across modern languages 

If there was a sound symbolic protolanguage, from which all modern languages 
have stemmed from, why do not all modern languages have a sound symbolic 
lexicon to the same degree? For example, why do Indo-European languages 
have a much smaller sound symbolic lexicon than some of African and Asian 
languages? The latter often has a large distinct word class for sound symbolic 
words. There are a couple of possibilities that are not mutually exclusive. First, 
genetic variability relating to the ability to use sound symbolism may have lead 
to the uneven distribution of rich sound symbolic lexicons across languages. The 
analogy can be drawn to the finding that speakers of tone languages share a 
certain genetic make-up that speakers of non-tone languages do not (Dediu & 
Ladd, 2007). It is possible that a certain genetic make-up promotes the use of 
sound symbolism, and speakers of languages like Indo-European languages do 
not have this make-up. Second, cultural differences in the values attached to 
sound symbolic words may have lead to the uneven distribution of rich sound 
symbolic lexicons (Nuckolls, 2004). For example, Zulu (South Africa) has 
traditionally had a large sound-symbolic lexicon, but younger speakers of Zulu 
know increasingly fewer sound symbolic words due to a negative image of such 
words (Childs, 1996). Namely, sound symbolic words are associated with rural 
Zulu identity, which rapidly urbanizing young Zulu speakers tend to disown 
(Childs, 1996). Similarly to the young Zulu speakers, the ancestors of the 
current speakers ofIndo-European languages may have held cultural values that 
were not compatible with frequent use of sound symbolic words. This may have 
been the reason why current Indo-European languages do not have a large sound 
symbolic lexicon or a distinct word class for sound symbolic words. 

Despite the uneven spread of a large sound symbolic lexicon across 
languages, speakers of Indo-European languages can detect cross-linguistically 
valid sound symbolism (Davis, 1961; Imai, et aI., 2008; Iwasaki, Vinson, & 

Vigliocco, 2007; Kantartzis, et aI., 2009; Maurer, Pathman, & Mondloch, 2006; 
Westbury, 2004). Thus, the ability to use universal sound symbolism is a robust 
feature of modern humans. 

7. Conclusion 

Sound symbolism helps children learn new words even if the language they are 
learning (e.g., English) does not have a large sound symbolic lexicon. We 
argued that children have this ability, even though it is not always useful, due to 
evolutionary history. More specifically, we proposed that our ancestors used 
proto language largely consisting of sound symbolic words, and children's ability 
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to use sound symbolism in word learning is the vestige of this stage of language 
evolution. We argued that sound symbolic protolanguage would have been able 
to refer to a wide range of information. Emergence and development of a shared 
open-class lexicon might have been relatively easy in such proto language. 
Sound symbolic proto language may have also provided a stepping stone from a 
holophrastic protolanguage to a combinatoric proto language, which is closer to 
modem language. 
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In this paper I consider the possibility that language is more strongly grounded in sensorimotor 
cognition than is normally assumed-a scenario which would be providential for language evo­
lution theorists. I argue that the syntactic theory most compatible with this scenario, perhaps 
surprisingly, is generative grammar. I suggest that there may be a way of interpreting the syn­
tactic structures posited in one theory of generative grammar (Minimalism) as descriptions of 
sensorimotor processing, and discuss the implications of this for models of language evolution. 

1. An optimistic idea abont how to study language evolution 

One way of studying language evolution is to investigate the interface between 
language and sensorimotor representations in modern humans. We know that 
there is an interface, of course, because we can talk about what we see and do 
in the world. But opinions vary about how much work is involved in converting 
sensorimotor signals into an utterance. If language is a Fodorian module, then a lot 
of work is involved, because there is no overlap between the sensorimotor mecha­
nisms which create an episode representation and the syntactic mechanisms which 
express it as an utterance. But many cognitive scientists now argue that syntactic 
mechanisms supervene to some extent on sensorimotor ones (see e.g. Rizzolatti 
and Arbib, 1998; Barsalou, 1999; Hurford, 2(03). The more overlap there is, the 
less specifically linguistic machinery we need to postulate, and the simpler a story 
we can tell about language evolution. 

In this paper, I want to be optimistic, and entertain the scenario that syntac­
tic mechanisms overlap extensively with sensorimotor ones. While this need not 
be the case, it would certainly be providential for language evolution theorists. 
For one thing, it would make it very likely that biological specialisations for lan­
guage evolved as adaptations of sensorimotor mechanisms, as has already been 
proposed by several theorists (see e.g. Arbib, 2005; Fadiga et at., 2006). Fur­
thermore, given that our sensorimotor capabilities are relatively similar to those 
of other primates (see e.g. Tootell et at., 1996; Iacoboni, 2006), we are probably 
within our rights to use the modern primate sensorimotor system as an approxi­
mation of the preadaptive platform from which language evolved. Models of the 
sensorimotor system would then provide a concrete starting point for relatively 
detailed hypotheses about how language evolved. In short, the possibility that 
syntactic mechanisms overlap extensively with sensorimotor mechanisms is one 
which language evolution theorists should think seriously about. 
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What would syntactic theory look like if language were indeed strongly 
grounded in sensorimotor mechanisms? Given that all humans have the same 
sensorimotor apparatus, one thing we expect is that there should be minimal dif­
ferences between the grammars of different languages around the world. This 
seems like a setback, because languages around the world appear to differ quite a 
lot. In fact, the only way of maintaining our optimistic scenario is to assume that 
these differences are relatively superficial, and that at some deeper level of syn­
tactic representation, the mechanisms for generating sentences are basically the 
same from one language to another. 

Perhaps paradoxically, if we want to explore the best possible scenario a lan­
guage evolution theorist could hope for, the syntactic framework we are drawn 
towards is Chomskyan generative grammar. This framework assumes that lan­
guage is largely the product of an innate mechanism, which operates in the same 
way in every language. Accordingly, the syntax of a sentence is specified at an 
'underlying' level, which reflects the operation of this innate mechanism and is 
relatively invariant across languages, and then at a more superficial level, which 
expresses how the underlying representation is rendered in different languages. 
Chomskyan generative grammar is a hunt for underlying syntactic representations 
(often abstract and arcane) which permit generalisations to be expressed about 
the syntax of different languages. If syntax supervenes heavily on sensorimotor 
mechanisms, such generalisations are to be expected. 

Of course Chomskyan grammarians are normally also Fodorians, holding that 
the mechanisms responsible for language are specific to language. This possibil­
ity makes an account of language evolution especially difficult, as already noted, 
because there is a lot of language-specific machinery to evolve. On the alternative 
possibility that I am considering, the commonalities between languages are due to 
the fact that language supervenes heavily on sensorimotor mechanisms. If this is 
the case, then we expect to find the kind of underlying syntactic representations 
posited by Chomskyan linguists- but we also predict that they can be understood 
as descriptions of sensorimotor processing. This is quite a long shot, since the 
representations are developed by linguists without any reference to sensorimotor 
cognition at all. But the prediction can certainly be tested. We can proceed as 
follows. Take a simple concrete episode, which an observer can apprehend us­
ing sensorimotor mechanisms, and formulate a model of these mechanisms. Then 
take a sentence which reports this episode, and determine its underlying syntactic 
structure, within your favourite model of generative grammar. Is there any way 
of interpreting the syntactic structure as a description of mechanisms in the sen­
sorimotor model? If there is, the prediction is borne out for this sentence/episode 
pair. If the interpretation also extends to other sentence/episode pairs, then it be­
comes possible to think of the language universals proposed within generative 
grammar as having a sensorimotor origin. A convincing sensorimotor interpre­
tation of underlying syntactic representations would have many implications in 
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linguistics. Most obviously it would open up new ways of studying these repre­
sentations within the domain of sensorimotor neuroscience. But it would also be 
good news for language evolution theorists, for the reasons already given. 

In the remainder of the paper I will report on my own investigation into the 
relationship between sensorimotor cognition and underlying syntactic representa­
tions. The investigation is described in detail in a book I am preparing (Knott, 
2010); what I give here is a summary of the main ideas. The book focusses on a 
single concrete episode-a man grabbing a cup. In Section 2, I give a model of 
the sensorimotor processes involved in experiencing this episode. In Section 3, I 
give a model of the underlying syntactic structure of the the associated transitive 
sentence The man grabbed a cup, expressed within the Minimalist framework of 
Chomsky (1995). In Section 4 I argue that there is a natural sensorimotor interpre­
tation of this syntactic structure, and I discuss what implications this interpretation 
might have for an account of language evolution, if it proves to be well-founded. 

2. Outline of a sensorimotor model of a reach-to-grasp action 

Research in sensorimotor cognition tends to focus on processes much smaller than 
the perception of a complete episode. There is a great deal of work on how individ­
ual objects are attended to and categorised, on how individual actions are executed 
and perceived, and on how attentional and motor processes are coupled during ac­
tion execution and perception. I will begin by summarising what is known about 
these processes, and then outline my suggestion about how they combine during 
the experience of a complete episode. 

Perceiving an object involves attending to it and classifying it. It is known 
that these processes happen in different neural pathways (Milner and Goodale, 
1995), and in most models an object must be attended to before it can be cate­
gorised (see classically Treisman and Gelade 1980, and more recently Reynolds 
and Desimone, 1999). As regards action perception: it is fairly orthodox since the 
discovery of mirror neurons to assume that recognising a particular reach-to-grasp 
action activates the same premotor representations that are involved in executing 
this action. As regards the coupling of attentional and motor processes: it is well 
established that an agent typically attends to a target object before reaching for it 
(see e.g. Johansson and Westling, 2001). More recently, it has been found that 
observers watching a reach-to-grasp action saccade to the target object well be­
fore the agent's hand reaches it (Flanagan and Johansson, 2003). This is in line 
with computational models of hand action classification, which assume that the 
observer monitors the trajectory of the agent's hand in relation to the intended tar­
get (see e.g. Oztop and Arbib, 2002). In summary, recognition and execution of 
a reach-to-grasp action have much in common: in each case, the experiencer first 
attends to and classifies the intended target object, and then evokes a premotor 
action representation encoding the action being performed. 

The way in which an experiencer identifies the agent of a reach-to-grasp ac-
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tion depends on whether he is observing the action or performing it. In the former 
case, the agent must be attended to as an external object. It has recently been 
found that observers of a reach-to-grasp action typically fixate the agent before 
saccading to the target (Webb et ai., in press). The initial saccade to the agent al­
lows the agent to be classified or recognised, but also provides information about 
the agent's intentions, which is what allows the observer to make an anticipatory 
saccade to the target. In the latter case, where the experiencer of the action is 
also the agent, the mechanism which allows him to attribute the action to himself 
is quite different, involving recognition of a particular configuration of the mo­
tor system, in which high-level motor plans cause physical movements (see e.g. 
Farrer and Frith, 2(02). The first operation in any action must be one which con­
figures the motor system for action execution rather than action observation. This 
operation can be studied in an ERP paradigm. The earliest cortical indication of 
a forthcoming voluntary action is a bilateral signal called the Bereitschaftspoten­
tial (BP; Shibasaki and Hallett, 2006). Since the BP precedes lateralised activity 
in premotor areas reflecting a specific action being planned, it appears to encode 
a relatively pure 'decision to act', rather than a particular motor plan. I suggest 
that this operation is the means by which an experiencer establishes himself as the 
agent of his own actions; and therefore that the very first sensorimotor operation in 
both action perception and action execution is an action of 'attention to the agent'. 

The picture which emerges from the above data is that experience of a reach­
to-grasp action involves a canonical sequence of sensorimotor operations-and 
moreover that the sequence of operations is the same for action execution and ac­
tion observation. The experiencer first attends to (and classifies) the agent, then 
attends to (and classifies) the target, and finally monitors the action to completion. 
In fact, during this latter process, there is evidence that the experiencer reattends 
first to the agent and then to the target. While the action is ongoing, the tempo­
rally extended pattern of signals in the sensorimotor system is characteristic of the 
agent as well as of the particular action being performed. When monitoring these 
signals, the experiencer evokes a representation of the agent as an animate en­
tity, which is integrated with representations of the agent as a static object (Giese, 
20(0). When the action is complete, the agent is grasping the target object. A 
grasp action is a substantive motor action, but it is also an attentional action in the 
haptic modality, providing the agent with a new means of characterising the loca­
tion and shape of the target object. Thus the target is attended to once when the 
action is being prepared, and again, in a different modality, when it is completed. 
Note that the actions of reattention to the agent and the target during action mon­
itoring both allow the development of cross-modal object representations. The 
agent is attended to first as an object and then as an animate entity; the target is at­
tended to fi rst as an object and then as a motor state (i.e. a Gi bsonian affordance). 

The sequence of sensorimotor operations involved in experiencing a reach-to­
grasp action according to the above account is summarised in Figure I. Given 
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Initial context Deictic operation Reafferent sensory state New context 
Cl Attend to the agent Attending to the agent C2 
C2 Attend to the target Attending to the target C3 
C3 Activate 'grasp ' action Re-attending to the agent C4 
C4 Re-attending to the target 

figure I . Sequence of sensorimotor operations involved in experience of a reach-to-grasp action 

that the sequencing of operations is important, it is useful to model the process of 
experiencing a reach-to-grasp episode as a 'deictic routine' (Ballard et at., 1997). 
A deictic routine is a sequence of attentional and motor operations, in which each 
operation brings about the sensorimotor context necessary to perform the next 
operation . Each item in the sequence has the same basic form: a deictic opera­
tion causes a transition from an initial context to a new context, generating as a 
side-effect a reafferent sensory state. Note that on this model, a reach-to-grasp 
episode can be stored in working memory as a planned sequence of sensorimo­
tor operations. It thus lends itself particularly well to a 'simulationist' account 
of meaning (see e.g. Feldman and Narayanan, 2004; Gallese, 2(05): the process 
of evoking a semantic episode representation can be understood as the process of 
internally replaying a stored sensorimotor sequence from working memory. 

3. Outline of a syntactic model of transitive sentences 

The syntactic framework I have adopted is that of Minimalism (Chomsky, 1995) . 
In this framework, a sentence is represented at two syntactic levels: an underlying 
level of 'logical form' (LF), which is relatively invariant across languages, and a 
surface level of 'phonetic form' (PF). The LF of our example sentence The mall 

grabbed a cup is shown in Figure 2. It is formed from applications of an abstract 

IP 
~ 

agent ~ 

I Ag'P 

-;;; "" 
~atient X 

Ag' VP 
/ "-

agent V ' 

~ 
V palient NP 

grabbed 

XP 
~ 

spec ifier X ' 

-------------
head (Xl complement 

figure 2. Left: Lf structure of The man grahhed a cup. Right: XP schema from which it is fonned. 

structure called an X-bar eXp') schema, which is shown on the right of the figure. 
The LF of a clause is basically a right-branching structure of XP schemas. 
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An XP schema contains three positions: a head (which in the simplest case 
is occupied by a word), and a specifier and complement (which are occupied by 
other XPs which depend on the head). For instance, the verb grabbed sits at the 
head of VP; the specifier of VP holds an NP denoting the agent of the grab action, 
and its complement holds an NP denoting its patient. (The internal structure of 
NPs is omitted in the figure.) XP schemas are also contributed by grammatical 
elements; in our example sentence, IP and AgrP are associated with inflections on 
the verb agreeing with the subject and object NP respectively. 

Note that the LF structure contains two positions each for the agent and the 
patient. In the Minimalist account, the agent and patient are generated at the lower 
positions, within VP, but they must raise tothe higher positions in order to be as­
signed a syntactic feature called 'Case' -which at a first approximation is what 
distinguishes between nominative and accusative pronouns. The verb must also 
raise, by a different mechanism called 'head movement', to the head positions 
associated with its inflections: first to Agr, then to I. The surface (PF) form of 
the sentence is 'read out' at some point during these movement operations. How 
this happens is relatively unconstrained; different languages have different con­
ventions about whether the subject, object and verb are read out 'high' or 'low', 
which result in different basic word orders (SVO, SOY etc). 

Why is the Minimalist account of a simple transitive sentence so complicated? 
One reason is that Minimalism has wide coverage: the mechanisms which gener­
ate this sentence also generate a good proportion of the other sentences in English. 
Any wide-coverage grammar will give a complex syntactic analysis of any given 
sentence. But what makes Minimalism more complex than most syntactic theories 
is that it attempts to define a grammar of all languages, not just of a single lan­
guage. By altering the conventions about how LF structures are read out at PF, the 
Minimalist account should be able to model a whole space of natural languages. It 
is surely laudable to look for a universal mechanism underlying the languages of 
the world. But even so, cognitive scientists tend not to like the Minimalist notion 
of LF. For one thing, Minimalism has problems as a linguistic theory. Recent work 
in linguistics has emphasised the importance of surface patterns in language (see 
e.g. Goldberg, 1995; Tomasello, 2(03). As lackendoff (2002) has incisively ar­
gued, the fact that PF supervenes entirely on LF makes it hard to account for these 
patterns . But perhaps more importantly, Minimalists make no attempt to relate 
the process of constructing an LF representation to any actual cognitive process. 
Notoriously, it is not a 'processing model'. But then what is it?? 

4. A sensorimotor interpretation of LF structure 

My project is to look for a way of interpreting the LF of The man grabbed a 
cup as a description of the sensorimotor processes involved in experiencing an 
episode in which a man grabs a cup. There is in fact an interesting isomorphism 
between the LF representation just described and the sensorimotor model given 
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in Section 2. The LF representation involves a right-branching structure of four 
XP schemas, associated respectively with the agent, the patient, the grab action, 
and again the patient. The sensorimotor model envisages a deictic routine with 
four phases: attention to the agent, attention to the target, activation of the' grasp' 
motor programme, and reattention to the target (see Figure I). Each XP schema 
has the same internal structure, and each phase in the deictic routine involves the 
same basic operations. In fact, I suggest we may be able to give a very general 
sensorimotor interpretation of an XP schema at LF, as illustrated on the left of 
Figure 3. Note that according to this interpretation, a right-branching sequence 

IP ~ CI 

~ 
att"llding to thc agent ------;0 agent ~ 

att..:-nd tll the agent --~~ I AgrOP ----- ('2 
'---~_+__7 /~" 

altending to the cup ~ patient~~-;:A_g_rO-",'~-+~c--~ 

~------------, attend tel the cup --~ AgrO VP ~ t- C 
initial context _ .. ,"'" XP 
~ ,/ '" 

tn:Jattending to the agent ~.,.... agent ~ 

-grab' motor a(tioll -...,.... V patient -=--C4 
grabbed ,~ 

rCiiffcrcnt slute ----';00- specifie~ 

nt'\\' conte:>;! -'j 

dektic t)pe>ration --~X complement YP 
" 

(rc)attendlllg to the cup ---.-~ 

Figure 3, Left: sensorimotor interpretation of a single XP schema, Right: sensorimotor interpretation 
of the LF of The man grabbed a cup, 

of XP schemas describes a sequence of deictic operations-i.e. a deictic routine. 
And the deictic routine which I argued for in Section 2 fits perfectly onto the LF 
structure of the associated sentence, as illustrated on the right of Figure 3. 

This interpretation casts the Minimalist conception of LF in a completely new 
light. If it is legitimate, then maybe the abstract universal principles which Mini­
malists have derived from linguistic argumentation are not reflections of a modular 
language faculty, but of the fact that language is deeply grounded in sensorimotor 
cognition. For language evolution theorists, this is the providential scenario I be­
gan by considering. Of course, there is much work to be done to corroborate this 
idea. In the book I am preparing (Knott, 2010) I expand on the above analysis, 
arguing that there is a very natural sensorimotor interpretation of the movement of 
NPs from lower to higher positions in LF, and also of the raising of the verb head 
to higher head positions. I also argue that the sensorimotor interpretation of LF 
extends to several other syntactic structures: in particular, to the internal syntax of 
noun phrases, to the syntax of predication, and to intransitive and ditransitive sen­
tences. I also argue that the sensorimotor interpretation of LF makes it possible to 
think of the Minimalist' generative mechanism' as a model of a concrete cognitive 
process-one, moreover, which is involved in the generation and interpretation of 
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sentences. Altogether this is a very radical reinterpretation of Minimalist syntax. 
But my hope is that it is still recognisable by Minimalists, while at the same time 
having a wider relevance for researchers interested in sensorimotor processing, 
language processing and language evolution. 
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In this paper we offer arguments for why modeling in the field of artificial language evolution 
can benefit from the use of real robots. We will propose that robotic experimental setups lead 
to more realistic and robust models, that real-word perception can provide the basis for richer 
semantics and that embodiment itself can be a driving force in language evolution. We will 
discuss these proposals by reviewing a variety of robotic experiments that have been carried out 
in our group and try to argue for the relevance of the approach. 

1. Introduction 

Computational modeling has become an invaluable tool for studying the origins 
and evolution of human languages. Mathematical investigations and computer 
simulations help us to test whether assumptions of a particular theory are explicit, 
detailed and consistent enough so that the operationalization of that theory can 
generate phenomena found in reality. Furthermore, computational models allow 
researchers to manipulate both external conditions as welI as details of the as­
sumed mechanisms in a controlIed way that is not possible with human subjects. 
Standards for scientific experimentation using computer models are starting to be 
established within the evolution of language community (e.g. Cangelosi & Parisi, 
2002; Steels, 2006) and work that follows these methodologies gets more and 
more accepted. 

From the very beginning on, robots have been used to carry out experiments 
on the origins and evolution of language. And a question that is often asked by 
reviewers of such work is: What is the added value of using robots for that par­
ticular study? This is a very valid question and in fact a lot of the computational 
work on the evolution of language has been done successfulIy without robots. A 
common strategy is to scaffold alI aspects related to perception (and often also 
conceptualization) by presenting agents with stimuli generated by world simula­
tors of varying detail. Such generated stimuli can range from simple "meaning 
vectors" or readily pre-conceptualized semantic structures to more complex de-
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Figure I. Robotic setup. Two robots arc placed in an office environment consisting of colored ob­
jects, carton boxes and markers on the walls. Both robots engage in communicative interactions about 
objects in their environment. 

scriptions of perceptual input that require further conceptualization. The advan·· 
tage of this methodology is that researchers can focus on the "core" cognitive 
functions and representations that are involved in the processing and learning of 
language without having to deal with seemingly "remote" problems. 

Why one would want to remove this scaffold can be easily answered when 
the topic of research is directly related to symbol grounding or human-robot in­
teraction: such work simply requires to use robots. But for research on how and 
why a particular feature of language evolved, the value of using robots is much 
less obvious. And whereas other disciplines, such as the relatively new field of 
biorobotics, have already well-established criteria for judging whether a robotic 
implementation is a good model for a (biological) phenomenon (e.g. Webb, 2001), 
such a consensus does not exist for the field of language evolution. Nevertheless, 
as we will argue in this paper, there are clear and undoubtable advantages to using 
robots. In fact, we will claim that in order to start an investigation into language 
from the right point of view and to avoid getting trapped in solutions and the­
odes of particular phenomena that are misleading or, even worse, false, robotic 
experiments are indispensable. 

We will propose some answers to the question of "why robots?" by discussing 
a variety of language game experiments with Sony humanoid robots (Fujita et aI., 
2003. see Figure 1) that have been carried out in our group over the past few years. 
Compared to similar experiments based solely on computer simulations, setting 
up such experiments immediately becomes much more complex and difficult. In 
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addition to finding the appropriate cognitive functions and representations for us­
ing and learning language, the robots have to be endowed with mechanisms for 
visual perception, joint attention and social interaction (pointing, non-linguistic 
feedback, etc.). In the next section, we will try to demonstrate that this additional 
effort is justified. 

2. Why robots? 

We will make four arguments for why the use of robots can lead to better models 
of language evolution: it increases the realism of models, it leads to more robust 
models, it provides richer semantics and, finally, real embodiment can serve as a 
driving force for language evolution. 

2.1. Increased realism 

One of the best-studied models on the origins of language is the naming game 
(Steels, 1995). In such a scenario, simulated agents of a population engage in 
local communicative interactions and over the course of many such interactions 
create and align a shared lexicon of proper names for individual objects. It is 
the simplest lexicon formation model that can be imagined and therefore proved 
to be an "E. coli paradigm" for investigating alignment strategies, mathematical 
proofs of convergence, impact of network structure and so on. Since it is such a 
simple model, it has also led to views that proper names are semantically simpler 
than words for kinds of objects (e.g. "red" or "block") and that they might be 
precursors of compositional communication systems (e.g. in Steels, 2005). 

However, when this model is brought to real robots, as done by Steels, Loet­
zsch, and Spranger (2010), then it turns out that the dynamics of the grounded 
naming game differ drastically from the non-grounded version and that the un­
derlying semantics of proper names are much more complex. Whereas in the 
non-grounded version word meanings refer directly to pre-given shared symbolic 
representations of individuals, in the grounded variant these representations need 
to be constructed from the continuous flow of visual perceptions. Since each in­
dividual physical object can be viewed from different angles and thus may look 
very different each time it is encountered by a robot, the agents can not know a 
priori whether a perception of an object belongs to the same individual or not. 
Additional heuristics, such as temporal-spatial continuity need to be employed to 
successively construct mental representations of individual objects. Consequently, 
tackling the emergence of proper names by using real robots introduces an addi­
tional level of realism because it forces researchers to incorporate processes for 
object individuation in their model instead of assuming them. 

2.2. Robust models 

Robots provide a tough testing ground for computational models in terms of their 
robustness. Agents can view a scene from different angles, lighting conditions 
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may vary and thus the perceptions that two different robots have of the same 
physical object will never be the same. Even a single robot will perceive an object 
differently over the course of time due to camera noise, robot motion and general 
uncertainty in computer vision systems. Nevertheless, human concepts, such as, 
for example, the color red, are robust to such influences - we will recognize an 
object as red under very different lighting conditions and even subjects with color 
deficiencies are often able to communicate about colors. 

One challenge stemming from real-world perception is perceptual deviation, 
i.e. that specific continuous features (e.g. position, shape, width and height, color 
information, etc.) computed by the vision system for an object differ drastically 
between the perception of speaker and hearer. For example one robot might per­
ceive the height of an object as being 0 . 72 and the other one as 0 . 56. This will 
inevitably cause each agent to have a different notion of a word such as "high". 
Additionally, perceptual deviation makes the task of guessing what a novel word 
refers to (whether it is about an object as a whole, one particular sensory chan­
nel or a combination of features) harder than when simulated shared contexts are 
used. 

The problem of inferring the meaning of an unknown word has been exten­
sively studied in the field of artificial language evolution (e.g. Smith et aI., 2006). 
However, many of these models work only when tested in shared simulated con­
texts and could not be successfully transferred to robotic scenarios. Trying to 
overcome this lack of robustness, Wellens, Loetzsch, and Steels (2008) proposed a 
lexicon formation model that challenged the way previous approaches represented 
word meanings and tackled the task of word learning. Perceptual uncertainty was 
put at the core of word meaning representations and thus the agents learned to 
rely less on sensory channels with higher perceptual deviation. As a result, the 
model was not only able to cope well with perceptual deviation but also turned 
out to scale better with increasing population size and larger meaning spaces in 
simulated environments (Wellens, 2008). Hence, using robots and not relying on 
simple world simulations can lead to qualitatively new models that exhibit prop­
erties closer to human language. 

Furthermore, real-world perception can provide more structured stimuli than 
randomly created artificial contexts. For the domain of color, Bleys et aI. (2009) 
systematically analyzed the impact of using robotic vision compared to artificial 
contexts (as used in anthropologic color research) on the performance of color 
naming games. They found their model to be robust with respect to perceptual de­
viation because perceived colors of objects are usually around prototypical centers 
of color categories. 

2.3. Rich semantics 

Rich conceptual structures are a requirement for the emergence of grammar. 
When one follows a functional perspective on language, then grammatical struc-
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ture arises in large part due to the mUltiplicity and ambiguity of conceptualizing 
the world. More precisely, grammar gets shaped and adapted to solve problems 
emerging from ambiguity in interpretation or explosion of search in parsing and 
production (Steels & Wellens, 2(06). 

Prime examples for such phenomena can be found in the domain of space, 
where different ways of conceptualizing the same spatial scene compete. For ex­
ample, the English utterance "in front of the TV" is ambiguous, because English 
allows speakers to conceptualize the world using relative or intrinsic frames of 
references (Levinson, 2(03). The phrase can mean before the screen of the TV 
(intrinsic frame of reference, using the front of the TV) or before the screen from 
the viewpoint of the speaker. In many contexts there might be no difference be­
tween these two interpretations as they might happen to discriminate the same 
referent. But in certain cases English also requires speakers to disambiguate the 
meaning, by marking the particular conceptualization strategy used. 

In order to have conceptual structures that leave room for ambiguities, the per­
ceptual space underlying conceptualization needs to be complex enough so that 
the reality can be construed in different ways. Robotic models are a way to ap­
preciate this: there are numerous ways of how interlocutors can be positioned 
relative to each other and hence how they view a scene, there is non-linear percep­
tual noise in position estimation and there are numerous ways to choose objects as 
reference points. Thus, rich perceptions of spatial setups have proven to be crucial 
for investigating the emergence of spatial perspective reversal (Steels & Loetzsch, 
2(09) and the alignment frames of reference choice (Spranger et aI., 2009). 

2.4. A driving force for u11lguage evolution 

Many theoretical proposals of how language conveys meaning have focussed on 
the grounding of language in the body (Johnson, 1987), on how specific systems 
of language interact with sensorimotor processes and how semantic and syntactic 
structures become recruited from one domain to another, for example, from the 
bodily domain to the domain of space (Mac Laury, 1989) or from space to time 
(Kuteva, 1999). Linguists, especially those in the cognitive linguistics tradition, 
have hypothesized that the adaptation and exaptation processes that guide such 
conceptual transfer are deeply rooted in the concrete embodiment of humans and 
our particular interaction with the environment. 

For instance, Lemmens (2002) demonstrated how posture verbs such as sit, 
stand, lie become metaphorically extended to the domain of space in Germanic 
languages. Clear examples can be found in the Dutch language, where posture 
verbs have been extended from their original bodily meaning (their anthropocen­
tric prototypical semantic structure denoting human postures) to animals, things 
and even abstract spaces and entities. In Dutch butter lies in the fridge and one 
even sits in an economical crisis. 

To model such transfer processes, embodiment needs to be taken seriously be-
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cause the interaction with the environment plays a crucial role both in construct­
ing conceptual structures and linking them across different perceptual domains. 
For example Spranger and Loetzsch (2009) and Steels and Spranger (2009) used 
humanoid robots to show how the semantics of posture verbs can emerge from 
sensorimotor interaction, how these conceptual structures can be linked to lan­
guage and, finally, how bodily representations can be metaphorically extended. It 
is hard to imagine how such processes could have been studied without using real 
robots because 1) the meaning of posture verbs is directly grounded in behavior 
and 2) perceptual capabilities and representations are at the heart of the exaptation 
process. 

2.5. Discussion 

It could be argued that all of the work cited above can be done in (sometimes 
complex) simulations, which would make setting up the experiments less diffi­
cult and time consuming, without decreasing the realism of models. This article 
in no way refutes the idea of simulating phenomena as an invaluable source of 
knowledge, inspiration and scientific progress. In fact, we ourselves have used 
simulations of different types ranging from full-blown world simulators includ­
ing a simulated physical environment with agents, to simulators that reproduce 
the output of particular cognitive systems such as perception or conceptualization. 
In the process of building artificial systems to study certain aspects of language 
evolution one often anyway finds oneself building simulators for the purpose of 
testing and studying subsystems. 

Setting up simulators seems easier on first sight, but in fact it is not. First, 
developing realistic simulations of complex interactions with a virtual world often 
turns out to be as difficult (if not even more) than dealing with actual robots. 
And second (more importantly), it entails a lot of decisions and assumptions that 
actually require justification. 

When building a simulation one inevitably needs to make certain choices as 
to how the particular simulated entity behaves, what properties it has, for instance 
which noise and timing properties are assumed, but also which representations are 
the interface between the simulation and the system studied. These choices are 
governed by a set of explicit or implicit assumptions that restrain the test space 
of the system in question. This is true for physical simulations, where the choice 
amounts to which physical properties one includes in the simulation and how they 
are interacting with the studied system, as well as for more abstract simulations 
that for instance simulate the output of certain cognitive systems. These assump­
tions can of course be discussed and ideally researchers make an effort to find 
all hidden and implicit assumptions in their simulated models, but it seems hard 
to prove the realism of a particular model without showing its operation in the 
real world. After all " ... physical robots cannot violate the laws of physics, even 
if those laws are unspecified by the investigator. The performance of a physical 
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robot is immediately infonnative about what works and what does not" (Long, 
2007, p.1193, see also Webb, 2000, p.552, for a discussion of simulated robots vs. 
real robots). 

One point of computational modeling in this field is to operationalize and 
therefore test theories of language evolution in concrete experiments. And since 
language is a way of interaction of real agents in the real world, showing the ad­
equacy of the proposed solution cannot be avoided by resorting to the success 
of a system in simulation. Hence, building a fully autonomous system interact­
ing with the real world entails making certain choices on all levels of cognitive 
systems including perception and action, but building a simulation involves im­
portant choices and specific assumptions about how certain subsystems or the 
physical world works that need to be justified. While these choices are always ex­
plicit in a real world computational systems, they might be hidden and unnoticed 
in simulation based approaches. 

3. Conclusions 

This paper discussed how exploiting the rich sensorimotor interaction of real 
robots with a physical world is a valuable methodology for investigating the evo­
lution of language. Computational models using real robots benefit from higher 
realism, increased robustness and richer semantics. Thus, this paper compiled ev­
idence as to why the study of language evolution should encompass real robots, 
in tum, arguing for a "whole systems" approach that aims to integrate processes 
of embodiment, sensorimotor intelligence, cognition, and social interaction. 
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The received view is that the first distinct word types were noun and verb (Heine & 
Kuteva, 2002; Hurford, 2003a). Heine and Kuteva (2007) have suggested that the first 
words were noun-like entities. The present paper submits ten new arguments that support 
this claim. The arguments are novel implications of the reviewed evidence which is made 
to bear on the evolution of the linguistic predicate/argument (e.g. noun/verb) structure. 
The paper concludes that the evidence for noun-like entities antedating other word types 
is overwhelming. 

1. Introduction 1 

It is generally agreed that argument and predicate are the syntactic (or 
propositional) functions of N and V, respectively (Anward, 2001; Helmbrecht, 
2001). As pointed out by Hurford (2003b), the NN structure does not align with 
the predicate/argument structure of FOPL (and SOPL). The conflict between the 
two above sentences implies a discrepancy between the predicate/argument 
structures ofNL and FOPLISOPL. In Luuk (2009a,b), I have characterized the 
predicate/argument system of NL as distinct from that of FOPL and SOPL (and 
possibly also of higher-order logics) in a number of respects. A property of this 
system is that nouns are linguistic arguments and verbs are linguistic predicates 
but the set of linguistic arguments and predicates is not restricted to nouns and 
verbs. 

As suggested by Heine and Kuteva (2007, see also 2002), the first word 
type in language evolution was most likely a noun-like entity. The noun-like 
entities were not nouns in the modern sense, complete with grammatical 
marking and syntactic function (the latter is already precluded by the 

I Abbreviations: ADJ adjective, ADP adposition, AUX auxiliary verb, DET determiner, FOPL first 
order predicate logic, LA linguistic argument, LP linguistic predicate, LP/A linguistic 
predicate/argument, N noun, NN noun/verb, NL natural language, NP noun phrase, pass 
possessive, SOPL second order predicate logic, TAM tense-aspect-mood, V verb 
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circumstance that the first words belonged to protolanguage which lacks syntax 
by definition - Bickerton, 1990; Jackendoff, 1999), but words which stood for 
time-stable, referential units expressing primarily thing-like concepts. As Heine 
and Kuteva (2007) define the first word type semantically (or denotationally), 
they can bypass the interdependence condition, characteristic of arguments and 
predicates in modem language. As syntactic functions, argument and predicate 
are interdependent, but their semantic motivation exhibits not interdependence 
but complementarity, opening the possibility that argumental entities appeared 
before predicative ones. Below is a meta-analysis contributing ten new 
arguments to the case for the evolutionary primacy of LA over LP. Heine and 
Kuteva's (2007) original arguments were the possibility of verbless pidgin 
sentences (in Russenorsk), evidence from spontaneous adult second language 
acquisition, and ample evidence from grammaticalization. 

2. Ten arguments for the evolutionary primacy of linguistic 
arguments over linguistic predicates 

1. LPs presuppose LAs they act upon. A predicate applies to a variable, whose 
value is provided beforehand (Hurford, 2003b). This is the reason why a 
language without LAs is almost inconceivable, whereas a language without LPs 
seems accessible enough. One can utter ship Amsterdam tomorrow and be 
understood that "a ship will arrive in or depart to Amsterdam tomorrow" but a 
nounless English construction expressing the same, though possible, is not 
likely to be univocally understood. J. L. Borges has explored the possibility of a 
nounless language in one of his short stories (Borges, 1964). The sample text he 
produces relies heavily on imagination and adjectives, whereas a verbless 
language can do with nouns alone. Asymmetry is inherent to PIA (and hence, to 
the LPIA - Luuk) structure (Hurford, 2003c). Budd (2006) has suggested that in 
complex systems with asymmetrical dependencies, the functionally necessary 
core component must have evolved first in relation to the 'unnecessary' ones. 
Among words, LAs are the prime candidates for the functionally necessary core 
component. The same holds in mathematical logic: a predicate presupposes a 
variable it applies to, while a variable can occur without a modifying predicate. 

See also point 6 below. 

2. Children's early productive vocabularies are dominated by nouns, and infant 
comprehension of object names appears earlier than comprehension of relational 
terms (Fisher, 2002; Gleitman, 1993). Although it has been argued that early 
noun dominance is not universal cross-linguistically, the evidence for this is still 
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weaker than the evidence against it (Gentner & Boroditsky, 2001; Gopnik, 

2000). 

3. A virtual experiment (Steels, Kaplan, Mcintyre, & Looveren, 2002) has 
identified a condition favoring nouns (i.e. LAs) for the first words - the 
condition that agents must have parallel non-verbal ways to achieve goals of 
interactions (e.g. pointing). Actions/changes are difficult to point to - other 
than, perhaps, by imitating or carrying them out. Accordingly, as compared to 
the first LAs, the first LPs would have been more elaborate in gestural modality. 
This in itself does not rule out the possibility that LPs came first, as it has, for 
instance, been proposed that language began as a "mixture of isolated grunts and 
gestures" (Bickerton, 2003, p. 81). However, the fact that language opted for 
vocal not gestural modality still favors LAs over LPs for the first words. 

4. LAs appeal to geometrical and LPs appeal to kinaesthetic properties of 
images. As Pylyshyn has argued, the intrinsic properties of images are 
geometrical rather than dynamic, both because the spatial intuitions are among 
the most entrenched, and because there is evidence that geometrical and optical­
geometrical constraints are built into the early-vision system. While we can 
easily imagine the laws of physics being violated, it seems nearly impossible to 
imagine the axioms of geometry or geometrical optics being violated (Pylyshyn, 
2002). Prototypically, nouns are associated more with geometrical and verbs 
with kinaesthetic properties. However, kinaesthetic properties presuppose 
geometrical properties. For example, it is impossible to imagine movement 
without or outside space-time. This asymmetric dependency - the kinaesthetic 
properties of images depending on the geometric ones but not vice versa -
together with the tendency of nouns to evoke geometric properties and the 
tendency of verbs to evoke kinaesthetic as well as geometric properties, 
suggests that nouns are cognitively more fundamental than verbs and verbs are 
cognitively more complex than nouns. This, in turn, suggests that nouns (LAs) 
may evolutionarily predate verbs (LPs). 

5. Selective impairment of verbs is more frequent than selective impairment of 
nouns (Arevalo et aI., 2007). There are two mutually nonexclusive explanations 
for this: I. Extensive damage to the left hemisphere language areas induces the 
emergence of right hemisphere lexical abilities that are limited to high 
frequency concrete nouns (Crepaldi et aI., 2006). 2. Selective impairment of 
verbs is a function of argument structure complexity that is regularly associated 
with verbs. It has been shown that the impairment is greater with 3-place than 2-
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place verbs, and 2-place than I-place verbs (Kim & Thompson, 2000). 
Moreover, production of argumental nouns like the Italian passegiata 'a walk', 
risata 'laughter', pugnalata 'a stab', etc. is impared at an equal level with 
production of argumental verbs (Collina, Marangolo, & Tabossi, 2001). I point 
out that all these findings are consistent with two hypotheses. (I) The NN 
double dissociation in aphasia is an effect of the conceptual PIA double 
dissociation in the brain (the circumstance that argumental nouns are impared at 
an equal level with argumental verbs refers to the conceptual PI A rather than the 
LP/A double dissociation). (2) The NN double dissociation is an effect of 
argument structure complexity. It is difficult to disentangle (I) from (2), as they 
have many correlated features. I conclude that the fact that the processing of 
LPs is more specialized and/or resource demanding than the processing of LAs 
suggests that the latter may be evolutionarily more fundamental. 

6. In all natural languages, LP is the cornerstone of syntax. Cf. Ross (1972, p. 
325): "nouns are more inert, syntactically, than adjectives and adjectives than 
verbs". NL syntax is based on the principle that LPs take arguments that are 
differentiated by analytic (adpositions, word order) and/or synthetic 
(morphological) case markers. Thus, there seems to be an equivalence relation 
between NL syntax and LP (i.e., if a system has LPs, it has NL syntax; and if it 
has NL syntax, it has LPs). In addition, the utility of LAs without syntax is 
obvious but the utility of LPs without syntax is dubious (although imperatives 
can be syntactically independent, as they are optimized for producing and 
parsing speed). The hypothesis that LP is equivalent to syntax, together with the 
axiom that there was no syntax in the beginning (Jackendoff & Pinker, 2005), 
favors LA over LP for the first words. Bickerton remarks that symbol and 
syntactic structure can be dissociated - the latter without the former is useless, 
whereas the former is useful per se. He further argues that this logico­
pragmatical dissociation has a historical counterpart: "a variety of factors 1---1 
suggest that, in the evolution of our species, symbolism may have preceded 
syntax by as much as two million years" (Bickerton, 2003, p. 81). It is a 
possibility, then, that the historical dissociation between symbol and syntax is 
distantly reflected in NL structure in the form of the LP/A distinction. 

7. In analyzing the syntactic functions of major parts of speech, it has been 
frequently suggested that the function of nouns (including pronouns and proper 
names) is the most basic one. For a simplified language model, it has been 
found that noun is the only constituent class that all sentences have in common 
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at the highest level of constituent-structure (Lyons, 2004). Referring to 
Jespersen, Lesniewski and Ajdukiewicz, Lyons conveys that nouns are 
"categories of the first degree" and that "all other parts of speech are derived, 
complex categories. Categories of the second degree combine with categories of 
the first degree (according to the principles of well-formedness /---1) to form 
sentences /---/" (Lyons, 2004, pp. 219-220). In analyzing semantic classes 
(situation, event, place, time etc.) Anward writes that "while the semantic class 
of person/thing seems lexicalizable by nouns, other semantic classes can be 
lexicalized in several ways" (Anward, 2001, p. 730). 

8. Nichols has formulated two important principles of historical morphology: I. 
Headward migration: "If any adposition or piece of affixal morphology moves, 
it will go from dependent to the head of the constituent, not vice versa" 
(Nichols, 1986, p. 86). 2. Reduction: the original dependents get cliticized and 
eventually become morphological markers of their head. Principle I suggests 
that the initial marking is more likely to appear on dependent. Together, the 
principles suggest a morphological migration pattern from dependent to head 
(e.g., from N to V). The fact that, cross-linguistically, verbal morphology 
appears to be richer than nominal morphology, is consistent with this. Although 
the evidence for it circumstantial, it is not unreasonable to suspect that the 
morphology appeared on older elements first . As morphology obscures lexical 
items' form and meaning, the latter have to be sufficiently conventionalized 
before any morphology can attach to them. It is plausible that older elements are 
more conventionalized than younger ones. Second, statistically, the longer an 
element has been around, the more chances it has had to attract morphology. 
Thus, the default assumption would be that the element that became a dependent 
is older than the element that became its head. An analysis of constituent types 
and their head-dependent relations confirms this. Cf. the following table (based 
on Helmbrecht, 200 I, p. 1425): 

Table I. Constituent types and head-dependent relations 

Constituent Head Dependent 

I. NP 

2. 

3. Clause 

4. 

N 

ADP 

V 

AUX 

ADJ 

N 

N 

V 
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From Heine and Kuteva (2002, 2007) it follows that, in three pairs (2, 3, 4), the 
dependent element is older than the head element. In one pair (I), the situation 
is the other way around. Thus, the evidence for the dependent element being 
older than the head element is stronger than the evidence for the contrary. 
Combined with the considerations put forth by Heine and Kuteva (2002, 2007), 
this adds up to a modest evidence that, in pair 3, N is older than V. 

9. There are more nouns than verbs, and more productive noun than verb 
derivation in the world's languages (Gentner, 1981; Gentner & Boroditsky, 
2001). This also suggests that nouns may predate verbs. In a system with fixed 
asymmetric dependencies between categories, one would expect the members of 
the evolutionarily older category to be more fundamental and (at least 
statistically) more numerous and varied. 

10. The grammatical marking associated primarily with nouns - DET and pass 
- has a more substantial role in the lexicon than the marking associated 
primarily with verbs (TAM and voice). In the world's languages, there is at least 
one example of TAM on DET (in Chamicuro - Nordlinger & Sadler, 2004). I 
know of no examples of DET or pass on TAM or voice. This asymmetry -
DET and pass being more independent than TAM and voice - begs an 
explanation. A plausible explanation is that DET and pass antedate TAM and 
voice. The circumstance that lexical items' form and meaning have to be 
sufficiently conventionalized before they can be modified by markers (cf. point 
8) lends some additional support to the hypothesis that LAs predate LPs. 

3. Conclusion 

In reconstructing early language, Heine and Kuteva (2007) propose that at stage 
I there was only one lexical category, namely "nouns" (time-stable, referential 
units expressing primarily thing-like concepts), and substantiate their claim with 
three arguments. The present paper presents ten new arguments, gathered from a 
variety of domains, that support this claim. By itself, none of the thirteen 
arguments is sufficient to establish the primacy of LA over LP, but taken 
together, the evidence is overwhelming. 
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This paper presents a model of lexical alignment in communication. The aim is to provide a ref­
erence model for simulating dialogs in naming game-related simulations of language evolution. 
We introduce a network model of alignment to shed light on the law-like dynamics of dialogs 
in contrast to their random counterpart. That way, the paper provides evidence on alignment to 
be used as reference data in building simulation models of dyadic conversations. 

1. Introduction 

Simulation models of language evolution mainly start from a simplified notion 
of dialog. In simulation rounds of such models, a sender is typically selected at 
random to generate a signal for the listener without considering any turn taking 
among the agents. We call this scenario a single-turn scenario and contrast it 
with multi-turn scenarios where tum taking takes place in simulation rounds. By 
tum taking we refer to the fact that interlocutors continue to change their roles 
as sender and listener (Sacks, Schegloff, & Jefferson, 1974). Simulation models 
mostly disregard this dynamics that non-randomly structures communication. 

At first sight, tum taking has been modeled in several simulations. Padilha and 
Carletta (2002), e.g., simulate tum taking with respect to multimodality. However, 
these simulations focus on discourse-managing strategies. Current research on di­
alog systems also makes use of simulations to improve strategies of the artificial 
systems (Scheffler & Young, 2002). Further, there are simulations where interac­
tion among agents is only possible in subsequent rounds, which renders modeling 
of round-internal tum taking impossible. Steels and Loetzsch (2009), e.g., de­
scribe an experiment with robots with the purpose of perspective alignment where 
agents align to the speaker's usage strategy for ambiguous spatial expressions. 

So far, little is known about the impact of dialogical communication on the 
outcome of language evolution. To study this impact, a simulation model is 
needed that embeds a simulation model of multi-tum communication. A central 
aspect of the dynamics of dialogs is alignment (Pickering & Garrod, 2004), which 
is a largely automatic, resource-saving process of structural coupling among inter­
locutors on several linguistic, e.g., lexical (Clark & Wilkes-Gibbs, 1986), syntactic 
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(Branigan, Pickering, & Cleland, 2(00) and semantic (Garrod & Anderson, 1987; 
Garrod et aI., 2(07) levels that simplifies communication. The basic mechanism 
underlying alignment is priming: linguistic representations are primed by utter­
ances so that (features of) expressions get copied within an agent dyad. Priming 
operates intra- and interpersonally, that is, on two channels: a horizontal, "mono­
logical" one within a speaker and a vertical, dialogical one between speakers. The 
latter is based on a reciprocal dyadic exchange, which involves role switching, 
that is, turn taking. 

This paper presents a model of lexical alignment in the framework of nam­
ing games (Jager, 2(06). It approaches reference data for simulation models of a 
certain class of real dialogs to be embedded into simulation models of language 
evolution (Kirby & Hurford, 2(02). We introduce a network model according to 
a multi-turn scenario to separa,te the law-like dynamics of dialog from its random 
counterpart: Section 2 describes the experiment that we performed to get empiri­
cal data; Section 3 and 4 use this data to build a model of dialog lexica that allows 
for automatically classifying dialogs according to their (non-)alignment. 

2. The Naming Game in an Experimental Perspective 

Language use in free dialogs is hardly controllable so that experimental paradigms 
have been developed to elicit semi-spontaneous dialog situations where some de­
gree of control over the topic of conversation is possible: the referential com­
munication task, the maze game and the map task (Krauss & Weinheimer, 1966; 
Garrod & Anderson, 1987; Anderson et aI., 1991). Based thereon, we developed 
the Jigsaw Map Game (JMG; WeiB et aI., 2(08) that allows for naturalizing ex­
perimental dialogs by encouraging face-to-face interaction with participants who 
mutually perceive and communicate in a multimodal way. In the JMG, parameters 
like dialog organization are controlled by regulating the game's flow and balanc­
ing partner roles. The JMG goes as follows: two participants cooperatively posi­
tion objects (e.g., cuboids or cones) on a common interaction table according to a 
predefined arrangement. The arrangement is designed in a way that some objects 
stand out because of size. They define so called critical objects with two possible 
names (e.g., ball or bowl). The cooperative character of the game emerges by the 
fact that each partner only gets partial information about the final arrangement. 
This is realized by instruction cards that contain the constellation of three objects 
at a time: two already positioned and one new object to be placed by the partner in 
the next step. Guided by these cards, partners communicate in turns which object 
the other should pick next from a personal object box (object identification) and 
where it has to be placed on the table (object placement) until the whole arrange­
ment is completed. This way, it is possible to analyze the names the interlocutors 
use to identify the objects. In the following sections, we take all our empirical 
data from JMG-based experiments. More specifically, we recorded and annotated 
19 dialogs manifesting this experimentally controlled naming game. 
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Figure I. Schematic representation of a bipartite time-aligned network series. 

3. A Network Model of Alignment in Communication 

Interpersonal alignment is brought forward by the tum taking of interlocutors. 
Simulation models mainly disregard this process, although it affects the build­
up of dialog lexica and the transfer of linguistic representations. We introduce a 
graph model of such lexica that does not simply count items shared by interacting 
agents but captures (the strength of) lexical associations and the time course of 
alignment. This is done in terms of bipartite Time-Aligned Network (TAN) series 
as illustrated in Fig. 1. It presents the gradual build-up of a dialog lexicon by two 
interlocutors A and B: at the beginning (time point 1), both agents start with a set 
of unlinked lexical items. For an agent, this set presents the subset of items of his 
overall lexicon that are actually activated during his conversation. Thus, vertices 
in Fig. 1 denote lexical items. Henceforth, we represent dialog lexica as labeled 
graphs Lt = (V, Et. J..lt,.e) weighted by J..lt and indexed by points in time t = l..n 
at which they are built. We assume that vertices are labeled by the surjective 
function .e : V -t Lv for the set of labels Lv (i.e. lemmata). Each time an 
interlocutor produces a linguistic output, the series proceeds to the next time point. 
We assume that Lt is divided into two subgraphs LtA = (VA, EtA' J..ltA' .eA) and 
LtB = (VB, EtB,J..ltB,.eB) according to the distribution of Lt over A and B 
at time t. In Fig. 1 this corresponds to a column of the TAN series. Note that 
.ex: Vx -t Lvx, X E {A, B}, is the bijective restriction of.e to Vx , while J..ltx 
is the restriction of J..lt to Etx' 

By continuing their communication, agents gradually span edges in the lexi­
con. This is done by inter- or intrapersonallinks. To see that remember that in the 
JMG, a dialog is divided into rounds each of which corresponds to a focal object 
or topic (e.g., ball or cone). Thus, for each time point t of a JMG we can identify 
the focal topic x = focus(t) at t. Now we induce links in the lexicon as follows: 

• If at time t agent X, X E {A, B}, uses the item l to express focus(t) that 
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Figure 2. A graph-theoretical representation of turning points of lexical alignment. 

has been expressed by Y =1= X in the same round by l, we span an interper­
sonallink between VA E VA and WB E VB where CA(VA) = CB(WB) = i, 
e.g., edge e in Fig. 1. Links of this sort cross the alignment channel between 
A and B. If the link already exists, its weight I-Lt (e) is increased by 1. 

e If at time t agent X E {A, B} uses item l to express foclls(t), we generate 
an intrapersonallink between v x E V x, C x (v x) = l, and all other vertices 
labeled by items that X has used in the same round of the game, i.e., items 
that are equally used as l (see, e.g., edge e' in Fig. 1). Once more, if the 
links already exist, their weights (initially set to 1) are augmented by 1. 

Note that without turn taking there would be no interpersonal links in this 
model. The graphs L1 , •.• , Ln define a time series where each time point cor­
responds to a network. Since each of them is decomposable into subgraphs LtA 

and L tB , we speak of a bipartition. This model easily allows for representing 
turning points of alignment as shown in Fig. 2: on the left side, a dialog lexicon 
occurs without any link across the alignment channel. This happens, e.g., if the 
interlocutors never use the same item to speak about the same topic. That is, the 
interlocutors use different words or the same words differently so that their dialog 
lexicon is nonaligned. The right part of Fig. 2 shows the opposite case. Such a 
situation occurs if both interlocutors use the same words the same way so that 
their dialog lexicon is completely aligned. Obviously, lexica emerging from real 
dialogs enter into the middle of these extremal points. We assume that this hap­
pens law-like so that we can apply complex network theory (Barrat, Barthelemy, 
& Vespignani, 2008) to analyze the networking of dialog lexica as described in 
the next section. 

3.1. Quantifying Dialog Lexica 

Bipartite TAN series allow for analyzing intra- and interpersonal links of lexical 
items, that is, lexicon structure. This is done by means of the following indices: 

• The average geodesic distance i.( G) = 1/ (I~I) 2:{ v,w }E[Vj2 15( v, w) where 
[Vj2 is the set of all subsets of 2 elements of V and a (v , w) is the geodesic 
distance of v and W in G. Since at the beginning of lexicon formation 
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vertices tend to be unlinked, this index gives unrealistically small values if 
L is restricted to the largest connected component. Thus, we normalize it to 
capture all pairs of vertices: L(G) = 1- ((2:{V,W}E[V]2 8(v,w))j(n2(n-
1)), where 8(v, w) = n -1, n = lVI, if v and w are disconnected. L ranges 
from 0 (completely disconnected graph) to 1 (completely connected graph). 

• The cluster coefficient Cws (Watts & Strogatz, 1998) that together with L 
describes small worlds. Additionally, we compute its weighted extension 
Cw (Barrat et al., 2008) and its counterpart Cbr (BolloMs & Riordan, 2003). 

• The weighted cluster coefficients (Cw (k)) and (C;};S (k)) (Serrano, Bogufia, 
& Pastor-Satorras, 2006), which, as Cw , evaluate edge weights. Basically, 
we interpret the weights of links as indicators of the strength of association 
among the interlinked items: the higher the weight, the stronger their usage­
based relation, the higher the association of the one if the other is primed. 

• A measure of cohesion coh(G) = lvW!I~(IV) that scores the cohesion ofG 
as the ratio of the number of its links in relation to the maximal number of 
possible links; dc(v) is the degree of v. We also compute the compactness 
index cp(G) and CPlcc(G) of hypertext theory (Mehler, 2008). 

• An index of modularity that for a given network measures the indepen­
dence of its candidate modules. As we consider networks with two modules, 
we use the following variant of the index of Newman and Girvan (2004): 
Q(G) = 2:7=1 (eii - a;) where eii is the number of links within the ith part 
of the network and a; is the number of links across the alignment channel. 

We hypothesize that aligned dialogs are distinguished from nonaligned ones 
by topological indices of the TAN series that represent them as tested below. 

Our next step is to distinguish our model of the gradual build-up of dialog 
lexica from a random counterpart. This is done by algorithm that for a given TAN 
series computes a randomized series of equal order and size. It randomly rewires 
the last link of the series uniformly at random and then randomly deletes edges 
till the first link is reached. Then we compute a set of topological indices for each 
network state of each randomized series and, finally, average those indices over 
this set. In this way, we get for each topological index of Section 3.1 an expected 
value under the condition that the networking of the lexicon is at random, 

4. Experimentation 

In this section, we evaluate topological indices of dialog lexica regarding their 
relevance for alignment measuring. We start with two dialogs for which we know 
by human expert annotation that they manifest alignment and nonalignment, re­
spectively. In Fig. 3 we present the value patterns of Cws and (Cw(k)) based on 
three dialog lexicon graphs: the graph of the lexically nonaligned dialog ( -), the 
graph of its aligned counterpart (+) and of its randomized counterpart averaged 
over 50 repetitions (rud). As we focus on naming games, we account for nomi-
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Figure 3. X-axis: time line. Y-axis: cluster values (left) and average geodesic distances (right) of a 
dialog manifesting nonalignment ( -), alignment ( + ) and the random model (rnd). 

nal units so that each time point in Fig. 3 corresponds to the utterance of a noun 
(according to the sequence of turns of the interlocutors) and the related update of 
the dialog lexicon graph. Fig. 3 is in line with our expectations: the randomized 
dialog lexica have relatively small cluster values. We also observe that the non­
aligned dialog is distinguished from its aligned counterpart in terms of weighted 
and unweighted clustering. These relations are retained irrespective of the cluster 
coefficient in use. They are also retained if we evaluate the value pattern of Q: in 
case of nonalignment, modularity is more salient than in case of alignment, while 
the randomized dialog graphs show an unnaturally small modularity. Regarding 
geodesic distances L, the picture is somehow different (see Fig. 3): in line with 
network theory, a small L rapidly emerges in randomized dialog lexica. It also 
emerges more quickly in the nonaligned dialog compared to its aligned counter­
part. In all three cases a small L of about two links characteristically emerges at 
the end of the dialog - that is, dialog lexica are tiny small worlds. 

Supposed that topological indices of dialog lexica are really indicative of lexi­
cal alignment, they should allow for automatically classifying dialogs with a high 
F -score (i.e., harmonic mean of precision and recall). This is what we test now. 
We explore a corpus of 19 manually annotated JMG dialogs. 15 of them have been 
rated to manifest alignment, 4 have been judged to manifest nonalignment. The 
classifier should automatically reconstruct this human-based gold standard where 
a high F -score (up to 1) indicates a good classification, while a small F -score 
(down to 0) indicates a failure. For each of the lexicon graphs of the 19 dialogs 
(with an average duration of II minutes) we compute the set of indices described 
in Sec. 3.1. Thus, each dialog is represented by a vector of 10 indices (see Table 
I). This allows for applying cluster analysis and to compute F-scores. The results 
are reported in Table I. It shows that both baseline scenarios are outperformed: 
scenario I that assumes an equi-partition among the target classes and scenario 
II that knows their real sizes. We also see that 5 indices are enough to classify 
up to 95% of the dialogs correctly - this shows that classifying dialogs by means 
of network analysis is feasible. In Table I, we also report feature combinations 
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Table I. F-scores of dialog classification (above) and sensitivity analysis ofthe indices (below). 

procedure F-score remark 

QNA[Mahalanobis, hierarchical, complete linkage] .945 5 out of 10 features 
QNA[Mahalanobis, hierarchical, average linkage] .746 all features 
random baseline II .703 known partition 
random baseline I .634 equi-partition 

C br C w, L cp cPlcc coh (Cw(k» (C;:"(k» Cw Q # 

X X X X X 5 
x x x x x x 6 
x x x x x x 6 
x x x x x x x x 8 

4 3 2 3 2 2 2 # 

that provide the same F -score. They have been computed by means of a genetic 
algorithm for selecting feature subsets. Table 1 shows the features that are most 
reliably used throughout the different runs. Obviously, the cluster coefficient Cbr 

performs best among all candidates considered here. We also see that weighted 
cluster coefficients are less indicative of alignment. Further, we get the informa­
tion that the average geodesic distance L, the index of modularity Q, the cluster 
coefficient Cws and the cohesion measure coh are reliable indicators of alignment 
vs. nonalignment. Thus, we conclude that the value patterns of these indices can 
serve as reference frames for building simulation models of the time course of 
dialogical alignment. By considering their value patterns a simulation model is 
informed about what naturally happens in dialogs of the sort of the naming game 
considered here. 

5. Conclusion 

We presented a network model of lexical alignment in a multi-tum scenario. It 
allows for distinguishing aligned from nonaligned dialogs. That way, our model 
provides reference data for simulation models of dialogical communication. 
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We examine the evolution of major grammatical forms and constructions as linguistic 
manifestations of human cognitive ability, based on historical data from English. We 
show that the complex linguistic system has arisen as more and more grammaticalized 
forms have accumulated. Word order and case go back to the earliest language. Tense, 
aspect, modality, gender, questions, negations, parataxis can be traced back to Proto­
Indo-European, and they may go back further. Most crucial is the rise of embedding 
recursion and its product, the VO word order in Old English. This brought about the 
transition from the syntactic organization of the clause interwoven with discourse 
organization to the more strictly syntactic organization of the clause. With this transition, 
the periphrastic constructions of progressive, perfect and pluperfect, modal auxiliaries, 
periphrastic do and definite article arose due to speakers' desire to be more specific than 
was possible with the older forms. We also show the role of high, frequency words in the 
evolution of the grammatical forms. 

1. Introduction 

At the heart of grammaticalization theory is the idea that syntactic organization, 
and the overt markers associated with it, emerged from non-syntactic, 
principally lexical and discourse, organization. Modern complex linguistic 
systems could have arisen from simpler origins, as languages accumulated more 
and more grammaticalized forms (Hurford 2003). In this paper we would like 
to investigate the evolution of grammatical forms based on historical data from 
English as one example, because no comprehensive research has been done in 
any language from this perspective. We will examine how major grammatical 
forms and constructions arose and developed, and explain why they occurred at 
all. We will also show the role of word frequency in the actuation and 
implementation of grammatical forms. 
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We assume that the human language faculty, rather than being innately 
equipped with unique mental capacities for acquiring language, is a mosaic of 
many factors which have come together in a unique combination in humans. 
Many of these factors can be observed, often in a less powerful form, in other 
animals (Wang 1983, Hurford 2003). Thus we suppose that grammaticalization 
is the linguistic manifestation of human cognitive abilities. 

2. Verbal Categories 

2.1. Tense and Aspect 

One cognitive domain that may have influenced, and perhaps even shaped, the 
evolution of language is mental time travel - the ability to mentally relive events 
in the past (episodic memory) or imagine events in the future. Language 
structure has evolved to express different points in time, including past, present 
and future, and to make other temporal distinctions, such as action completed 
versus action ongoing (Hurford 2007, Corballis 2008). 

In Old English (OE) and Middle English (ME) there were two morphological 
tense markers: non-past and past. They go back to Proto-Indo-European (PIE) 
present and aorist. Non-past tense primarily refers to the present. It also 
indicates that an action is going on. Here it covers the function of the 
progressive in Present-Day English (POE). It can also express the future. The 
past tense is primarily used to refer to past time. It is also used where we might 
expect the perfect, or past of past (pluperfect) in POE. 

To indicate that an action is ongoing, the BE-verbs bean, wesan and 
sometimes wearjJan began to be used with V-ende construction in OE. To 
indicate the perfect and pluperfect, habban 'have' or BE-verbs began to be used 
with V-past participle in OE. Wi/lan 'will' and sculan 'shall' were 
grammaticalized as auxiliaries to denote future time. These progressive, perfect, 
pluperfect and future constructions arose out of speakers' desire to be more 
specific than was possible with the older forms in the transitional period from 
the syntactic organization of the clause interwoven with discourse organization 
to the more strictly syntactic organization of the clause (see section 6). 

2.2. Modality 

The prelinguistic ancestors of humans had a whole range of different mental 
states such as believing, knowing, imagining and desiring (Hurford 2007). OE 
distinguished three modes indicative, subjunctive and imperative 
morphologically. IE had four modes: indicative, subjunctive, optative and 
imperative. In general, the indicative is used to present a proposition as true. 
The subjunctive expresses expectation, hope, admonition, probability, the 
optative wish, unreal condition, statement contrary to fact, and the imperative 
command. However, there are many counter-examples. The indicative may be 
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used where some doubt is expressed, and the subjunctive may be used where the 
proposition clearly expresses a fact. 

Modal auxiliaries, cunnan 'can', durran 'dare', magan 'may', motan 'must', 
sculan 'shall', willan 'will', etc. developed from lexical verbs in OE. This may 
be due to speakers' desire to be more specific than was possible with the 
subjunctive form when the strictly syntactic organization of the clause appeared 
(see section 6). The collapse of the subjunctive mood in the course of late OE 
and ME due to simplification of the inflectional endings enhanced the 
grammaticalization of the modal verbs. 

3. Nominal Categories 

3.1. Case 

We assume that case emerged originally to distinguish actor from patient in the 
SOY word order of the earliest languages (see section 4). The world's case­
marking systems have evolved by the interplay between speaker's ease of 
learning and listener's ease of comprehension (Tallerman 2008). There were 
eight cases in PIE: nominative, accusative, genitive, ablative, dative, locative, 
instrumental, vocative, four cases in OE: nominative, accusative, genitive, 
dative, and only two cases in ME: common vs. genitive. 

Adverbial constructions that could be coded by case-endings alone in OE 
already had alternants with prepositions (sweord-um and mid sweord-um 'with 
swords'), and this increased in ME. By the late fourteenth century, only 
possession was coded by morphological case (genitive); and even this had an 
alternant with a preposition (England's Queen vs. the Queen of England). 
There was no preposition in PIE, and prepositions have derived from adverbs. 

3.2. Gender 

Gender may be a covert noun category; overtly it is realized only in concord and 
anaphora, i.e. the main signal of gender in OE is the concordial relation between 
a noun and its modifiers and anaphors. This goes back to PIE. In a grammatical 
gender system, every noun belonged to masculine, feminine, neuter, which had 
no necessary semantic reference; on the grammatical level gender was a 
classifying device that predicted concord. In ME there was a shift towards a 
system in which sex (or the lack of it) was the primary or sole determinant. It 
was induced by the erosion of noun endings. 

3.3. Definite Article 

All languages have an inherent sense of definiteness. Some languages develop 
the overt expression of this, but others do not. All the West Germanic 
languages began to use their demonstrative around the sixth century where 
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nowadays we would associate with the definite article. We assume that the 
overt expression of definiteness was motivated by speakers' desire to be clear 
and informative when clause combining became syntactically bonded (see 
section 6). 

The OE deictic se (seo. pret) fulfilled the function of both definite article and 
demonstrative adjective. In ME a clear-cut distinction developed between these 
two functions with the invariant form the taking the role of the former and the 
OE neuter form pret > that beginning to function purely as a deictic. 

4. Word Order 

Newmeyer (2000) claims that the earliest human language had rigid SOY order. 
He considers that proto language had thematic structure, and the grammatical 
role - thematic role match, or the thematic role of syntactic positions is revealed 
more directly in SOY languages than SVO languages. 

Goldin-Meadow et at. (2008) provide evidence for the proto-world SOY 
order. They asked speakers of four languages differing in their predominant 
word orders (English, Turkish, Spanish, and Chinese) to perform two nonverbal 
tasks: a communicative task (describing an event by using gesture without 
speech) and a noncommunicative task (reconstructing an event with pictures). 
They found that the speakers of four languages used the same order, actor­
patient-act. This order may reflect a natural sequencing for representing events. 
Entities are cognitively more basic and less relational than actions, which might 
lead participants to highlight entities involved in an action before focusing on 
the action itself, thus situating Actor and Patient before Action. Moreover, there 
is a particularly close cognitive tie between objects and actions, which would 
link Patient to Action, resulting in an Actor-Patient-Act. 

Goldin-Meadow et at. suggest that, initially, an emerging language co-opted 
the Actor-Patient-Action order used as a default pattern, thus displaying SOY 
order, which may have had the virtue of semantic clarity. But as the functions 
of language became more complex, additional pressures may have exerted their 
influence on language structure. We discuss the evolution of relative clause and 
the SVO order in section 6. 

5. Questions and Negations 

The trained animals can acquire the ability to perceive questions. They also 
know how to handle the notion of rejection and non-existence (Heine & Kuteva 
2007). There were basic interrogative Wh+-tero 'which of two' and negative 
indicative ne and prohibitive in PIE. In OE and ME questions are either yes/no 
questions or wh-questions. Inversion of subject and finite verb is the rule in 
simple clauses of both types unless the wh-word is itself the subject in OE and 
ME. 
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ME also marks the beginning of the development of the auxiliary do in 
questions and negations. We assume that the periphrastic do was induced by the 
development of modal auxiliaries (for details, see Ogura 1993). 

6. Complex Sentences 

Complex sentences range in type from multiple nuclei that are juxtaposed under 
one intonation contour but have no overt morphological or syntactic indication 
of a grammatical relationship between them, to combinations of nucleus and 
margin in which this relationship is highly compressed. We can think of a cline 
of clause combining: parataxis> hypotaxis > subordination. 

The emergence of linear adjacency of modifiers might well be the 
underpinning of hierarchical arrangement of words into phrase structures 
(Jackendoff 1999). We assume that the same mechanism operates in the clause 
combining. The juxtaposed paratactic clauses develop into higher-order 
hypotactic clauses and further subordinate clauses or, in its extreme form, 
embedding, by hierarchical arrangement. Recursion, or embedding recursion, is 
the product of a diachronic process of hierarchical arrangement of paratactic 
clauses. 

Hauser, Chomsky & Fitch (2002) submit that a distinction should be made 
between the faculty of language in the broad sense (FLB) and in the narrow 
sense (FLN). They hypothesize that FLN only includes recursion and is the 
only uniquely human component of the faculty of language. But recursion 
appears in a wide range of human behaviors, and it is shared with other human 
cognitive domains and possibly other species. 

The evolution of the relative clause is an evidence to support our claim. In 
OE there were independent sentences which assumed functions of relative 
clauses as shown in (I). I Here the shared NP is replaced with an anaphoric 
demonstrative pronoun, and the presence of a coordinating conjunction marks it 
not as a relative pronoun but as an anaphoric demonstrative pronoun. 

(I) Eac pis land wres swipe afylled mid munecan. 
Also this land was exceedingly filled with monkes 
72 pa leofodan heora Iif refter scs Benedictus regule. (1086) 

they lived their lives after St Benedict's rule 
'This land too was filled with monks living their lives after the rule of St 

Benedict.' 

I The example is from A-manuscript in C. Plummer (ed.), Two of the Saxon Chronicles Parallel, 
1892. 

2 7 represents '&' (ampersand). 
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Then the anaphoric personal or demonstrative pronoun was placed at the 
beginning of the second clause as shown in (2).3 This is the paratactic stage of 
adjunction in a relative clause. 

(2) 7 ealles ben rem de pes he on Englalande hrefde (1102/10-1) 
all seized that he in England had 

'and seized all that he had in England.' 

This paratactic adjunctive relative clause was embedded as a dependent 
clause immediately after its nominal head as shown in (3). Embedding took 
place by pulling the head noun to a position before the relative clause, because 
the moving the relative clause after the head noun inside the main sentence 
creates center-embedding. This also produced the word order change from OV 
to VO. The change started around the sixth century. Our discussions based on 
OE data can be extended to the evolution of the postnominal relative clause and 
the word order change from OV to VO in general (Ogura 2003). 

(3) 7 sceawode pet madmehus 7 pa gersuman pe his 
inspected the jewell-house the treasures which his 
freder rer gegaderode: (108(7]/167-8) 
father formerly gathered 

'and inspected the treasury and the riches which his father had accumulated.' 

The relative clause construction was originally not a grammatical entity but 
simply part of the way in which discourses are organized, coming to be 
grammaticalized as an embedded clause. Kemenade & Los (2006) discuss, 
based on the syntactic and discourse properties of the adverbs pa and ponne 
'then', that OE discourse organization was closely interwoven with syntactic 
organization. The transition of Middle English is marked by the elimination of 
the multiple topics in OE, and results in a more strictly syntactic organization of 
the clause. We assume that the evolution of the relative clause and its product, 
the VO order, brought about the change in the organization of the clause. With 
this transition, the periphrastic constructions of progressive, perfect, pluperfect 
and modal auxiliaries, definite article and periphrastic do arose due to the 
speakers' desire to be more specific and informative than was possible with the 
older forms (see sections 2.1,2.2,3.4 and 5). 

Hypotactic constructions developed from paratactic constructions include 
adverbial clauses ('when', 'because', 'conditional', and 'although'- clauses). 
PIE had coordinate conjunctions and and or, but no subordinate conjunctions. 

J The examples in (2) and (3) are from C Clark (ed.), The Peterborough Chronicle 1070-1154, 1957. 
The heads are underlined, and the relative clauses are italicized. 
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Subordinate conjunctions evolved for linking clauses into tighter amalgamations 
and had their sources in nouns, verbs, adverbs and pronouns. 

7. Word Frequency and Grammaticalization 

In OE we see a beginning of the development of progressive, perfect and 
pluperfect constructions, modal auxiliaries in the system of tense, aspect and 
modality. Verbs like habban, bean, willan, scu/an, cunnan, durran, magan, 
motan, etc. already enjoyed the auxiliary status. We find that they are highly 
frequent verbs. When the words are frequently used, they become polysemous 
and the meanings become more general and abstract (Ogura & Wang 2008). 
We assume that grammaticalization proceeds when bleaching or generalization 
in meaning occurs through frequent use of lexical verbs in the contexts in which 
they are appropriately used. Furthermore, the change implemented itself from 
high-frequency verbs to low-frequency ones used with them. 

The same process occurs in the rise of the definite article in OE. The definite 
article was derived from a demonstrative which occurred frequently, and the 
change proceeded from the high-frequency nouns to low-frequency ones used 
with it. But the situation is different in the development of periphrastic do. 
Periphrastic do was derived from high-frequency verb do. But the change 
occurred from the less frequent verbs. We assume that periphrastic do was not a 
direct manifestation of the cognitive ability, but it was induced by the 
development of modal auxiliaries. The old constructions in questions and 
negations persisted long in frequent verbs (Ogura 1993). 

8. Conclusion 

We have examined the evolution of major grammatical forms and constructions 
as linguistic manifestations of human cognitive ability, based on historical data 
from English. We have shown that the complex linguistic system has arisen as 
more and more grammaticalized forms have accumulated. Word order and case 
go back to the earliest language. Tense, aspect, modality, gender, questions, 
negations, parataxis can be traced back to PIE, and they may go back further. 
Most crucial is the emergence of embedding recursion and its product, the VO 
word order in OE. This brought about the transition from the syntactic 
organization of the clause interwoven with discourse organization to the more 
strictly syntactic organization of the clause. With this transition, the periphrastic 
constructions of progressive, perfect, pluperfect and modal auxiliaries, definite 
article and periphrastic do arose due to speakers' desire to express grammatical 
categories more specifically than was possible with the older forms. We have 
also shown the role of high-frequency words in the actuation and 
implementation of grammaticalization. 
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The last decade has been a very productive one for our knowledge of our closest 
extinct relative, Homo neanderthalensis. A wide variety of studies has focused 
on various aspects of the Neandertal skeletal record and how to read it (e.g. 
Hublin 2009; Weaver 2009), on the chemical composition of their bones and 
how that might inform us on their diet (e.g. Richards and Trinkaus 2009), on 
their geographical distribution and their archaeological record (e.g. Roebroeks 
2008) and, very importantly, on their genetic characteristics (e.g. Green et al. 
2008; Briggs et al. 2009). Genetic studies indicate that modem humans and 
Neandertals shared a common ancestor only 500,000 to 700,000 years ago, 
which is also the picture emerging from studies of their physical remains 
(Hub lin 2009). Building on the same Bauplan, two different hominin lineages 
emerged, in Africa the ancestors of modem humans, and in western Eurasia the 
Neandertals, who vanished from the record around 35,000 radiocarbon years 
ago. Integration of genetic data with the other lines of evidence promises to 
yield major breakthroughs in our understanding of the differences and 
similarities between these two groups of hom in ins in the very near future. 

With so many new data on this extinct relative, the EVOLANG 2010 
conference is a good moment to take stock of what we think we know about the 
linguistic capacities of these hominins. Language is a system for expressing 
thoughts which can incorporate anyone of several signalling systems, including 
speech, sign language and writing. But apart from the written form, none of 
these signalling systems fossilizes, and attempts to reconstruct the evolution of 
language from skeletal, genetic or archaeological "proxies" hence must build on 
a chain of (usually implicit) inferences and assumptions (Fitch 2009; Botha 
2009). While little can be said in unambiguous terms here on the basis of the 
archaeological record (Roebroeks and Verpoorte 2009), much however might be 
learned by reviewing the archaeological data that some consider pertinent for 
this issue and by analyzing how various workers have dealt with these data in 
the context of the language evolution debate. 
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Table 1 
BiQ!QgicaL bt>havioral, and roltural comparisons between the late Middle and Upper 
Paleolithic in Europea 

a References. 1 -Churchill. 2006; 2 -Sorensen and Leonard. 2001; 3 - MacDonald 
et at. in press; 4- Hockett and Haws, 2005; 5 - Kuhn and Stinet~ 2006; 6- Richards, 
2007; 7 - Roebroeks and Verpoorte. in press; 8 - Gamble and Roebroeks, 1999; 
9 ~ Verpoorte, 2000; '10 - MeUars. 2004: n -Soressi and d'Errico, 2007. 
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Apart from the archaeological record there exists more data on Neandertals that 
may have a bearing on the issue, for instance skeletal and genetic evidence, but 
these datasets do not give an unambiguous signal as to how Neandertals may 
have expressed their thoughts either. As far as the Neandertal skeletal evidence 
goes, I refer to Fitch's (2009) excellent review of fossil cues to the evolution of 
speech. In this he concludes 1) that it is a simple but unfortunate fact that the 
key issues of the vocal tract do not fossilize, 2) any possible reconstructions are 
necessarily based on indirect lines of evidence, and 3) most attempts at vocal 
tract reconstruction fail to stand up to empirical scrutiny (Fitch 2009: 132). In the 
genetic realm, the FOXP2 gene is generally thought to be important for the 
evolution of language, by helping to establish neuromuscular control of the 
organs of speech. There now is evidence (Krause et al. 2007) that Neandertals 
had the modern human mutations at FOXP2, which suggests that these 
mutations must have occurred some time before the above mentioned split 
between Neandertals and modern humans (Krause et al. 2007; Green et al. 
2008). Diller and Cann have recently suggested that the selective sweep at 
FOXP2 occurred already around 1,8 to 1,9 million years ago, i.e. early in the 
history of the genus Homo, at or near the beginning of the process of dramatic 
brain growth. 

It is on the basis of the archaeological record that many workers have come 
up with a chronology for the emergence of language. The wide field of 
EVOLANG-studies has in recent years produced a number of papers in which 
straightforward archaeological finds (e.g. engraved pieces of ochre, some 
Nassarius shells, or heated slabs of silcrete), after a treatment with a series of 
inferences, have become important building blocks for scenarios on the timing 
and location of the origin(s) of languages). Although such interpretations have 
been criticised (e.g. Botha 2008), their prominent presence in high-ranking 
journals and the sheer power of endless repetition might yield the impression 
that these archaeological contributions to the language origins debate are rock 
solid. In this paper I will suggest that this is not the case at all. 

Whilst concentrating on the Neandertal record, I will briefly review the 
archaeological proxies that are currently used in the debate on language origins, 
and conclude that many ofthe most prominent claims regarding the evolution of 
language on the basis of the archaeological record are flawed. Language in any 
sense of the word does not leave any direct traces in the fossil record prior to the 
invention of writing - not in the way that for instance hunting behaviour or tool 
use does. As suggested elsewhere (Roebroeks and Verpoorte 2009) rather than 
the archaeological record indicating the presence of language, we archaeologists 
have been using the concept of language to explain (changes in) the 
archaeological record. This has very clearly been the case with the Neandertal 
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record. The differences between the Neandertal record and the one of the Upper 
Palaeolithic modem humans in Europe are indeed striking (see Table I, from 
Roebroeks 2008). They are usually interpreted as the result of Neandertals 
lacking "fully modem language", with the archaeological record clearly showing 
the presence of more complex language patterns by the time of the Upper 
Palaeolithic of Europe - and even tens of thousands of years earlier during the 
Middle Stone Age in southern Africa (e.g. Mellars 2005). 

One problem with these cognitive explanations is that they often lead to 
tunnel vision, in which all of modem humans accomplishments in any domain 
are treated as far more complex and superior to anything the "archaics" ever 
accomplished. For instance, there exists solid and well-published data that 
European Neandertals from at least 200,000 years ago onward routinely used 
fire to synthesize from birch bark a glue for hafting stone tools to their handles. 
Chemically comparable pitches can easily be produced with modem technical 
methods, e.g. by using air-tight laboratory flasks and temperature control 
facilities. Such tars can only be produced within a small temperature interval, 
from between a minimum of 340°C to a maximum of 400°C, and in the absence 

of oxygen. How this was actually achieved by Neandertals (and later prehistoric 
modem humans) is not known yet. Brown et al. (2009) present detailed evidence 
for early modem humans at the site of Pinnacle Point in Southern Africa 
regularly employing heat treatment to increase the quality and efficiency of their 
stone tool manufacture process, 72,000 years ago. They infer that the technology 
required a novel association between fire, its heat and a structural change in 
stone with consequent flaking benefits that demanded" ... an elevated cognitive 
ability". They also suggest that as these early modem humans moved into 
Eurasia, their ability to alter and improve available raw material and increase the 
quality and efficiency of stone tool manufacture may have been a behavioral 
advantage in their encounters with the Neanderthals. However, with this 
interpretation they completely ignore that by the current state of affairs, 
Neandertals used fire as an engineering tool to synthesize birch tar tens of 
thousands of years before some modem humans at Pinnacle Point decided to put 
their stone raw material in it. 

An even more serious problem with these cognitive explanations is that they 
fail to address that "fully modem" humans created very diverse archaeological 
signatures, sometimes strongly resembling what Neandertals left behind in 
western Eurasian landscapes. The record of Tasmanian aboriginals for instance 
has many of the hallmarks of the Neandertal record (Holdaway and Cosgrove 
1997). These and other case studies «Speth 2004; Brumm and Moore 2005) 
serve to make the point that modem humans did repeatedly and over long 
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periods produce archaeological records that in many or even all domains 
resembled the ones created by Neandertals (Roebroeks and Verpoorte 2009). 

A focus on the ecology of Neandertal and modem human hunter-gatherers 
has yielded more productive straightforward alternatives for the cognitive 
explanations of the differences in the record. These explanations focus on the 
costs and benefits of various behavioural strategies and, in contrast to the 
cognition-based explanations, do account for the diversity within the record of 
modem human hunter-gatherers. By focusing on the different trade-offs hunter­
gatherers had to deal with, they reduce the cherished "proxies" for language to 
the outcome of cost-benefit analyses, and hence remain silent as far as linguistic 
capacities of early humans are concerned. 

In summary, our discipline'S attempts to bridge the wide gap between the 
dirt of the archaeological record and the abstraction that is "language" have 
produced a series of very good "stories" but have scientifically been 
unsuccessful. They are often based on a chain of inferences and assumptions 
that are seldom made explicit and are only as sturdy as their weakest link. 
Botha's (2009) "conceptual anatomy" of the inferences drawn about language 
evolution in archaeology gives a lethal overview of the basic line of reasoning in 
this domain. 

Despite of the negative outcome as far as language origins-studies are 
concerned, the field of human origins-studies as a whole has profited immensely 
from the language-centred debate: it has led to the production of an extensive 
and new database informing us on the variability within the Middle and Late 
Pleistocene archaeological record of "archaic" and modem humans and has 
opened avenues for explanation of this (and later) striking diversity. Study of the 
archaeological record has shown that simple categories (such as archaic versus 
fully modem human behaviour) that we archaeologists once used to 
productively work with (e.g. Binford 1989) are now beyond their use life. When 
originally launched, they served a good purpose as heuristic devices which 
forced us to look at the record in fresh and innovative ways, they functioned for 
some time by generating new research and new questions, but have by now 
become obsolete through the progress of our disciplines. 

That is, finally, not to say that one has to doubt the communicative skills of 
Neandertals. For instance, given their accomplishments in hunting down large 
mammals with a very simple technology, it is probable that they invested 
heavily in the reduction of search costs - and hence in their knowledge of animal 
behaviour - as well as in communication and cooperation between individual 
hunters (Buckley and Steele (2002) have suggested that this indeed may have 
been the selective context for spoken language abilities). For modem hunter­
gatherers obtaining the skills necessary to become a successful hunter takes a 
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long time and goes on into adulthood (Kaplan et al. 2000). MacDonald (2007a; 
2007b) has shown that a range of learning processes are involved in acquiring 
hunting skills; learning about animal behavior involves individual observation 
and imitation as well as limited instruction, and exposure to potentially useful 
information in linguistic forms or in hunting stories. While that is the case for 
extant hunter-gatherers, we have no information on Neandertals in this domain, 
but for their archaeologically visible success in hunting large and dangerous 
mammals. The archaeological record is simply silent on the linguistic capacities 
of hominins, prior to the advent of writing. We would do a lot better without 
"language" when developing falsifiable "stories" on the evolution of the human 
lineage. 
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The purpose of language is to encode infonnation, so that it can be communicated. Both the 
producer and the comprehender of a communication want the encoding to be simple. However, 
they have competing concerns as well. The producer desires conciseness and the comprehen­
der desires fidelity. This paper argues that the Minimum Description Length Principle (MDL) 
captures these two pressures on language. A genetic algorithm is used to evolve languages, 
that take the fonn of finite-state transducers, using MDL as a fitness metric. The languages that 
emerge are shown to have the ability to generalize beyond their initial training scope, suggesting 
that when selecting to satisfy MDL one is implicitly selecting for compositional languages. 

1. Introduction 

One of the most basic cognitive activities is the discovery of patterns in one's en­
vironment. Patterns allow us to make sense of the world and provide a foundation 
for activities as varied as vision and reasoning. However, discovering patterns is 
often only useful if we can compress those patterns into something simple enough 
to store in memory or transmit to others. One of the prime examples of this activ­
ity is language, where we are taught as children to correlate experiences with their 
compressed encoding in language. 

The compression in language occurs for two reasons, corresponding to the two 
actors involved in a communication. The first reason is that the comprehender of 
the communication doesn't want to be overwhelmed with a large communication 
that is difficult to process and learn. This first reason has been well recognized 
in language evolution research (Brighton, 2(03), where it's argued that languages 
evolve to be more easily learned. What is often neglected is that the comprehender 
has a willing partner in this drive towards simplicity. The producer wants the 
communication to be short as well, to minimize energy expenditure. This second 
reason has been recognized at least as far back as Zipf (1949), but has seen only 
passing attention in the research of language evolution, usually in the form of the 
emergence of irregularity (Batali, 1998),(Kirby, 200 I). 

The producer and the comprehender are cooperating on this goal of simplicity, 
but they have competing interests as well. The producer, in trying to minimize 
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energy expenditure, would love to compress everything to just one form. The 
comprehender, in trying to maximize interpretive accuracy, would prefer every 
meaning have a distinct form. So, both actors want a simple language but one 
favors compactness and the other fidelity. A measure of a successful evolved 
language needs to balance these two concerns. 

One solution to this problem is the Minimum Description Length Principle 
(MDL) of Rissanen (1978), which is typically used to evaluate mathematical mod­
els of data by balancing two factors: the complexity of the model and the likeli­
hood of the data to be generated if that model were true. These factors mirror the 
two concerns of the producer and the comprehender in communication. The com­
plexity of the model can be measured by size of the encoding system and the size 
of the encoded data. The likelihood of the data can be measured as the likelihood 
of correctly decoding the data. Looking at encoding this way allows us to use 
the MDL principle as a guide in assessing the success or fitness of an encoding 
system. 

Using description length as a fitness criterion means that we can evolve en­
coding systems that balance the needs of the producer with those of the compre­
hender. Then, the next question is: what kind of encoding systems succeed at this 
criterion? What sort of properties emerge over the course of the evolution? The 
question of emergent properties is at the heart of language evolution research and, 
like many authors, we are particularly interested in the property of composition­
ality. 

Compositionality is the notion that language is made up of reusable compo­
nents and rules for combining them. This powerful property gives human lan­
guage the ability to generalize knowledge to both understand and produce an infi­
nite variety of expressions. Thus the question of the nature of its emergence is of 
particular importance. One of the goals of this paper is to investigate whether com­
pression systems evolved under the constraint of minimizing description length 
develop this property of generalization. 

2. Methods 

In order to model the evolution of the compression of patterns, the research here 
uses a genetic algorithm to search over possible finite-state transducers that en­
code a given set of patterns. The patterns are strings of characters from an input 
alphabet, that must be encoded into strings of characters from an output alphabet. 

Finite-state transducers are simple machines that sequentially process input 
and for each input produce an output. These transducers make effective models 
of both encoding and decoding, because they can operate both forward and back­
ward. Forward operation encodes patterns and backward operation, accomplished 
by reversing what is input and what is output for each transition, decodes them. 
An important caveat, is that a transducer with transitions that produce no output, 
may be non-deterministic when reversed. This is because there will be transitions 
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that can be followed without processing any input, so there may be multiple paths 
that could be taken from a particular state. 

The algorithm starts with a state-minimal finite state automaton that recog­
nizes the entire set of input patterns. This automaton has a certain number of 
state transitions or edges, which in a transducer could output a character or an E 

meaning no output. The genes in the genetic algorithm are the output characters 
on these edges. Each genome is a set of output characters, one for each edge in 
the initial automaton. These genomes can be combined with the structure of the 
automaton to form a transducer that encodes the set of input patterns. The search 
space for the genetic algorithm is then the range of possible outputs for each edge. 
It is important to note that the algorithm does not make use of communication be­
tween multiple agents. So, it does not model the evolution oflanguage in the strict 
sense, but rather investigates what types of encodings emerge in the evolution that 
best satisfy the fitness criteria. 

Before the fitness of the genomes can be assessed the transducer that they pro­
duce is compressed according to a compression criterion from Brighton (2005). 
The criterion is that any two states can be combined as long as the result doesn't 
change the encoding of any of the initial patterns and the two states to be combined 
don't have conflicting output edges, e.g. two edges reading the same character but 
outputting a different character. In order to prevent loops and so that the compres­
sion can be done iteratively, the two states to be combined also have to be at the 
same depth from the initial state. 

Our model is not the only language evolution model to use finite-state trans­
ducers and minimum description length, an important inspiration for this work 
was Brighton (2005). The primary difference is that in Brighton's model the en­
codings the transducer produces are fixed. The MDL is used to guide the evolution 
of minimal transducers that produce those fixed encodings. In this model the en­
codings are not fixed, allowing for compression to evolve across a wide range of 
possible transducers simple and complex that produce a wide range of encodings. 

2.1. Formulas 

The transducer's fitness is calculated using a series of formulas that are grounded 
in the MDL principle. The fittest genomes are the ones that produce the most com­
pact transducer and encodings while retaining accuracy in decoding back into the 
initial patterns. Equation (1) shows the fitness formula, Norm is a normalization 
function that will be discussed later, DL is description length measured in bits 
and H is entropy measured in bits as well. Since a fitness metric should be max­
imized, the sum of the two normalized factors is subtracted from their maximal 
sum. 

Fitness = 2.0 - (Norm(DL(Model)) + Norm(H(DataIModel))) (1) 
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The producer's concerns are represented by Equation (2), which is composed 
of two parts, the description length of the transducer doing the encoding and the 
description length of the encodings of the input patterns. The producer would like 
to minimize both of these values. Equation (3) calculates the size ofthe transducer 
assuming each edge needs to be described, with N Edges being the number of 
edges and N States the number of states. The description length of the encodings 
is calculated according to Equation (4) which sums the length of the encodings 
and multiplies that sum by the cost of representing each output character. Each 
character in the output alphabet is assumed to occur with roughly equal frequency, 
so the cost of each character is the log2 or 19 of the size of the output alphabet. 

DL(Model) = DL(Transducer) + DL(Encodings) (2) 

DL(Transducer) = NEdges * (2 * Ig(NStates)) (3) 

DL(Encodings) = Ig(AlphabetSize) * LLengthOjEncodingpat (4) 
pat 

The comprehender desires accuracy in decoding, which in information­
theoretic terms means that we don't want to be surprised by decoding patterns into 
something other than the originals. The amount of surprise given the encodings 
is calculated using the conditional entropy calculation in Equation (5). Remem­
ber, that the comprehender is using an encoding transducer that is reversed to do 
decoding, which means that there may be non-determinism in its processing. We 
want to know how many of the potential paths through the reversed transducer 
result in correctly decoding the compressed pattern back into the original. Taking 
the /g of this fraction gives us the amount of surprise in bits. There will always be 
at least one successful decoding path because the same transducer, in its original 
form, produced that encoding, so taking that same path in the reversed transducer 
will successfully decode it. The number of bits is then multiplied by the probabil­
ity of encountering that encoding, which for the experiments in this paper is the 
same for every encoding. 

H(DataIModel) = - I>enc * 19(5uccessjuLDecodingPathsenc) (5) 
TotalPathsenc enc 

Now that we have some methods of calculating description length, we can re­
turn to the normalization function that was mentioned earlier. The two factors in 
the fitness calculation, that represent the concerns of the producer and the compre­
hender, don't necessarily have the same range of possible values. In order to keep 
them evenly balanced, they are both normalized by dividing by their maximum 
possible values. The values that would occur if no compression was done and 
accuracy was as poor as possible. The normalization results in each value ranging 
from zero to one, the closer to zero they both are the more fit the transducer is. 
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3. Results 

In keeping with the linguistic theme of the investigation, the patterns in the input 
set are composed of components combined using a rule. This provides structure 
to the set that the transducer may encode. Each pattern is of the form NVN, where 
N is a string from a set called Nouns and V is a string from a set called Verbs. 
The rule for these experiments is that each of the nouns and the verb in the pattern 
must start with the same character. 

3.1. Experiment One 

In order to visually represent the transducers, the experiment here uses a small set 
with 4 Nouns and 2 Verbs, resulting in 8 strings that the transducer must encode. 
Additionally for simplicity, the input and output alphabets for the experiments are 
of size two, meaning they are bits represented by the characters a and b, with the 
addition of € to represent null to the output alphabet. The input patterns for both 
experiments are shown in Table 1. 

Table I. Input patterns 

Experiment One 
Nouns Verbs 

aba aa 
bab bb 
abb 
baa 

Experiment Two 
Nouns Verbs 
ababa aaaa 
babab bbbb 
abbba 
baaab 
aabaa 
bbabb 

aabb 
bbaa 

Using this pattern set, the first experiment ran a genetic algorithm with 20 
genomes for 100 generations. Each generation went through a mutation in which 
5% of the edges had their outputs randomly switched. 

Figure I. Starting automaton 

The fittest transducer from that run is described here. The initial automaton 
is shown in Figure 1 and the final compressed transducer is shown in Figure 2. 
This transducer when reversed has perfect accuracy in decoding, meaning for each 
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Figure 2. Fittest transducer 

pattern in the set there there is only one path that processes the encoding for that 
pattern and that path outputs the original input pattern correctly. As the transducer 
is clearly state and edge minimal for processing the pattern set, it is very fit as 
judged by description length. The only aspect that could be improved is shorter 
encodings for the pattern set. The left chart in Figure 3 shows the progression of 
fitness over the 100 generations of this experiment. 

Fitne$s Progression 
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Figure 3. Experiment One Results 

In order to determine whether generalization has occurred as the encoding 
system has evolved, we need to look at a larger pattern set. This test set consists 
of every NVN combination totaling 32 different patterns, 4 times as many as were 
in the training set that was used to guide the evolution. The winning transducer, 
shown above, ended up having perfect accuracy in decoding its encodings of these 
32 patterns. The right chart in Figure 3 shows the progression of this test set 
accuracy. 

3.2. Experiment Two 

In order to test whether this behavior continues for larger sets, a second experiment 
with a pattern training set of 36 patterns is investigated. This experiment has 6 
Nouns and 4 Verbs, shown in Table 1, that are combined with the same rule as the 
first experiment. This experiment also had 20 genomes, but evolves them for 1000 
generations as the genomes are much larger. The transducers for this experiment 
are too large to reproduce here. 
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'The fitness progression of this experiment is shown in left chart of Figure 4. 
The test set for this experiment has 144 patterns and the plot of the generalization 
accuracy over the generations is shown in the right chart of Figure 4. This experi­
ment doesn't end up with perfect accuracy like the previous one, but does evolve 
a structure with an encoding system that is able to generalize across the majority 
of the test set. 
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Figure 4. Experiment Two Results 

As can be seen from the dips in the generalization graph, this experiment 
frequently encounters local minima where fitness is higher but generalization is 
lower. This occurs because it generally requires fewer changes to the transducer 
to improve compression than it does to improve accuracy. The normalization func­
tions are an attempt to remedy this situation by better balancing the two factors in 
the fitness function. In order to analyze the emergent properties of very fit trans­
ducers, the result shown here is one that successfully navigates these local minima 
to achieve a high level of fitness. 

4. Conclusions 

The work here shows finite-state transducers can be evolved to not only compress 
patterns, but to do it in a way that can be generalized to novel patterns. The 
MDL Principle is a powerful guide in evolving transducers that are both accurate 
and compact. This drive to compress while retaining accuracy is what encour­
ages encodings to evolve that are compositional in nature. These compositional 
encodings allow the transducer to be reduced in size and still produce decodable 
output. In tum, this emergence of compositionality gives the transducer the ability 
to generalize its encoding rules to new input patterns. 

The work builds on the idea from Brighton (2005) of using MDL as an evolu­
tionary guide to compress transducers in order to promote generalization. This 
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idea is developed to show MDL can be used to guide more than just trans­
ducer complexity but the evolution of the entire encoding system towards systems 
that display generalization behavior. Intriguingly, the results suggest description 
length may be able to be developed into a measurement of the presence of com­
postionality and/or generalization in an encoding system. Further work needs to 
be done to evaluate its relationship to the assumption of optimal generalization, 
used by Brighton (2003) and Kirby (2007), that measures how close a language is 
to a fully compositional one that distinctly represents each semantic feature. 

Human language is a model of human experience and in the evolution of lan­
guage there would be the same pressures facing it any other model would face. 
The MDL Principle formalizes these pressures and allows us to use them to sim­
ulate the emergence of properties we associate with language. Not only does it 
neatly capture these pressures but it provides an explanation for how composition­
ality emerged in language. It emerged because languages that are compositional 
better meet the pressures of conciseness and accuracy. 
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The evolution of language capabilities is closely linked to the evolution of human brain 
structures. Human brain auditory cortices are anatomically and functionally 
asymmetrical. Studies at the microscopic level have found a thinner cortex and more 
widely spaced neuronal columns in the left (dominant) hemisphere, which reasonably 
correlate with its greater ability to discriminate speech sounds. The nature of these 
differences is consistent with a "balloon model" of brain growth, which states that as the 
brain white matter grows, it stretches the overlying cortex. Thus, the amount and duration 
of brain growth is an important factor in acquiring the ability to perceive speech. Humans 
have a much longer brain maturation time than any other primates (or animals). This 
"extended maturation time" allows language capabilities to evolve in the brain over time, 
rather than requiring them to be present at birth. The extended maturation time also must 
have a genetic basis, but not one specific to language, and the HARI, G72 and FOXP2 
genes might well be examples of genes which affect cortical and white matter growth. 
Finally, if this neuronal system can learn language without depending on specific 
language genes, then what could be the origin of universal grammar? Natural human 
grammars, like object-oriented software programs, are constrained to describe our 
experiential universe - an idea mooted also by "the early Wittgenstein" and others. 
Insofar as humans mostly share the same experiential universe, our descriptions of it (our 
languages, some branches of mathematics) share many features; these common features 
can appear as a "universal grammar." 

1. The relationship between language and the human auditory cortex 

It is generally accepted that speech perception is lateralized in the human brain, 
being in the left hemisphere in most people. In the 1970's - 1980's I searched in 
the human auditory cortices of both hemispheres for a neuroanatomical correlate 
of lateralized speech perception. The spacing of cell columns is slightly wider 
on the left, and the dendrites there are oriented slightly "flatter" (Seldon, 1981 a­
b, 1982, 1985). The latter finding implies that tangential extent (width) of each 
neuronal cell column is slightly greater in the left hemisphere, thereby allowing 
a column to integrate more afferent input. The increased inter-column spacing 
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on the left was even greater than could be accounted for by the flatter dendritic 
orientations and implied that neuronal columns on the left are more disjoint in 
their sampling of afferent inputs. Years later Harasty and I found that the left 
auditory cortex is also slightly thinner than the right (Harasty et aI., 2003) - all 
these findings combined with those of Kaes (1907) to imply that white matter 
growth in and below the auditory cortices is asymmetrical (in the left versus 
right hemispheres). All this was summarized in a "balloon model" of cortical 
growth (Harasty et aI., 2003; Seldon, 2005), which seemed to explain why the 
left hemisphere (in most people) could perceive speech signals better than the 
right hemisphere. The model states that during physical development, in 
addition to the well documented synaptic plasticity there is proliferation of 
myelin in and below the cortex, and that this white matter growth stretches the 
cortex like a balloon, causing it to become thinner and its elements (neuronal 
columns) to be pushed further apart. Functional columns could subdivide into 
more numerous and finer functional units with a greater capacity to discriminate 
afferent signals - this process extends further in the dominant hemisphere. 
Further measurements of human auditory cortices are consistent with this model 
(Seldon, 2006). 
Other authors have also recently re-emphasized the importance of the white 
matter in understanding brain function. Fields (2008) has reviewed several 
studies which indicate the importance of environmental stimuli ("nurture") on 
white matter growth, and the consequent correlation between white matter 
volumes and levels of skill. He also described how the amount of activity in 
axons influences the growth of the myelin sheathes. (More activity -> more 
myelin -> better cognition.) Finally, he reviewed how defects in myelin 
formation are correlated with mental abnormalities (cf. also Seldon, 2007). 

2. Hypothesis: Cortical and white matter growth and duration of 
growth are critical to language perception 

Thus, neocortex and myelin growth and maturation seem to be important factors 
in the ability to perceive speech. So we have the hypothesis that the amount and 
duration of growth during exposure to speech are critical factors and that a 
longer duration allows the cortical neurons more time to learn to distinguish 
more speech sounds and combinations. Hemispheric asymmetry of growth 
might appear to be a factor, but such asymmetry is characteristic of many 
functions in mammals, birds and fish, and thus is not unique to either humans or 
language. 
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The size of the human brain regions associated with speech and language - the 
temporal and frontal lobes - distinguishes us from all of our living relatives. If 
the amount of white matter growth is important to linguistic abilities, then one 
should also consider the hypotheses of Gibson (1991) and Horrobin (2001). 
They proposed that the Homo sapiens speciation (about 130,000 years ago) was 
linked with a dramatic improvement in the metabolism of fatty acids, in 
particular of DHA and EPA, which led to a massive increase in the production 
of cell membranes in brain neurons and thus in the size and functional capacity 
of the brain. Disturbances in these metabolic pathways can lead to (less 
membrane production and) schizophrenia or "madness." This hypothesis does 
imply a link between brain size and functional capacity. However, total brain 
volume does not significantly differentiate Homo sapiens sapiens from other 
ancestors and relatives such as Homo erectus and Neanderthals, who have not 
left any record of significant grammatical language (Bickerton, 1996, p. 47). [If 
Neanderthals had mastered language, then it could not be considered uniquely 
human.] Therefore, size alone cannot account for grammatical abilities. 
The new emphasis on development duration is supported by the observation that 
humans take much longer to mature than do other primates or animals (cf. 
review by Gopnik, 2009) or than did Neanderthals (cf. e.g. Ramirez Rozzi & 
Bermudez de Castro, 2004). However, accepting time, a continuous variable, as 
a determinant of linguistic capacities implies that the spectrum of such 
capacities could also be more continuous; human language might appear as a 
discrete step in capacity only because of the great differences in maturation 
times (together with the differences in cortical size etc.). Kenneally (2009) has 
reviewed recent studies which show that apes and other animals are capable of 
much more sophisticated communications than we have previously thought; the 
implication is that the gap in communicative ability is not so great as we have 
assumed. The chimpanzee Kanzi's unusual mastery of speech perception is a 
prime example supporting the development time hypothesis. His cortex, 
anatomically not different from other chimpanzees', was exposed to "language" 
during its entire growth period. Reports on so-called "wild children" suggest that 
without the long exposure period they do not master the whole complexity of 
language. 
Other recent studies also emphasize the role of "extended immaturity" or 
"extended childhood" in the development of human features such as the ability 
to focus and to plan (Gopnik, 2009). She relates how altricial bird species such 
as crows have a longer immaturity and considerably greater learning capacity 
than precocial species such as chickens. She also explains how children can use 
their extended maturation period to "update ... their hypotheses about the world" 
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- this would include updating their language skills to match their experience. A 
related finding is that about 30,000 years ago Homo sapiens started living longer 
(Caspari & Lee, 2004); this might have been related to a longer maturation time. 
There is a corollary which says that the longer duration of growth can lead to 
more (distinct) individual final outcomes in keeping with probability theory 
(Seldon, 2007). (The more often you roll dice, the greater the number of 
different possible combinations of faces.) Final outcomes significantly different 
from the average may cause the affected individuals to have different 
"perceptions" than usual and/or to be labeled as mentally different, e.g. 
schizophrenic or genius (cf. also section 1). There is a high incidence of 
schizophrenia around the age of completion of cortical maturation. 

3. Genetic basis of cortical and white matter maturation compared to 
genetic basis of language capabilities 

The roles of size and maturation time suggest that in the search for a genetic 
basis of language, those genes which affect brain maturation or its end should 
also be considered, in addition to those implied by Horrobin (2001). It would 
also be interesting to study brain maturation and speech perception in cases of 
progeria or Werner's Syndrome. One very interesting genetic sequence, HARI 
(Human Accelerated Region 1), has been described by Pollard (2009). It affects 
cortical maturation and displays 18 base pair changes relative to the equivalent 
chimpanzee sequence. Another interesting gene has been described by 
Chumakov et al. (2002); G72 is implicated in cases of schizophrenia; it 
indirectly affects the NMDA receptor, which in tum has been implicated in 
myelin (white matter) metabolism. Fields (2008) mentions others which are 
known to affect myelin growth and behavioral performance. 
FOXP2 is a much-studied regulatory gene which has been linked to language 
capabilities. The human and chimpanzee protein products differ in 2 amino 
acids. Konopka et al. (2009) have shown different regulatory effects of the two 
forms in cell lines, but the targets of the regulation are a large suite of genes 
implicated in basic cell processes (and thus in development and neuronal 
plasticity (Fisher and Scharff, 2009». FOXP2 and several of its targets are 
especially apparent in the perisylvian (speech perception) cortex, but also in the 
cerebellum of fetal brains. However, it may have had the same form in 
Neanderthals as in Homo sapiens (Krause et aI., 2007), which would contrast 
with the lack of other evidence of language among the Neanderthals. 
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4. Universal grammar could arise from specific human "language 
genes" or could be learned by less specific neocortical structures 

This brings us to the question of whether there is a genetically based "innate 
grammar" and whether that defines the species Homo sapiens sapiens. Human 
language capabilities could be presumed due to the evolution of a "language 
organ" - of specific genes with an instantaneous effect - or to the evolution of a 
neuronal system with enhanced learning duration and capacity. Analogous to 
genetic evolution over a long period of time, a human neocortex with adequate 
maturation time can differentiate and refine its functional units to lead to 
specific, well adapted skills, including language. As described above, up to now 
there is little genetic evidence for a specific genetic "innate grammar," but there 
is mounting evidence for uniquely human genes affecting cortical and myelin 
development. 
Assuming that the difference between humans and other primates is based on 
sequences such as HARI and FOXP2, then the multiple genetic changes must 
have accumulated over time. It is then more of an academic question whether 
one of the sequence of changes was "the defining speciation event." 

5. Hypothesis: The source of universal grammar could be 
"compatibility with the experiential universe" instead of genes 

The postulated genetic basis of language suggests an origin for language and 
grammar, whereas the brain size and maturation time described above suggests a 
mechanism for acquiring language and grammar. The "complexity of language" 
and "paucity of stimuli" arguments have been proposed to support the 
assumption of genetically determined grammar; the argument developed above 
leaves open the question of a source of universal grammar. This is where 
"object-oriented" programming (OOP) enters into the discussion. OOP is based 
on the description of "objects," their actions and relations - as are all natural 
human languages and even "animal communications." The objects (nouns), their 
descriptors (adjectives) and their relations (verbs, adverbs, prepositions) all 
derive from the experiential universe, i.e. the one we (and animals) perceive. 
The majority of afferent inputs to the brain speech or language perception areas 
come from our sensory organs and thus are ultimately derived from the universe 
we sense. Indeed, the purpose of communications in the animal world has been 
to describe the experiential universe. 
This view has already been mooted by others, although perhaps not so explicitly. 
Wittgenstein's early views were that language was related to logic, and logic 
reflected "the a priori order of the world" (1953, §97); therefore, the structure of 
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language derived from the worldly order. Although he later discounted the 
referential nature of language, viewing it only as a game with mutually agreed 
words and rules, still all of his examples could be mutually accepted only 
because they referred to mutual experiences. [Inner feelings cannot be mutually 
experienced.] Universal grammar would arise from "The tendency to look for 
something in common to all the entities which we commonly subsume under a 
general term" (Wittgenstein, 1958); it is the structural framework shared by all 
human grammars. 
B.F. Skinner's behavioral model linked language with the perceived universe 
through stimuli and reinforcement, but his interpretation of these concepts was 
rather narrow. Although Chomsky (1959) originally rejected that model, his own 
more recent "minimalist program" emphasizes constraints imposed on language 
from external sources. "Economy of grammar ... investigates the possibility that 
human language design meets the Bare Output Conditions imposed on it from 
those systems with which it interfaces" (Cook & Newson, 2007, p. 249). Those 
conditions are restrictions imposed on "the language faculty" by systems such as 
our sense organs, which in tum derive their information from the experiential 
universe. 
Deutscher (2005) wrote "from a very simple starting point and with modest raw 
materials, it is possible, in principle, to understand how the full complexity of 
language could have arisen. All that is needed are five main ingredients: 
(i) A human brain (capable of learning a language, drawing analogies, thinking 
in terms of metaphor, and so on). (ii) Human beings who wish to communicate 
with each other for essentially the same purposes as those that motivate us 
today. (iii) Words for some simple physical objects and simple actions. (iv) A 
few natural principles of ordering, which stem from somewhere very deep in our 
cognition. (v) A bit of time." (Deutscher, 2005, p. 259) 
Point (iii) refers to the "object orientation" of language; to point (iv), the 
ordering stems from our experiential universe; to point (v), Deutscher meant the 
time for generations of humans to develop a language, but it could also mean the 
maturation time within which our brains learn the words and the order. 
Even the Amazonian Piraha language described by Everett (2008) is clearly 
linked to the experiential universe of its speakers. 
About music, which is perceived by mostly the same brain regions as speech, 
Schwartz et al. (2003) wrote "Music, like the visual arts, is rooted in our 
experience of the natural world." They found that the acoustic frequencies in 
music parallel those in speech, i.e. those often found in our experiential world. 
Thus, we are in a position to replace the strong nativist assumption of "an innate 
grammar" with a weaker and more general assumption that "all grammars which 
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are consistent with the experiential universe are allowed." Because all grammars 
are constrained to be consistent with mostly the same universe, they all share 
many features which can be collectively called "a universal grammar." Until 
now all natural human grammars have been consistent with the experiential 
universe, as has Chomskyian universal grammar. 
Thus, as the assumption of a biologically based innate grammar is unnecessary, 
so also it is unnecessary to make the strong assumption that there was one "first 
language" or "ur-Ianguage." It is allowable to assume that languages may have 
arisen in different places at different times. Due to the consistency constraints 
mentioned above, they would all of necessity still share many features. 
In conclusion, the source of universal grammar has existed for a long time in the 
experiential universe. The mechanism for mastering the complexity of language 
has evolved in the neocortex via its synaptic plasticity and the proliferation of 
myelin, which over time help define ever more and finer functional neuronal 
units. The origin of this mechanism should be sought, among many places, in 
genes which affect neocortical growth and maturation time. 
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Segmentation and combination is a fundamental and ubiquitous feature of modern human 
languages. Here we explore its development in newly emergent language systems. 
Previous work has shown that manner and path are segmented and sequenced in the early 
stages of Nicaraguan Sign Language (NSL) but, interestingly, not in the gestures 
produced by Spanish speakers in the same community; gesturers conflate manner and 
path into a single unit. To explore the missing step between gesturers' conflated 
expressions and signers' sequenced expressions. we examined the gestures of 
homesigners: deaf children not exposed to a sign language who develop their own gesture 
systems to communicate with hearing family members. Seven Turkish child homesigners 
were asked to describe animated motion events. Homesigners resembled Spanish­
speaking gesturers in that they often produced conflated manner+path gestures. However, 
the homesigners produced these conflated gestures along with a segmented manner or 
path gesture and, in this sense. also resembled NSL signers. A reanalysis of the original 
Nicaraguan data uncovered this same transitional form. primarily in the earliest form of 
NSL. These findings point to an intermediate stage that may bridge the transition from 
conflated forms that have no segmentation to sequenced forms that are fully segmented. 

1. Introduction 

Information can, in principle, be organized in many ways, but certain patterns 
recur in language after language. One apparently universal organizing principle 
is the segmentation and sequencing of basic, categorical elements (Hockett, 
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1960, 1987). Where does this practice come from? Segmentation and 
sequencing is not the only way to bundle information - indeed, we use other 
ways of structuring information every day. For example, representations such as 
maps, paintings, and acted-out imitations of behaviors are structured highly 
iconically, that is, they derive their organization wholly from their referents. 
Patterns in such representations correspond, part-for-part, to patterns in the thing 
represented. Half of a city map represents half of the city, and the initial 
moment of acting out a behavior represents the initial moment of the behavior. 
In contrast, the sequenced patterns of language are not imitating the world it 
represents. There is no part of New York City that corresponds to the word 
"York." 

In a series of studies, we have been tracing the steps that underlie the 
transformation from non-language to language. How does a system progress 
from unanalyzed, holistic representations to discrete, sequenced elements? The 
approach of much recent computational and experimental work has been to 
simulate the emergence of such features in a language (e.g., Christiansen & 
Kirby, 2003). This approach provides fruitful springboards for speculation about 
language evolution, but must be complemented by data from actual communities 
where new language systems have emerged de novo. Two types of such 
naturally emergent systems appear promising. These include homesigns, the 
gestural communication systems that develop in individual households that 
include a deaf member (Coppola & Newport, 2005; Goldin-Meadow, 2003) and 
emergent sign languages, which develop when such gestural systems are 
transmitted between individuals within a generation and across different 
generations (e.g., Nicaraguan Sign Language, Senghas et aI, 2004; AI Sayyid 
Bedouin Sign Language, Sandler et aI., 2005). These naturally developing 
systems provide unprecedented opportunities to track empirically the steps of 
human language emergence. 

We begin by considering data from Nicaraguan Sign Language (NSL). In 
the late 1970s and early 1980s, rapidly expanding programs in special education 
brought together deaf children and adolescents in greater numbers than ever 
before (Kegl & Iwata, 1989; A. Senghas, 1995). Before that time, societal 
attitudes kept most deaf individuals at home, and the few schools and clinics 
available served small numbers of deaf youths for short periods, without 
continuing contact outside school hours (Polich, 1998; RJ. Senghas, 1997). 
Consequently, deaf Nicaraguan children had minimal contact with each other, 
and no contact with deaf individuals older than themselves. In this context, no 
sign language emerged, evidenced by the lack of language in today's adults over 
the age of 45. 
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Deaf enrollment in the new programs initially comprised approximately 50 
students in 1977, growing to over 200 by 1981, and increasing throughout the 
1980s (Polich, 2005). Although language instruction concentrated on teaching 
students to lip-read and to speak Spanish (with minimal success), the children 
spontaneously began to use gestures to communicate with each other. As they 
interacted socially on school buses, in the schoolyard, and later in their homes, 
students converged on a common vocabulary of signs and characteristic ways to 
express them - and a new language was born. The language has continued to 
develop and change as new waves of children enter the community each year 
and learn to sign from older peers. Today there are approximately 1000 signers 
of Nicaraguan Sign Language (NSL), ranging from 1 to 45 years of age. 

This is not an unusual history for a sign language. Other languages have 

originated in a school context, and been passed from student to student ever 

since. What is special about the Nicaraguan case is that it has occurred recently 
enough that the originators of the language are still alive. Taken together with 
the generation that followed them, they provide a living historical record of a 

language as it develops through its earliest stages. For experimental purposes, it 
has been convenient to divide the community into age cohorts based on the year 
of arrival in the signing community. The first cohort includes those who arrived 
in the late-1970s and early-1980s; the second, those who arrived in the mid- to 
late-1980s; and the third, those who arrived since 1990. We can take advantage 
of this sequence of cohorts to explore the nature of the processes that shaped the 
language as it was passed from one cohort to the next. 

2. Motion Event Expressions in an Emerging Sign Language 

The description of motion events - such as the way a linguistic expression 
describes the event of an object rolling down an incline - offers a promising 
domain for detecting the segmentation and sequencing of basic elements. 

Perceptually, rolling is experienced as a holistic, unsegmented event that 
simultaneously includes rotation and linear displacement. However cross­
linguistic work has shown that languages typically separate expressions of 

complex motion into elements that encode the manner and the path of motion, 
and combine these elements according to the rules of the particular language 
(Talmy, 1985). For example, English produces one word to express manner 
(rolling) and another to express path (down), and assembles them into the 
sequence rolling down. In an initial study (Senghas, Kita, & Ozyiirek, 2004), we 
examined whether NSL, over the course of its early development, represented 
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motion in a holistic, iconic manner faithful to the physical motion, or with the 
discreteness and combinatorial structure typical of developed languages. 

We asked ten signers from each of the three cohorts to describe a coHection 
of motion events, such as a cat climbing up a drainpipe, or rolling down a hilL 
We also asked ten hearing Nicaraguans to describe the same events in Spanish, 
and observed their co-speech gestures. Each participant watched an animated 

video cartoon that included these events, and narrated its story to a peer. Deaf 
subjects signed their narratives. Hearing subjects spoke Spanish, and only their 
co-speech gestures were analyzed. The narratives were videotaped, and the 
expressions that described the motion events were analyzed with respect to how 
the different aspects of the motion were integrated. Specifically, we determined 
whether infonnatiol1 about manner and path was (A) a conflated, simultaneous 
expression, with a single hand movement, or (B) a sequence of manner-only and 
path-only elements. Examples of these two types of expression are shown in 
Figure 1. Note t.~at a single response could include both types. 

Figur!! 1. Examples of motion event expressionsliQm 
participants' narratives. (A) Manner and path expressed 
simultaneously. In this example a Spanish-speaker describes 
II eharacter rolling down a hill with a bowlmg ball in his 
belly; the gesture sho",'11 naturally accompanies his speech. 
Here manner (wiggling) and path (trajectory to the speaker's 
right) are expressed together in a single holistic movement. 
(.8) Manner and path expressed sequentially. In this cxal'nple 
a third-cohort signer describes the same rolling event ill NSL 
Here manner (circling) and path (trajectory \0 the signer's 
right) are expressed in 1:\\10 separate signs, assembled into II 

sequence (from Senghas, Kim, & Ozyurek, 2004). 

We fimnd that Spanish-speakers always. and first-cohort signers often, 
produced manner and path together as a single holistic, conflated movement. In 
this way, their expressions matched the structure of events in the world. 
Second- and third-cohort signers preferred instead to separate events into 
sequences of pure, elemental manner-only and path-only signs (see Figure 2). 
These new expressions already include the segmentation and sequencing 
characteristic of language. 
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Figu:re 1. IA) The propol1ion of expressions with manner and path in which they are contlated 
within a single gesture or sign. Bars indicale mean proportions for individuals in each of the four 
groups; error bars indicate SE. All of the co-speech gestures and mosl of the first-cohort signers' 
expressions oonflated manncr and path. Second- and third-cohort signers produce relatively fewer 
expressions of this Iype. (B) The proportion of expressions with manner and path in which they are 
produced sequentially as manner-only and path-only elements. Such sequences are never observed in 
the co··speech gestures. First-cohort signers sometimes produce them; second- Ilnd third-cohort 
signers include them in most oft.heir expressions (from Senghas, Kita, & Ozy(lrek, 20(4). 

3. Tbe Missing Step: Homesign 

We have found what appears to be an abrupt transltlOn from the holistic 

manner+path conflation produced by the Spanish speakers to the segmented 
manner--path sequence produced by the second- and thjrd~cohort Nicaraguan 
signers. TIiere is, however, a missing step. It is likely that prior to coming 

together for the first time in 1977, the Nicaraguan deaf children had been using 

gestures to communicate with the hearing people in their households - that is, 
that they were homesigner.s. Homesigners are deaf individuals whose hearing 
losses have prevented them from acquiring spoken language and who have not 
been exposed to sign language. Despite the absence of a model for language, 

homesigners use gesture to communicate and, importantly, their gestures display 
many of the properties found in natural language (Goldin-Meadow, 2003). 

Perhaps the homesigners who initially came together in Nicaragua had already 
begun the process of segmentation that has come to characterize NSL. 

To explore this possibility, we studied seven homesigners in Turkey, 

ranging in age from 3;2 to 5;6 (years;months), who had learned neither a spoken 
nor a signed language. The homesigners were shown short animated video--clips 

of motion events highlighting manner and path (Ozyilrek et al. 2008) and were 
asked to describe what happened in each clip. During the narration, the children 
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were given a picture of the initial scene of each event so that, if necessary, they 
could use pointing gestures to refer to the characters in the event. Children were 
videotaped at home every 1-3 months. The descriptions for this study came from 
six sessions for each child conducted over the course of a year. AlJ of the 
children were congenitally deaf, with bilateral hearing losses (70-90 dB) and no 
other reported cognitive or physical abilities. The children's hearing parents had 
chosen to educate them using oral (i.e., non-signing) methods. At the time of our 
study, the children had received minimal or no speech therapy and, although 
they were able to produce an occasional Turkish word, did not combine words 
into sentences. In addition, none had been exposed to conventional sign 
language or had contact with another deaf child or adult. 

We coded all of the gestures that the children used to convey motion 
information, and classified each gesture into one of three types: (i) manner 
gestures, e.g., the hand rotates in place; (ii) path gestures, e.g., the hand moves 
across space in a straight path; (iii) manner + path gestures, e.g., the hand rotates 
while moving across space in a straight path). (In many cases, the children 
enacted the manner or path of motion, or traced it on the picture that they were 
given; such responses were also coded as manner and/or path gestures.) Using 
criteria developed by Goldin-Meadow and Mylander (1984), we divided the 
gestures into sentence strings, and classified each sentence that contained 
information about both manner and path into one of three types: (i) Conflated 
only (containing only manner+path gestures); (ii) Sequenced only (containing 
both manner and path gestures and no conflated gestures; (iii) Mixed (containing 
a conflated gesture plus a manner and/or path gesture). 

We found that almost half (49%, SD=18%) of the Turkish homesigners' 
expressions contained Conflated gestures alone, and relatively few (14%, 
SD=19%) contained Sequenced gestures alone. In this sense, the homesigners' 
pattern resembled the pattern found in the first cohort of Nicaraguan signers (cf. 
Figure 2). However, a sizeable percentage (34%, SD=15%) of the Turkish 
homesigners' gesture sentences were of the third type - a conflated gesture 
combined with one or more of its components. Thus, the homesigners appear to 
be in a transitional period with respect to segmentation - they were able to 
segment an action component out of the conflated motion, but they continued to 
produce the conflated form along with the segmented form (see Figure 3A). 
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figure 3. Examples of Mixed gesture sentences. (A) A Turkish homesigner describes the jumping­
up movement of a triangle figure. She first produces a gesture for the jumping manner, followed by a 
gesture conflating the jumping manner and the upward path; (B) A first-cohort NSL signer describes 
a character rolling dov.n a hill ,vith a howling hall in his belly. He first produces a body gesture for 
the side-to-side waddling manner, tblJowed by a gesture conflating both the waddling manner and 
the fOf\.."ard path. 

If the gestures that the Turkish homesigners produce - their Mixed gesture 
expressions, in particular - reflect an early stage in the emergence of a language 
system, then we might expect to find Mixed expressions also in the first users of 
Nicaraguan Sign Language - that is, in first-cohort signers. To test this 
possibility, we reanalyzed the Nicaraguan data reported in Senghas et al. (2004), 

this time classifYing the gesturers' and signers' expressions into the same three 
types - Conflated, Mixed, and Sequenced. The results are presented in Figure 4. 
The hearing Spanish-speakers relied predominantly on Conflated gestures to 
convey manner and path information. In contrast, the second~ and third~cohort 

Nicaraguan signers relied predominantly on Sequenced gestures to convey 
manner and path information. The interesting group is the first cohort, who, as 
predicted, appears to be in a transitional state between the gesturers on one hand, 
and the more advanced signers on the other. The first cohort's preferred way of 
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conveying manner and path information was to produce Mixed gesture 
expressions, that is, sentences containing a conflated manner + path gesture 
along with a segmented manner or path gesture (see Figure 3B). 

Figure 4. The pwponion of expressions produced by the hearing Spanish speakers and the three 
cohorts of Nicaraguan signers, classified according to the segmentation of the manner and path 
componenis: Cont1ated (no segmentation), Mixed (partial segmentation), Sequenced (full 
segmentation). Error bars indicate SE. 

4. Conclusion 

By studying natural, present-day, emergent language systems, we have captured 
the earli,';!st stages in the development of a fundamental property of human 

language: segmentation and sequencing. Learners presented with holistic, 

conflated gestures do not faithfully reproduce the gestures they see. Instead, 
they segment those holistic gestures into components and produce the 
components in a single gesture string. The roots of this process can be found 
even in a single-member communication system, that is, even in homesign. 
However, two types of transmission patterns are needed for the system to 

continue to develop and converge on a more mature, language-like form. 1be 
first is horizontal transmission across peers within a single generation. The 
effect of this process is evident in the differences seen between homesigners and 
first-generation NSL signers. Although the studies are not directly comparable, 
first-cohort signers seem to segment more than homesigners. The second type is 
vertical transmission from one generation to the next as new learners enter the 
community. The effect of this process is evident in the differences seen across 
the three cohorts of NSL signers. Here we see more and more segmentation in 
the later cohorts, with a sharp decrease in conflated forms. 
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It may be relevant that all of the learners in these studies were children, 
who, in the case ofNSL, converged on a system with peers as children, and then 
passed the system on as adolescents and adults to new children. Evidently child 
learners have a natural inclination to analyze a linguistic signal as discrete and 
combinatorial, even if it is originally continuous and holistic. It is as if children 
see structure where there is none. 

A segmented and sequenced format may not have evolved in the first 
language as quickly as it has in these modern emerging sign systems. We 
speculate that learners and languages have co-evolved to favor an analytical, 
combinatorial pattern. Once languages began to take on this form, children with 
a bias to analyze and segment would have a learning advantage, and these 
learning mechanisms would be favored over time. Once the bias was in place, 
any new languages to emerge would quickly take on a segmented, combinatorial 
structure, making it a universal linguistic feature. Today, when these learning 
mechanisms apply, segmented structures will dominate after a few short 
generations of transmission. 
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In this study, we tested the circumstances under which cultural evolution might lead to regular­
isation, even in the absence of an explicit learning bottleneck. We used an artificial language 
experiment to evaluate the degree of structure preservation and the extent of a bias for regular­
isation during learning, using languages which differed both in their initial levels of regularity 
and their frequency distributions. The differential reproduction of regular and irregular linguis­
tic items, which may signal the existence of a systematicity bias, is apparent only in languages 
with skewed distributions: in uniformly distributed languages, reproduction fidelity is high in 
all cases. Regularisation does happen despite the lack of an explicit bottleneck, and is most 
significant in infrequent items from an otherwise highly regular language. 

1. Introduction 

One of the most striking features of Janguage is its extensive use of convention­
alised systematicity in representing and conveying meaning. Signal-meaning sys­
tematicity can be found at many levels of linguistic analysis, from simple mor­
phological paradigms to complex syntactic and discourse constructions. The ac­
tual signal-meaning mappings in a particular language depend, as in any adaptive 
system, on the language's initial conditions (Gell-Mann, 1994), and the charac­
teristics of its usage history, such as regularities which may have appeared by 
chance (Wray, 2002), the order in which items are learnt (Foss, 1968; Schyns & 
Rodet, 1997), or the way in which language use is negotiated (Galantucci, 2005). 
Researchers have proposed several different sources for linguistic systematicity, 
including cognitive biases (Pinker, 1999), the nature of the social and commu­
nicative context in which language is used (Wray & Grace, 2007), the frequency 
of the input (Bybee & Hopper, 2001), or a transmission bottleneck (Kirby, 2001). 

A number of models, both computational (Brighton, Smith, & Kirby, 2005) 
and experimental (Kirby, Cornish, & Smith, 2008), have shown how a bottle­
neck on the transmission of linguistic items leads to the emergence of regularity 
and compositionality. It has, furthermore, been proposed as the mechanism which 
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may have led to the emergence of compositional language from a holistic protolan­
guage (Kirby, 2(02). It is not clear, however, that an explicit bottleneck is indeed a 
necessary and sufficient condition for regularity to arise, and so we present a study 
exploring the effects of frequency on the development of regularity in linguistic 
structure in the absence of an explicit transmission bottleneck. 

We use an artificial language experiment with multiple languages which differ 
in the degree of regularity in their signal-meaning correspondences. Although ar­
tificiallanguage systems have a long pedigree in psycholinguistic research, dating 
back to Esper (1925) and Wolfle (1933), it is only in recent years that they have 
begun to be used to investigate the adaptation and evolution of linguistic struc­
ture (Kirby et aI., 2008; Beqa, Kirby, & Hurford, 2008; Tamariz & Smith, 2(08). 
This study differs from existing artificial language experiments in that it studies 
the regularisation of internal linguistic structure, rather than the regularisation of 
inconsistent, unpredictable input (Hudson Kam & Newport, 2005; Wonnacott & 
Newport, 2005). We explicitly investigate the impact of the degree of regularity in 
the initial language (see also Tamariz & Smith, 2008) and the effects of different 
frequency distributions on language reproduction and regularisation, rather than 
using only languages with a uniform frequency distribution. 

We focus on an exploration of how the regularity of a language and the fre­
quency distribution of its items affect: (i) the fidelity with which the original form­
meaning associations are reproduced; (ii) and the regularisation of irregular items. 
We predicted that languages would be reproduced better as their overall regularity 
increased; that within each language, regular items would be reproduced better 
than irregulars, and frequent items would be reproduced better than infrequents; 
and that if regularisation occurred, it would be most likely in infrequent items. 

2. Method 

Participants 44 monolingual English native speakers took part in the experiment, 
with four being excluded from the analysis (three due to software failure and one 
who failed to comply with the requirements of the study); each was paid £4. 

Materials Participants were asked to learn pairings of pictures depicting famil­
iar activities and nonsense words. Twelve different activities were chosen, using 
pictures designed to be culturally and linguistically neutral, and used by foreign 
language instructors; these pictures were then modified (by adding hair, cloth­
ing etc.) to produce two different versions: male and femalea. Nonsense words 
were created according to English phonotactics, all containing three syllables (a 
bisyllabic root and a monosyllabic suffix); each language contained equal num-

aOriginal pictures are freely available at http://tell.fll.purdue.edu/JapanProj/ 
/FLClipart/; modified stimuli used in the experiment at http://www.ling.ed.ac.uk/ 
-andrew/systematicity/gender_activity_stimuli.html. 
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bers of roots and suffixes with a variety of syllable structures (roots: vev, veev, 
evev, eveev, eevev, eeveev; suffixes: ev; evC). The experiment was 
developed using Psyscope X and run on laptops with Mac OS X. 

Design Five types of experimental language were created, all sharing the same 24 
meanings (12 activities x 2 genders), but having different words associated with 
these meanings. Two languages were created for each language type, differing in 
the forms of the roots and suffixes, but structurally identical. The language types 
differed in their level of regularity, or the degree to which there is a systematic 
correspondence between forms and their meanings. We measured regularity in 
signal-meaning correspondences along two dimensions: a root corresponding to 
the activity (e.g. swimming, drinking); and a suffix corresponding to the natural 
gender of the agent of the activity (male, female): 

0% regular: The words for all twelve activities were compiled from 24 roots 
and 24 suffixesb . This language type is effectively fully holistic, with an 
independent phonological form for each meaning. 

33% regular: Four activities had regular mappings (i.e. four roots and two suf­
fixes for the eight meanings), while the other eight activities were compiled 
from 16 roots and 16 suffixes. 

50% regular: Six activities had regular mappings , the other six were compiled 
from 12 roots and 12 suffixes. 

67 % regular: Eight activities had regular mappings, the other four were com­
piled from 8 roots and 8 suffixes. 

100% regular: All twelve activities had regular mappings (i.e. twelve roots and 
two suffixes). This language type is fully compositional. 

Each language was presented in two different distributions: with either a uni­
form distribution (all items were seen equally frequently) or a skewed distribution 
(half the items were seen nine times more frequently than the other half). 

Procedure Participants were explicitly told that they would see pictures on the 
computer screen, with descriptions, and that they would subsequently be asked to 
remember which description went with which picture. Participants were seated in 
front of a computer screen in a quiet room on the university premises. Training 
consisted of exposure to the whole language via 240 exposures: at each exposure, 
the picture was presented first, followed 500ms later by a description below it (see 

bDetails of the fonns in all the languages can be found at http://www.ling.ed.ac . uk / 
-andrew/systematicity/exptl_languages.html . 
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Fig. 1). In testing, individual pictures appeared on the screen, and participants 
were asked to type descriptions as they remembered. After testing, they completed 
a questionnaire and were debriefed on the aims of the experiment. Training and 
testing occurred over one self-paced session, which lasted on average 25 minutes. 

moptigul tizhetha 

Figure I. Examples of two separate training exposures: each contains a picture of an activity paired 
with a nonsense word. Meanings are differentiated by the gender of the activity's agent. Words consist 
of a bisyllabic root (here: mopti·, tizhe·) and a monosyllabic suffix (here: .gul, ·tha). 

3. Results 

3.1. Reproduction Fidelity 

Figure 2 shows the reproduction fidelity of suffixes by initial language regu­
larity. We ran a series of ANOVAs with regularity and frequency distribu­
tion of language as the independent variables, and found a significant effect of 
both variables on the reproduction fidelity of suffixes (frequency distribution: 
F(1,38) = 4.63, p = .04; regularity: F(4,35) = 2.86, p = .04), but a significant 
effect only of frequency distribution on the reproduction of roots (frequency dis­
tribution: F(1,38) = 1O.29,p < .01; regularity: F(4,35) = 0.50,p = .74). Overall, 
suffixes are significantly better reproduced as the regularity of the language in­
creases, and in uniformly distributed languages rather than in skewed languages. 
Roots are reproduced better in uniformly distributed languages, but equally well 
in languages with different levels of regularity. This latter finding is likely to be 
due to the nature of regularity in these artificial languages: if there is any regular­
ity in the languages it tends to concern suffixes rather than roots, because a regular 
root occurs across only two lexical items, whereas a regular suffix can occur with 
up to 12 different roots. 

Considering the frequency distributions separately, we found no significant ef­
fects on the reproduction fidelity of different forms in uniform languages: regular 
and irregular suffixes were reproduced equally well (F(1,30) = 1.13,p = .30), 
as were regular and irregular roots (F(1,30) = 0.14,p = .71). Regular forms 
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Figure 2. Mean reproduction fidelity of suffixes, by frequency disuibution and language regularity. 

were reproduced equally well across the four language typesC (suffixes: F(3 ,12) = 
0.64,p = .61; roots: FC3 ,12) = 1.05 ,p = .41), as were irregular forms (suffixes: 
F(3 ,12) = 0.35,p = .79; roots: F C3 ,12) = 0.33 ,p = .80). 

In skewed languages, however. regular suffixes were reproduced significantly 
better than irregular ones (F(1,62) = 10.12, P < .001), and frequent suffixes were 
reproduced significantly better than infrequent ones (FC1 ,62) = 19.33,p < .001). 
There is an additional interaction between item regularity and item frequency: 
the reproduction fidelity of infrequent irregulars is even lower than would be ex­
pected by combining the individual effects of regularity and frequency (F(l,60) = 
4.53. P = .04). The same is not true, however, for roots: although frequent roots 
are reproduced better than infrequent roots (FC1 ,62) = 35.86,]) < .001), regular 
and irregular roots are reproduced equally well (F(1 ,62) = 0.45 ,p = .51). 

3.2. RegularisatiOll 

In the cases in which reproduction is not faithful (such as the irregular infrequent 
items in the skewed languages), therefore, can we discern any trends towards reg-

eThere are only four language types in these analyses because the 0% languages have no regular 
fonm; likewise, 100% languages have no irregulars. 
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ularisation which might be regarded as a systematicity bias? Is there a tendency 
for participants to regularise forms which were originally irregular. and if so, what 
role do language regularity and frequency distributions play? 

To examine what happens in the instances when originally irregular suffixes 
were not faithfully reproduced, we focused on the irregular items in the input lan­
guages. Regularisation was operationally defined as a change from an originally 
irregular suffix, which was therefore used on only one item in the input language, 
to a suffix which was used on multiple items in the output language to convey the 
same gender (Le. either male or female). Zero suffixes were excluded, so dele­
tion of the suffix across multiple items was not counted as regularisation in our 
analysis. The reguJarised suffix could therefore be either: 0) an originally regular 
suffix whose range has increased to encompass one or more irregular items; (ii) an 
originally irregular suffix whose range has increased to encompass one or more 
additional items; (iii) a novel suffix used on hvo or more items. According to these 
criteria, 8.75% of the originally irregular items were regularised (42 items in total: 
9 OliginaHy regular suffixes; 20 originally irregular suffixes; 13 novel suffixes) . 

.. ~ 

J! '11 

1'i ~ 

'" :> 
Q> 

'" IT: 
>I> 

'" ~ <;> 
'C"! 

al Q. 

Figure 3. Regularisation of suffixes in languages with skewed ti-equcncy distributions, by item fre­
quency and language regularity. 

We ran a series of ANOVAs with language regularity and frequency dis-
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tribution as the independent variables. While we predicted that regularisation 
would be more likely to take place in the skewed rather than the uniform lan­
guages, we did not find a significant difference between the two types of languages 
(F(l,46) = 0.91,p = .35), nor did we find a significant trend towards regularisa­
tion with increasing language regularity (F(3,44) = 0.69,p = .56). We further 
compared suffix regularisation in the languages with uniform frequency distribu­
tions, and found no significant difference between the process in languages with 
different degrees of regularity (F(3,12) = 1.14,p = .37). 

Figure 3 shows details of regularisation in the skewed languages. Although 
language regularity did not yield a significant effect overalI (F(3,28) = 0.72,p = 
.55), infrequent suffixes were marginally significantly more likely to undergo reg­
ularisation than frequent suffixes (F(l,31) = 2.91,p = .10). Looking at this effect 
in more detail, we found that the difference in regularisation between frequent and 
infrequent irregulars is significant only in the language with the highest level of 
regularityd (67%, F(1,6) = 6.82,p = .04). This is indicative of an interaction be­
tween language regularity and frequency, which may be obscured by the relatively 
low number of participants in this study. 

4. Summary and Conclusion 

The potential systematicity bias, which would be signalIed by differences in repro­
duction fidelity between regular and irregular items, is more likely to be observed 
in languages with skewed frequency distributions rather than in languages where 
items occur with equal frequency, because uniform languages are better learnt. 
Regularisation is also affected by both frequency and the existing level of lan­
guage regularity: although there is no difference between frequent and infrequent 
items from languages with relatively low levels of overalI regularity, in languages 
with high regularity, infrequent irregulars are regularised while frequent regulars 
are reproduced more faithfulIy. 

These results suggest that the skewed frequency distribution reveals the sys­
tematicity bias by acting as an implicit bottleneck, which makes it very difficult 
for language users to reproduce infrequent items accurately, and therefore leads to 
regularisation even in the absence of an explicit bottleneck. The meanings humans 
communicate about in social interactions are notably skewed in their frequency 
distribution - we talk about a few favourite things most of the time, and about 
many other things much less often. This study shows that such a distribution may 
have played a role in the evolution of language by promoting regularisation. 
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How can we explain the enonnous amount of creativity and flexibility in spatial language use? 
In this paper we detail computational experiments that try to capture the essence of this puzzle. 
We hypothesize that flexible semantics which allow agents to conceptualize reality in many dif­
ferent ways are key to this issue. We will introduce our particular semantic modeling approach 
as well as the coupling of conceptual structures to the language system. We will justify the 
approach and show how these systems play together in the evolution of spatial language using 
humanoid robots. 

1. Introduction 

Linguists have long studied spatial language as an important foundation of com­
munication in many languages of the world. Spatial utterances such as "the build­
ing left of the train station" are typically used to discriminate an object (sometimes 
referred to as figure) in a specific spatial scene. Such utterances can contain one 
or more spatial terms (e.g. left) (Carlson & Hill, 2009) as well as a marker or 
lexical item for a reference object, also called trajector, landmark or ground (in 
this case "train station,,)a. There are also other types of spatial utterances not in­
volving an explicit reference object, for example "This ball here!". However, as 
already demonstrated by Steels and Loetzsch (2009) who made one of the first 
attempts on modeling spatial language with robots, talking about objects using 
spatial language inevitably involves some notion of perspective, hence the choice 
of a particular point of reference. As Levinson (2003) suggests, the study of spatial 
language is best framed using three distinctions: 1) absolute frames of reference 
that relate to fixed features of the environment, for instance, seaside/mountainside 
or gravity, 2) intrinsic frames of reference that are based on objects that have an 

"There is quite some debate in linguistics as to how to define spatial language (Zlatev, 2007). Here 
we only consider utterances that involve spatial relational tenns. 
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inherent orientation, e.g. humans have an inherent front, as in "the glass in front 
of you", and finally 3) relative frames of reference that allow to express spatial re­
lations with respect to some object from the viewpoint of the observer, as in "left 
of the tree"b. Languages differ in which frames of reference they instantiate, e.g. 
the Mayan language Tzeltal features only an absolute frame of reference. 

How language users choose a particular reference system to distinguish some 
object in the environment has been studied extensively in experimental psychol­
ogy. It seems now clear that this choice depends not only on the saliency of the 
landmark (Carlson & Hill, 2(09), but also on the prototypicality of the spatial po­
sition of the object, with respect to the category system and the particular frames 
of reference available to the speaker. Moreover, speakers align their choice of 
reference points during interactions (Pickering & Garrod, 2(04). 

The phenomena encountered in natural language make it clear that in order to 
study the evolution of spatial language, in particular the alignment of conceptual­
ization and language strategies, we first need to answer the question how agents 
flexibly compose complex semantic structure, encode the semantic structure into 
syntactical structure and back, thus making themselves understood, and second we 
need learning operators that shape the particular way of how agents choose to ex­
press themselves in a given environment. Consequently, this paper first deals with 
our approach to representing semantic programs, called Incremental Recruitment 
Language (IRL), followed by an introduction to the system for producing and 
parsing utterances, called Fluid Construction Grammar (FCG). We then move on 
to present an experimental setup that tests the expressive power of the mechanisms 
for studying the evolution of spatial language. Lastly, we add learning operators 
to the system and explore how ambiguity arising in conceptualization can be re­
solved collaboratively by a community of agents, thereby highlighting how and 
why spatial language might have evolved. 

This paper builds on extensive previous work. IRL has first been described in 
Steels (2000) and extended in Steels and Bleys (2005), Van Den Broeck (2008). 
FCG also has a long tradition of development in our lab (Steels & De Beule, 2006). 
Moreover this is not the first attempt to model spatial language. Steels and Loet­
zsch (2009) explained alignment of choice of perspective and Steels and Spranger 
(2009) highlighted exaptive mechanisms behind spatial language stemming from 
bodily meaning. However, the approach in this paper is unprecedented in terms of 
complexity of semantics, as well as integration of FCG, IRL and embodiment. 

2. Flexible Representation of Conceptual Structure with IRL 

What is the meaning of the utterance "the block to my left"? Presumably this 
utterance is an attempt to draw the attention of the hearer to some object in the 

bTrees do not feature an inherent orientation, i.e. have no left side. It is thus the position of the 
observer in relation to the tree, that detennines what is left of the tree. 
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Figure I. IRL network representing the meaning of the utterance "the block to my left". 
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environment. In procedural semantics tenus: the speaker wants the hearer to ex­
ecute a program - a set of instructions that will lead him to identify the object in 
the environment that is the referent of the phrase. The steps that the hearer should 
follow are I) search for objects in the environment that are blocks, i.e. filter the 
context of the interaction for things that belong to the class of blocks and than 2) 
filter for the blocks that are left of the speaker. This last operation can be split up 
even further into first put yourself in the position of the speaker and than filter for 
objects that are at the left side. In summary, the meaning of the utterance is in the 
particular combination of cognitive operations that are connected in a network. 

Figure 1 shows a possible semantic structure for our example phrase. The 
network consists of nodes that represent cognitive operations, which are instantia­
tions of cognitive mechanisms such as categorization, discrimination and so forth. 
This particular graph contains 1) the operation filter-set-category that fil­
ters a set using the category block, 2) the mechanism geometric-transform 

for changing perspective to the perspective of the speaker 3) the operation 
filter-by-angular-category that filters objects using the projective, angu­
lar category left and 4) unique-element as a check for uniqueness. 

Each cognitive operation is characterized by a call pattern. For in-
stance, fi 1 ter-set -category has three slots (fi 1 ter- set -category 

?target-set ?source-set ?category) (marked by variables starting with 
?) whic means that it can take three input/output arguments. Given a source set 
and a category, a target set will be computed, that contains items pertaining to 
the particular target category. Moreover, when a target set and a source set is 
passed, then f ilter-set-category tries to compute the category that can filter 
the source set and lead to the target set. Other combinations are also possible, if 
we only pass a source set, then all imaginable categories together with the target 
sets they produce from the source set are computed. How many such combina­
tions are possible depends on the number of categories known to the agent. The 
categories, but also prototypes, as well as other semantic material that can be used 
in cognitive operations are called semantic entities. 

We have already hinted at the linking of cognitive operations via variables. 
That is, the value computed by one cognitive operation can be input of another. 
Moreover, semantic entities can be explicitly represented in a network with bind 
statements that assign a value of a particular type to a variable. For exam-
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pie, (bind angular-spatial-category ?space-cat left) introduces 
the category left, so that it can be used by the fil ter-by-angular-category­

operation. When variables are explicitly bound, control flow in the network for 
that particular variable is clear. But, it is extremely important to understand that in 
all other cases it is not, mirroring the fact that natural language utterances in many 
cases provide semantic material but leave the actual control flow unspecified or at 
least under-specified. Whether the utterance "the block to my left' means I) filter 
by blocks, than 2) take the perspective of the speaker, and 3) search for left items, 
or whether one should first search for items left of the speaker and for items in 
that set, which are blocks, is ambiguous or at best irrelevant. 

Next to the unspecified control flow, the system offers another dimension of 
flexibility. Cognitive operations can be creatively combined into networks. When 
speakers try to conceptualize a specific object in a specific scene they are trying to 
construct networks that best discriminate the target object. Just as human speakers 
try to conceptualize the world for spatial utterances by identifying good combi­
nations of reference points, frames of reference and spatial categories, agents can 
freely compose cognitive operations and search the space of possible networks for 
good solutions, encodable by the particular conventionalized grammar. Trying to 
interpret an utterance, agents are facing a search problem as well. An utterance 
might only partially encode a network, which turns the process of understand­
ing an utterance into a restoration of possibly intended meaning. For instance, 
suppose you hear the phrase "left of the train station". In English this phrase is 
ambiguous because it under-specifies how to precisely conceptualize the landmark 
"train station", both intrinsic and relative frame of reference are possible. Which 
interpretation of the two makes sense might be inferable from the context, never­
theless whichever choice one makes, one has filled in an operation that was not 
explicitly coded in the utterance. 

3. Encoding Conceptual Structure into Syntactic Structure using FCG 

We now tum to FCG, the computational engine for verbalizing IRL networks. 
FCG is specifically designed to support language evolution studies in a construc­
tion grammar approach. At the heart of the formalism are constructions, which are 
hi-directional form-meaning mappings. Most importantly, FCG features mecha­
nisms for tracking the usage patterns and the success of particular rules in the 
inventory of agents. Constructions, as well as all other items known to agents, 
be it its semantic entities, cognitive operations, or even IRL networks, are scored. 
The score can be updated according to the success of particular items in com­
munication and reflects how certain an agent is that the items lead to success. 
Moreover, similarly to conceptualization, we understand the process of verbaliz­
ing conceptual structure as a a search process. Trying to produce an utterance 
for an IRL network comprises searching for conventional lexical and grammatical 
constructions that maximize communicative success. 
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Figure 2. Left: example scene consisting of yellow colored block.~, the target object" as well as four 
possible frames of reference (two robots, one box and a marker on the wall). The box to the Jeft is 
an allocentric reference point and can be used in reJative and intrinsic frames of reference. The big 
barcode attached to the wall signifies a geocentric. absolute direction, similar to north on a compass. 
Right: world models extracted by each robot for this particular spatial setup (atTOWS - robots, blue 
rectangle - box, yellow circles - yellow objects, green line - major direction geocentric frame of 
reference). 

FeG can produce phrases starting from IRL programs by adding words and 
syntactical structure on the fonn side. When producing, first lexical constructions 
are applied, mapping some of the conceptual substructure of an IRL network to 
words. Second, particular cognitive operators and variable links might be con­
veyed using grammatical markers, endings or word order. Successively syntac­
tical structure is build, that partially encodes the structure of the IRL network 
For instance, for the network in Figure 1, first lexical constructions map the cate­
gories block and left to words, followed by mapping the get-speaker opera­
tion onto the pronoun "me", followed by adding the marker indicating the roJe of 
"me" as iandmark and so forth. In parsing the process is reversed. By successively 
applying constructions, conceptual structure is inferred from syntactical. 

4. Experimental Setup 

For our setup we equipped robots with mechanisms for composing semantic stmc­
ture and for verbalizing, parsing and reconstructing such structure and released 
them into an office environment in which they roam around freely (see Figure 
2). When they encounter each other, they playa language game (Steels, 2001) 
in which the task of one agent is to draw the attention of the interlocutor to an 
object in the environment. In order to understand the influence of the world onto 
the particular language system developed by agents in the course of consecutive 
interactions, we setup the world such that the scenes contain multiple target ob­
jects, which are indistinguishable in size, color and form. Consequently, the only 
difference between target objects is their spatial position. To understand speakers' 
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Figure 3. Experimental results I, three experimental conditions, two different sets of scenes. Left: 
scenes where robots are standing next to each other in all scenes, giving them a similar scene per·· 
ception. Right: Difficult spatial setups with robots facing each other. looking at the scene from very 
different angles. Bars show the average communicative success over 20000 games. The benefit of 
allowing agents to compose complex meanings is evident. However. allowing for different frames of 
reference also leads to ambiguity. which can be resolved by introducing grammar. 

choices for particular reference systems we spread wooden card boxes that are 
augmented by easily recognizable two dimensional barcodes in the environment. 
These objects function as reference objects besides the present robots. To run re­
peatable experiments, we recorded almost 400 scenes, differing in spatial layout. 
Some feature global reference systems, others only allocentric landmarks. Fur­
thennore, the concrete spatial position of interlocutors is manipulated, such that 
in some scene agents face each other, whereas in others they have a very similar 
view on the scene. 

5. Experimental Results I 

We first investigated the general power of freely composing conceptual structure 
utilizing the reference systems, points and spatial categories. However, as in natu­
rallanguage, allowing for different ways of conceptualizing without clearly mark­
ing them leads to ambiguity. We thus also tested how language and, in particular, 
grammar can help disambiguate between the different ways of conceptualization 
by introducing a hand-crafted grammar, reminiscent of English distinctions be­
tween absolute, relative and intrinsic frames of reference. There are three experi­
mental conditions: 1) agents are only given spatial categories like left together 
with cognitive operations to categorize the environment and ways to verbalize and 
parse categories; 2) agents are additionally given cognitive operations to conceptu­
alize the context. Following the findings in human spatial language they are given 
different conceptualization strategies, i.e. absolute, intrinsic and relative frames of 
reference. Additionally agents are equipped with lexical items to denote the par­
ticular point of reference, but not the specific construal operation used. 3) agents 
are given a hand-crafted grammar, that marks complete conceptual semantic net­
works. Results (see Figure 3) show that indeed agents are better of using reference 
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Figure 4. Experimental results II. These graphs show learning for population of 10 agents (10 runs 
avg) equipped with marker invention and alignment strategies. Left: simple spatial configurations. 
Right: difficult spatial setup (same as in Figure 3). Agents reach 100% communicative success in both 
cases (going from the middle bar in Figure 3 to the right bar). For simple spatial setups (left) conver­
gence is much quicker, and the population invents two markers, since there are no global landmarks 
(one marker each for relative and intrinsic frames of reference). For the difficult spatial setups with 
global reference frames (right) convergence takes longer, mostly due to the interfering relative frames 
of reference and homonymy that is created when hearers reconstruct wrong networks. 

points, but, even more so, should mark the particular conceptual operation used. 

6. Experimental Results n 
Given the promising results of scenario I, which suggest clear communicative ad­
vantages for grammar developments in spatial settings, we went on to explore how 
such a grammar can evolve. In this scenario, we equipped agents with grammar 
invention and adoption mechanisms, as well as alignment strategies. Moreover, 
agents were given lexical items to denote categories and reference points. How­
ever, in contrast to the third experimental condition of scenario I, they were not 
given a target grammar but only diagnostic and repair strategies, as well as an 
alignment mechanism called lateral inhibition (Steels, 1995). 

Agents that are producing, diagnose ambiguity in their utterance when re­
entering (Steels, 2(03) - parsing utterance themselves before passing it to the 
hearer - that do not clearly distinguish between objects in the environment. In 
such cases agents can repair the shortfall by introducing marking constructions, 
which symbolize particular semantic structure, i.e. the cognitive conceptualization 
operation used (intrinsic, relative, absolute). In the process new markers are intro­
duced in the population. Whenever an agent perceives a marker that he does not 
know, a diagnostic detecting missing items kicks in and triggers an adoption mech­
anism, that associates the marker with the meaning the hearer inferred. This can of 
course go wrong. As both agents at the end of the interaction have established the 
referent of the utterance the speaker produced, but they do not necessarily share 
the conceptual structure that discriminates it. The same problem occurs in human 
communication where the referent of the phrase "to the left of the train station" 
might accidentally coincide with conceptualizing the train station as a relative or 
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intrinsic frame of reference. So agents face the problem of homonymy, which is 
resolved by laterally inhibiting competitors - punishing constructions that either 
express the same conceptual structure or use the same marker. However, agents 
align in spite of this problem (Figure 4), and incorrect mappings die out. 

7. Conclusion 

We have demonstrated how phenomena in human spatial language can be mod­
eled using an open-ended, rich, conceptual system, that allows agents to flexibly 
combine cognitive operations into large conceptual structures and how such struc­
tures can be verbalized. Furthermore, we have presented a first attempt at in silico 
analysis of the subtle interplay of frames of reference choice and categorization 
strategy in spatial language. We, moreover, hypothesized learning mechanisms 
that can try to resolve naturally arising ambiguities in spatial language showing 
how and why agents evolve spatial language. 
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LOST IN A LINGUISTIC JUNGLE: WHAT'S IN THE 
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Evans & Levinson (2009) argue that language diversity is more robust than linguistic 
homogeneity, and also suggest that explanations for recurring patterns in language are 
not the product of an innate, evolved language faculty. I examine various kinds of 
evidence in favour of a specialized language faculty, and argue against the claim that 
typologically distinct languages must have distinct parsing systems. 

1. Is linguistic diversity all that's out there? 

In a provocative target article in BBS, Evans & Levinson (2009) set out the 
thesis that if we discount vital functional features required by all languages, such 
as negation, or the ability to form questions, then there are essentially no true 
language universals. They suggest that pervasive Chomskyan influence from 
within linguistics has given cognitive scientists the mistaken impression that 
there exists an uncontroversial set of language universals, and, furthermore, has 
resulted in an extreme nativist bias. By presenting examples of the massive 
superficial diversity of the world's languages, and by examining (and dismissing) 
some putative universals, they hope to demonstrate that: 

The fact is that it is a jungle out there: languages differ in 
fundamental ways - in their sound systems (even whether they 
have one), in their grammar, and in their semantics. 

Thus, their views can be seen as an updated take on those of 
linguist/anthropologist Edward Sapir, a pioneering scholar of the indigenous 
languages of the Americas, who suggested in his 1921 book that language is "a 
human activity that varies without assignable limit", going on to argue that 
linguistic variation is essentially cultural, much like religion or art. More 
recently, another linguist with extensive experience of native American 
languages, Martin Joos, characterized (in fact, caricatured) the American 
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structuralist position as believing that languages can "differ from each other 
without limit and in unpredictable ways" (1957: 96). Note, however, that these 
claims are not representative of the research agenda pursued by either linguist. 

Evans & Levinson (E&L) acknowledge "biological underpinnings" for 
language (or at least, for certain restricted aspects of it), though they claim that 
"biology constrains and canalizes but does not dictate linguistic structures". 
Describing language as "a bio-cultural hybrid", E&L argue that linguistic 
diversity is the most remarkable biological property of language, NOT linguistic 
homogeneity. Their strongly-stated position is that there is no "fixed human 
language processing capacity", nothing corresponding to Universal Grammar 
(UG) - no "'language faculty' or innate specialization for language". 

Certainly, there is far more linguistic diversity than was once suspected; in 
fact, this is what Sapir and 100s were both trying to put across: the more we 
study "exotic" languages, the more we leam about the extent of linguistic 
variation. This typological variation is indeed acknowledged in a recent paper by 
Chomsky (2005): "No one familiar with the field has any illusion today that the 
horizons of inquiry are even visible, let alone at hand, in any domain". 

Thus, a simplistic nativist viewpoint is certainly not warranted, since it is a 
far from trivial matter to illustrate language universals at anything but a very 
abstract level. It is also surely true, as E&L argue, that grammatical relations 
such as "subject" cannot be defined such that we could pinpoint a set of 
properties common to anyone grammatical relation in all languages - it may be 
convenient to use the same term to express the striking similarities across 
"subjects" in many unrelated languages, but there is no universally applicable 
definition (see, for instance, Dryer 1996). 

However, E&L's claim that "it's a jungle out there" is certainly unjustified, 
since there exists other, compelling evidence for a language faculty, in the sense 
of specifically linguistic cognitive abilities. Here, I argue against two of E&L's 
major claims: first, the view that there is no innate specialization for language; 
and second, the view that languages with distinct typological characteristics 
cannot share a single, universal parsing system. 

2. Is there a language faculty? 

Despite the fact that E&L wish to take "explanations for the recurrent 
regularities in language out of the prewired mind", and also argue against the 
existence of "a fixed human language processing capacity", they do refer in 
positive terms to "our biological endowment for language". They also mention 
emergent signed languages, apparently in support of the latter notion - and 



307 

surely, if anything argues for a language faculty it must be languages which arise 
de novo in deaf communities. However, E&L note that one such language, AI­
Sayyid Bedouin Sign Language (ABSL), exhibits no duality of patterning, thus 
indicating, in E&L's view, that even this supposedly fundamental design feature 
of language is not universal. Aronoff et al. (2008) indeed report that ABSL, 
which first emerged about 70 years ago, lacks phonological contrasts. Crucially, 
and unlike in established signed languages, there are no minimal pairs in the 
ABSL lexicon (words like English see and bee which differ by just one 
meaningless contrastive element). However, Aronoff et al. also show that ABSL 
has all the remaining features we'd expect of a language: distinct word classes, 
morphology (in the form of compounding), a regular syntax with constituent 
structure, standardized word order, and embedding, including subordination. 
They argue that phonological contrasts only arise once a critical number of signs 
is reached; thus, in an emergent language, and in language evolution, duality of 
patterning might actually be the last property to appear. Far from supporting 
E&L's views about the linguistic jungle, emergent signed languages show just 
how a regular language can be built ab initio. 

In fact, excellent evidence supoprts the idea of a language faculty, and also 
shows that natural languages don't vary without limit. Smith & Tsimpli (1995) 
outline work with the linguistic savant 'Christopher', who has autism, but also an 
usually developed facility with language learning. Christopher was well able to 
learn novel natural languages, but performed poorly on regular, but linguistically 
impossible aspects of an invented language, Epun. By contrast, cognitively 
'normal' controls learned some of the impossible aspects easily. The authors had 
predicted that the controls would be able to compensate for the inability of their 
language faculty to cope with impossible grammar by using their 'general 
intelligence' and principles of inductive learning. Christopher'S cognitive 
impairment, however, precluded the use of such 'central' strategies. 

The really interesting differences between Christopher and the controls 
emerged over regular, structure-dependent but linguistically impossible 
constructions. First, negation in Epun involves a switch from SV to VS word 
order, but without the addition of any negative morpheme. Second, the past tense 
of transitive verbs requires the object to move to clause-initial position, giving 
OSV order in affIrmative clauses and OVS order in negative clauses. All these 
patterns are consistent, but linguistically anomalous - natural languages just 
don't work this way. The control group mastered both constructions with ease, 
apparently resorting to non-linguistic cognitive strategies of induction at once. 
Christopher, however, had considerable and persistent difficulties with these 
impossible constructions, and never did learn them successfully, in stark contrast 
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to his usual rapid acqUISITIOn of the complex grammatical rules of natural 
languages. So, though his general cognition is severely impaired, Christopher's 
linguistic faculty is intact, and 'recognizes' linguistic impossibility. These results 
emphatically challenge E&L's claim that "Language diversity is characterized 
not by sharp boundaries between possible and impossible languages". 

Moreover, the fact that Christopher must rely on a purely linguistic faculty 
strongly supports the notion of a specialized linguistic module, some form of 
VG. E&L suggest that some kind of language faculty may account for systems 
that are clearly uniquely human (i.e. not shared by other primates), such as vocal 
learning, but that "Whether the higher, more abstract aspects of language reside 
in language-specific abilities, however, remains quite unclear". Given the 
contrast between Christopher and the controls in learning linguistically 
impossible constructions in Epun, such a stance is hard to maintain. 

3. Is there a single parsing system? 

One of E&L's main contentions concerns "the claimed universality of 
constituency". Discussing so-called non-configurational languages (NCLs) such 
as Latin, and many Australian languages, which allow free word order, E&L 
claim that "many languages do not have syntactic constituent structure". In fact, 
in such languages, "order and constituency are playing no signalling role for the 
hearer - they cannot therefore playa role in the parsing". E&L further claim that 
NCLs are parsed radically differently from, say, English: "the parsing system for 
English can't be remotely like the one for [NCLs]". But E&L present no 
experimental evidence in support of this astonishing claim. 

Since the linguistic parsing system is surely under genetic control, it seems 
more likely that both non-configurational and configurational languages share a 
single parsing system. In both language types, the parsing system needs to 
discover contractual relationships between words and phrases, however this is 
expressed. In languages with rich verbal agreement or extensive case-marking, 
the elements of a noun phrase may (but need not) be discontinuous. The 
Australian language Wambaya, as Nordlinger (2006) notes, has "all the classic 
hallmarks of non-configurationality". In (1), the underscored items form a 
discontinuous subject, as indicated by the shared ergative case marking: 

(1) Nganki ngiy-a lurrgbanyi 
this.ERG 3SF-PAST grab 
"The moon grabbed (her) child." 

wardangarringa-ni alaji 
moon-ERG boy 

(1 - 3 are from Nordlinger 2006) 
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First, it is untrue that order and constituency play no role in such languages; 
in fact, ordering constraints of various kinds are common in NCLs; and the 
literature offers various tests for constituency. Both Wambaya and Warlpiri 
(another classic example of an NCL) display one strict ordering requirement 
(Nordlinger 2006, Hale 1973): the auxiliary must be in second position in its 
clause, i.e. either second word, as in (1) or second CONSTITUENT, as in (2) 
(auxiliaries italicized). (Note that a subordinate clause may precede the main 
clause, and it too counts as a constituent for auxiliary placement. ) 

(2) Naniyawulu nagawulu baraj-bulu wurlu-n 
that.DUAL.NOM female.DUAL.NOM old.person-DUAL.(NOM) 3.DUAL-PROG 
duwa. 
get. up 
"Those two old women are getting up." (Wambaya) 

Crucially, the auxiliary cannot be, say, the third word in a four-word noun 
phrase; only a sequence of words which forms a CONSTITUENT can precede the 
auxiliary (see also Austin & Bresnan 1996: 218). Here, then, is concrete 
evidence for the reality of constituents in NCLs. 

A further example from Wambaya is that a relative clause must be 
immediately preceded by the head noun, i.e. no discontinuity is allowed here. 
Nordlinger (2006) comments "Such ordering constraints provide strong evidence 
that the relative clause in these constructions forms a syntactic constituent with 
the head noun that it modifies". Moreover, in the most common type of relative 
clause in Wambaya, the auxiliary of the relative clause (in italics) must 
immediately follow the head noun (underlined): 

(3) Binga gin-a galyurringi gi-n bardbi. 
hear 3SG.M.TRANS.SU-PAST water 3SG.lNTRANS.SU-PROG run 
"He heard the water which was running." 

Nordlinger points out that this shows the head noun to be a member of the 
subordinate clause (since an auxiliary is in second position in its clause), 
demonstrating that these elements "form a single syntactic constituent". 

Tellingly, discontinuous noun phrases in NCLs are not necessarily identical 
in FUNCTION to continuous NPs, which means that constituency must be playing 
some role in the parsing. In Warlpiri, the following contrast occurs (Austin & 
Bresnan 1996: 235): 
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(4) Kurdu-jarra-rlu ka-pala maliki wajili-pinyi wita-jarra-rlu. 
child-DUAL-ERG PREs-3DU.SU dog.ABS chase-NONPAST small-DUAL-ERG 

a) 'Two small children are chasing the dog." OR 
b) 'Two children are chasing the dog and they are small." 

(5) Kurdu wita-jarra-rlu ka-pala maliki wajili-pinyi 
child small-DUAL-ERG PREs-3DU.SU dog.ABS chase-NONPAST 
"Two small children are chasing the dog." 

Discontinuous NPs have either of the meanings shown in (4), whereas 
continuous NPs only display the 'merged' meaning shown in (5). 

Finally, Austin & Bresnan (1996: 218) note that in Warlpiri, case markers 
may be omitted on all but the final word(s) of a continuous NP, as in (5), where 
kurdu 'child' is not case-marked, but case-markers cannot be omitted in 
discontinuous NPs, as in (4). They explicitly present this as a test for NP 
constituency. It seems evident, then, that both ordering constraints and clearly 
demarcated constituents occur in NCLs, contra E&L. 

Second, there is clear evidence of both subcategorizationlselectional 
restrictions and embedding in NCLs. It has often been assumed rather glibly that 
there is no clausal embedding in Australian languages, and E&L also argue 
against the universality of "recursion" (in the sense of embedding), citing the 
notorious case of Pirahv (Nevins et al. 2009 provide extensive reanalysis of data 
purported to show no embedding; Everett 2009 responds). Note, though, that 
Aronoff et al. (2008) report the presence of clausal subordination even in the 
first generation of ABSL speakers. For Wambaya, Nordlinger (2006) shows that 
on careful analysis, evidence for embedding does exist: an embedded clause 
commonly functions as the argument of a main clause verb of speech or 
perception, as with ilinga in (6) - a standard indication of subordination: 

(6) Guyala ng-udi ilinga [injani g-a yarru]. 
NEG ISG.TRANS.SU-IRR.PRES remember where 3SG.lNTRANS.SU-PAST go 
"I can't remember where he went." 

Incidentally, another ordering constraint emerges here too: the subordinate 
clause in this function must follow the main clause, whereas in other functions, 
the ordering is free. 

Third, E&L would presumably predict that discontinuous constituents (clear 
hallmarks of non-configurationality) never occur in constituent structure 
languages - since their parsing systems should not be able to deal with these. But 
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parsing in languages like English is perfectly able to cope with discontinuous 
constituents too, as in A new discovery was made which changed the course of 
history. or Which country do you think she comes from _?, where the 
dependency even occurs across a clause boundary. Recall, in fact, that relative 
clauses in Wambaya must immediately follow the head noun - a closer 
intregation than in the above example from English! 

In sum, there is little justification for the claim that different parsing systems 
exist for different languages, a claim which, if true, would radically change the 
object of enquiry for evolutionary linguistics. If we believe that no species­
specific language processor exists, it is hard to explain why only human primates 
can learn a natural language grammar. More probably, humans share a single 
parsing system, and perhaps languages themselves have evolved to fit the 
requirements of this system (Christiansen & Chater 2008). 

4. A rapprochement? Bio-linguistic perspective vs. bio-cultural hybrid 

Finally, it is worth noting that Chomsky's recent ideas on the evolution of the 
language faculty are in some ways strikingly similar to E&L's own position. For 
instance, Chomsky (2005: 6) suggests that three factors are at work in the 
ontogenetic development of language: the genetic endowment, experience, and 
"principles not specific to the faculty of language". These last include: 

(a) principles of data analysis that might be used in language 
acquisition and other domains; (b) principles of structural 
architecture and developmental constraints that enter into 
canalization, organic form, and action over a wide range, 
including principles of efficient computation, which would be 
expected to be of particular significance for computational 
systems such as language. It is the second of these 
subcategories that should be of particular significance in 
determining the nature of attainable languages. 

Chomsky further notes that it is "quite reasonable to seek principled explanation 
in terms that may apply well beyond language, as well as related properties in 
other systems" and that moreover "we need no longer assume that the means of 
generating structured expressions are highly articulated and specific to language" 
(2005: 9). This seems to sit very well with E&L's position that the brain 
mechanisms needed for language are exaptations of earlier cognitive adaptations, 
and that language exploits "pre-existing brain machinery". 
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Recent iterated language learning studies have shown that artificial languages evolve 
over the generations towards regularity. This trend has been explained as a reflection of 
the learners' biases. We test whether this learning bias for regularity is affected by 
culturally acquired knowledge, specifically by familiarity and literacy. The results of 
non-iterated learning experiments with miniature artificial musical and spoken languages 
suggest that familiarity helps us learn and reproduce the signals of a language, but 
literacy is required for regularities to be faithfully replicated. This in tum indicates that, 
by modifying human learning biases, literacy may play a role in the evolution of 
linguistic structure. 

1. Introduction 

Throughout the history of our species, language has been transmitted between 
generations by observation of the linguistic behaviour of conspecifics and 
subsequent practice of the skills learned during language use. Only structures 
that can be transmitted in this way (those that go through the "transmission 
bottleneck") exist in any language (Kirby & Hurford, 2002). Linguistic structure 
reflects the conditions where language is used and transmitted. Structure may 
thus emerge from individual processes such as our ability to establish 
relationships between symbolic units (Deacon 1997) or from pressures derived 
from social communication (Schoenemann, 1999) and the cultural transmission 
of language (Kirby & Hurford, 2002). One suggested source of linguistic 
structure related to both use and transmission is literacy, a powerful cultural 
institution that touches on all aspects of language. Literacy enhances 
phonological (Ehri, 1985) and morphological (Nunes et al. 2006) awareness and 
seems to be necessary for the segmentation of utterances into words (Olson, 
1996; Ramachandra & Karanth, 2007), for grammaticality judgments related to 
syntax (de Villiers & de Villiers, 1972) as well as for the ability to analyze 
linguistic structure separately from semantic content (Karanth & Sutchira, 
1983). This paper is concerned with the idea that cultural institutions like 
teaching and literacy may have modified the transmission bottleneck of 
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language, allowed different kinds of linguistic structures to exist and thus 
influenced the course of language evolution. 

Recent experimental approaches to cultural evolution (e.g. Kirby, Cornish 
& Smith, 2008; Kalish, Griffiths & Lewandowsky, 2007) show how culturally 
learned and transmitted information comes to reflect the inductive biases of the 
learners. The biases at work in the above-mentioned studies include a preference 
for linear functions and a preference for regular mappings between signals and 
meanings in artificial miniature languages. In the case of the languages, the fact 
that the products of repeated transmission share some of the characteristics of 
language indicate that the evolving systems have successfully adapted to the 
learners' expectation of what a language looks like. This expectation may be 
influenced by innate and culturally acquired biases. The present study explores 
the role of culturally acquired knowledge on individual learning of language 
structure. Specifically, we look at the effect of literacy and of extensive 
experience of language on how the structure of artificial miniature language is 
learned and reproduced. We hypothesize that bias for regular mappings 
observed in recent studies (e.g. Tamariz & Smith, 2008; Kirby, Cornish & 
Smith, 2008) is enhanced by literacy as well as by familiarity with language 
forms and functions. 

2. A musical artificial language experiment 

In our investigation we turned to musical literacy as a proxy for orthographic 
literacy, since finding two groups of participants matched in all aspects except 
literacy proved impossible. Participants were shown artificial miniature musical 
(or spoken) systems consisting of mappings between tunes (or pseudo-words) 
and drawings and subsequently tested how well they had learned the systems. 
We manipulated two independent variables: participant literacy and level of 
regularity of the input languages. 

2.1. Participants 

85 undergraduate students were recruited through the university employment 
website. They fell into one of four categories: 1. Musician participants who had 
studied music at the University level beyond year one, could read musical 
notation and play an instrument proficiently and were currently practicing (the 
mean length of practice was 15.2 years) . 2. Illiterate musicians who were 
required to play an instrument and practice regularly, but to have had no 

instruction in musical notation. This condition allows us to isolate the effects of 
literacy from those of extensive practice and familiarity with music. 3. Non-
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musicians, who were required to have no musical background. 4. A fourth group 
of participants with no musical requirements was assigned to the Spoken 
language condition. Groups 1 and 4 were literate in their respective artificial 
languages, but, while spoken language usually has referential meaning, music 
usually has not. Comparing these two conditions may tell us something about 
the effect of habit of referentially linking the signals in the (musical or spoken) 
language with meaning 

2.2. Materials 

Three musical and three spoken languages each comprising 27 meaning­
signal pairs were used in the experiment. The meanings used all languages 27 
were visually presented figures (Tamariz & Smith, 2008) including all possible 
combinations of three shapes (square, circle, hexagon), three colours (red, blue, 
yellow) and inserts (star, dot, cross). 
The musical signals were constructed by combining two-note intervals. The nine 
intervals used were perceptually distinct and positioned within the human voice 
range. All intervals had middle C (C4, 262 Hz) as the first note, followed by one 
of nine other notes (see Fig. 1). 

11-J ·I-·I-·I-~"I-"l-l*1 
C3 E3 G3 83 C4 £4 G4 B4 CS 

Figure I. The nine signal units used to construct the signals for the musical languages. All two-note 
intervals begin with C4. 

Each note in the interval was played as a pure tone for 330 ms and there 
were 150 ms of silence between them. Signals were constructed by 
concatenating three intervals, with 550 ms of silence between intervals. The 
spoken signals were the following nine consonant-vowel syllables: pe, mu, 10, 
tu, na, di, be, ga, ki. 

Three languages (mappings of the above signals and meanings) were 
constructed. In the fully compositional language L3, color is regularly encoded 
in the first musical interval, shape in the second and insert in the third (e.g. 
figures of the same colour start with the same interval, and figures with the same 
insert have the same final interval). The partially compositional language L2 
generally follows the same pattern, but has some exceptions or irregularities in 
each meaning dimension. Random language Ll contains no regular mappings. 
All materials were presented via a Psyscope script run on an Apple Macbook. 
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Participants were only exposed to one half of the signal-meaning items in the 
relevant language (Ll, L2 or L3), as a 50% transmission bottleneck was in 
place. (They were, however, tested on all 27 meanings.) 

2.3. Data analysis 

We analyzed the fidelity of reproduction of the signals and the fidelity of 
reproduction of the compositional structure in the output languages. The 
reproduction of the signals was the number of times that a segment in the input 
language was reproduced exactly, in the same position for the same signal, in 
the output language. (Note that only signals in the items that were seen (those 
left after applying the bottleneck) were counted.) The reproduction of the 
compositional structure of the input language in the output language was 
quantified using RegMap (Tam ariz, in press; Cornish, Tamariz & Kirby, in 
press), an information-theoretical tool designed to quantify the regularity of the 
mappings between two domains. The compositional patterns in the languages 
were quantified with partial RegMap. Partial RegMap is calculated for each 
meaning component-signal component pair (e.g. for colour and initial segment). 
The two conditional entropies H(SIM) and H(MlS) (Eqn. J) of the cooccurrence 

frequency matrix between each meaning component variant M (e.g. red, blue, 
yellow) and signal component variant S (e.g. be, ga, ki) in a language are 
obtained. These are used in equations 2 and 3 to obtain RegMap(SIM) and 
RegMap(MlS), which are combined in equation 4 to yield the corresponding 
partial RegMap. A partial RegMap value measures the confidence that a 
meaning component is reliably and unambiguously associated with a signal 
component, given a leamer's experience of a language (reflected in the 
cooccurrence frequency matrix). 

(1) H(X I y) = -2:2:p(y)p(x I y)logz(p(x I y)) 
x )' 

(2) RegMap(S 1M) = J- H(S I M) 
log(ns ) 

(3) RegMap(M I S) = 1- H(M I S); 
log(n m ) 

(4) RegMap(S,M) = ~RegMap(S I M)x RegMap(M I S) 

Reproduction of the compositional structure of a language by a participant 
IS the correlation (Pearson's r) between the partial RegMap values of the 

participant's input and output languages. This measure captures reproduction of 
the compositional structure independently of reproduction of the signal 
elements. For example, if the output of a participant exposed to language L3 
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maps colour to the first segment, shape to the second and insert to the third, the 
correlation will be high even if the actual segments he or she produces are · 
different from those in the input language. 

2.4. Procedure 

Experiments were conducted individually and took approximately 30 to 45 
minutes. 85 participants were run in total. They were told they would learn a 
language before they underwent three training phases and one testing phase, 
with breaks between phases. Each training exposure consisted of visual 
presentation of a meaning and, 50 msec later, auditory presentation of the 
corresponding musical or spoken signal. The signal was played through 
headphones three times, leaving silence (6 seconds for musical languages, 4.5 
sec for spoken language) after each signal where participants were instructed to 
repeat it. During the testing phase, meanings were visually presented one at a 
time and the participants had to hum or say the corresponding signals. 
Participants' productions were recorded and later analyzed using Adobe 
Audition 1.5, which assigned the frequency of each note to the appropriate 
semitone. This analysis was checked by the experimenters. 

2.5. Results and discussion 

The levels of reproduction of the signals (Fig. 2a) reflect the degree to 
which participants learned and faithfully reproduced the signal segments and 
their positiolis during training; reproduction of the compositional structure (Fig. 
2b) reflects the degree to which participants learned and faithfully reproduced 
the associations between signal segment positions and features of the meanings. 

A two-way ANOV A of language (Ll, L2, L3) and condition (non­
musician, illiterate musician, musician, spoken) was carried out to assess the 
impact of condition and language on reproduction of signals and reproduction of 
structure. Results revealed significant effects of language (p<0.001 for signal 
reproduction; p<O.OI for structure reproduction), of condition (p<0.001 for both 
signal and structure reproduction) and a significant interaction for signal 
reproduction (p<0.05) but not for structure reproduction (p=0.14). 

Further ANOV As were then applied to pairs of conditions to obtain a more 
detailed picture. Comparing musicians with non-musicians reveals a strong 
effect of literacy and practice on the capacity to faithfully reproduce both the 
signals (effect of condition: p=0.001; effect of language: p<O.OI; interaction 
p<O.OI) and the compositional structure (effect of condition: p<O.OOI; non 
significant effect of language: p=0.36). This indicates that musicians were better 
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able than non-mUSICIans to remember and produce signals and structure; 
performance overall improved as the degree of structure of the input languages 
increased; and, when reproducing the signals, musicians' advantage increases in 
the more structured languages. On the other hand, the compositional structure of 
the three languages was reproduced to similar degrees of accuracy. 

ReproduC1ion of Sign." 
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Figure 2. Mean values of the reproduction of the signals and of the compositional structure of the 
input languages in the three languages and the four conditions. (a) Number of segments in 
participants' output languages that exactly matched the corresponding segment (in the same 
position) in their respective input languages. The theoretical maximum is 42, as we only take into 
account the 14 words participants were exposed to - remember a 50% bottleneck was in place during 
training. (b) Correlation (Pearson 's r) of the nine partial RegMaps (which define the compositional 
structure of the language) in the input and output languages. 

To separate the effects of practice from those of literacy, we compare the 
performance of illiterate musicians (who have practice but not literacy) with 
non-musicians (who have neither) and with musicians (who have both). 
Comparing illiterate musicians with musicians shows an effect of literacy both 
on reproduction of signals (effect of condition: p<O.OI; effect of language: 

p<O.O I; no significant interaction) and reproduction of compositional structure 
(effect of condition: p<O.05; effect of language: p=O.05; no significant 
interaction). Comparing illiterate musicians with non-musicians reveals an effect 
of practice on reproduction of signals (effect of condition: p<O.05; effect of 
language: p=O.21; no significant interaction) but not on reproduction of the 
compositional structure (effect of condition: p=O.38; effect of language: p=O.18). 
This indicates that practice and familiarity with music provides an advantage for 
reproducing the musical tunes, but not for noticing and reproducing the 
compositional structure of the system. For this task, literacy is required. 

Comparing the results from the two language modalities (musical versus 
spoken) revealed an effect of modality of language on reproduction of signals 
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(effect of modality p<0.05; effect of level of language structure: p<0.05; no 
significant interaction), indicating that the spoken signals were much better 
learned and reproduced than the musical tunes, even in the absence of structure 
(see results for Language 1 in Fig. 2). This may be due to a mismatch between 
the conditions: while musicians are proficient in reading and playing music, they 
do not produce musical vocal output as frequently as the students produce 
spoken vocal output. As for the ability to reproduce the compositional structure 
of the language, very interestingly, modality had no impact (p=0.20) , but the 
level of language structure did (p<0.0 I). This suggests that musicians learned 
the musical languages' structure as competently as undergraduates learned the 
spoken language's structure, and they did so despite the fact that while spoken 
signals usually map to referential meaning, musical signals usually do not. This 
result strongly supports out hypothesis that literacy promotes learning and 
reproduction of compositional structure. 

2.6. Conclusion 

Adding to the literature on the effects of literacy on language processing, 
our results show how literacy impacts on learning and reproduction not only of 
the signals, but of the compositional structure of a miniature artificial language. 
While all the participants in our experiment were able to name the objects in 
their artificial languages, only the signals produced by (musically or 
orthographically) literate learners retained the compositional relationship with 
the meanings that was present in the languages they were exposed to. In other 
words, only literates were able to stably replicate the structure of their input 

languages. 
Language structure evolves as it is transmitted over the generations, and is 

affected by individual learning biases. The present results suggest that literacy 
and training facilitate learning and reproduction of compositional structure, 
supporting the hypothesis that these factors biased the evolution of linguistic 
structure in the direction of increased compositionality. 
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ACQUISITION PREFERENCES FOR NEGATIVE CONCORD 

JACQUELINE V AN KAMPEN 

UiL OTS, Utrecht University, Janskerkhoj 13 
Utrecht, 3512 BL, The Netherlands 

Negated sentences in Dutch child language are analyzed. It is argued that, rather than an 
innate va structure, the child's acquisition procedure explains a temporary rise and fall 
of negative concord. It is further suggested that natural preferences of the acquisition 
procedure are a substantive source for grammatical universals. This evades the 
assumption that the evolution of the human brain as such has already produced an innate 
repertoire of grammatical universals. 

1. A Trade off 

One may have doubts whether little toddlers of less than 3 years old may acquire 
abstract principles of grammar when given no more than a set of elementary 
input sentences. If so, one may consider the conjecture that basic schemes of 
universal grammar (UG) are innate, wired into the human neural system a priori. 
The productive acquisition procedure could then be seen as filling in the 
schemes that were already there. The procedure implies that evolution in the 
prehistory of man must have somehow built in the features that allow the present 
verbal virtuosity of the species. This biological view implies a certain trade off 
between language acquisition steps and innate schemes. Everything in grammar 
that language acquisition is unlikely to deliver, suggests itself now as a welcome 
present from the evolution of the human brain. There is a certain ambiguity here. 
One may postulate that universal and typological features of grammar are those 
that are highly learnable for a general pattern recognizing intelligence. By 
contrast, one may as easily assume that universal and typological properties are 
so much hidden in the mass of the various data that they can only be recognized 
by an intelligence that is successfully predisposed to find them due to its innate 
scheme for grammar. This conceptual ambiguity between learnability versus 
grammar-specific a priories justifies that a conference on language evolution 
scrutinize specific cases of language acquisition in order to see what seems to be 
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learnable anyway and what seems to be less so. In this light, I will consider the 
successive forms of single and doubly marked negation. 

2. Negative Concord 

There are three ways to mark a sentence as a negation, (i) a modal c1itic on the 
finite verb, (ii) a modal c1itic on the finite verb obligatorily supported by a 
negative adverb (negative concord), or (iii) a negative adverb alone. Negation in 
French shows the following historical development ('Jespersen's cycle': 
Jespersen 1917, Zeijlstra 2004). 

(1) a. Je ne dis 
b. Je ne dis pas 
c. Je ne dis 

(Old French) 
(Modern French) 
(colloquial French) 

The order in the historic changes shows that we have here more than a 
simple choice between negation by a single element versus negation by two 
elements. The change is caused by different perceptions of the input, a difference 
in learning. When a c1iticized element is no longer acquired as an essential 
marking, the single full-sized negation adverb suffices. But there is more to it. 

Negative concord was present in 17th century Dutch, but Modern Dutch 
sentence negation is realized by means of a single adverb. In spite of the single 
adverb input, Dutch (and German) child language shows a well-defined period of 
negative concord (two negative markers for a single negative meaning). It 
appears spontaneously in periphrastic predicates (wilnie eten niet 'want not eat 
not') and disappears just after the acquisition of the V2 rule. The rise and fall of 
the second negative marking can be understood from successive reconstructions 
by the acquisition procedure. The acquisition procedure reconstructs a double 
negation in spite of the fact that the adult input has a single negative element 
only. One may see this as a very early default parameter setting for negative 
concord, but that is not needed. There is a more substantive and interesting 
explanation, as I will argue now. 

3. Input Reduction 

Child language does not consider all structures at the same time. The child 
cannot attend to all data at once and she does not even try to. She applies a 
massive data reduction instead, and she subsequently builds a grammar for the 
residue only. That residue determines what new facts can be accommodated. The 
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reduction procedure needs no innate, biologically pre-wired, knowledge. It is 
based on ignorance. 

The child's attention is first directed to binary word combinations in which 
each element allows an immediate interpretation in the speech situation (see also 
10rdens 2002). This implies that grammatical elements that are not pragmatically 
understood are left out of the initial utterances, although their frequency in the 
input is hundred or more times higher than the lexical items that are in fact 
reproduced. Two types of predicative structures dominate in early child 
language. The first type in (2) marks a kind of proto-illocution. It determines the 
sentence type (wish, statement, question). 

(2) modal illocution operator (+ negation) 
a. is (nie) [assertion: that is (not)] 

is (clitic Neg) 
b. hoefe (nie) [wish: I need (not)] 

need (c1itic Neg) 
c. wil (nie) [wish: I want (not)] 

want (c1itic Neg) 
d. hoort (nie) [norm: it belongs (not)] 

belongs (c1itic Neg) 
e. kan (nie) [possibility: I can (not)] 

can (c1itic Neg) 

The second type is a content element with characterizing function, a 'comment'. 

(3) a. ei (niet) 
egg (Neg) 

b. bad (niet) 
bath (not) 

c. pap-opeten (niet) 
porridge eat (Neg) 

d. slapen (niet) 
sleep (Neg) 

Both constructions can be followed by a negation element, as indicated in (2)­
(3). The negative element in (2) is analyzed here as a clitic, as part of a fused 
modal illocution operator. It then gets a negative illocutive intention, something 
like 'negative name-giving' (2)a, 'negative wish' (2)b,c, 'negative norm' (2)d, 
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'impossibility' (2)e. An analysis of kannie, hoefenie, magnie as 'negative modal 
operator' is also present in Hoekstra & Iordens (1994) and Iordens (2002). 

In a somewhat later development the recombination of reconstructed parts 
yields the forms in (4). See also Wijnen 2000 for the analysis of periphrastic 
predicates as a later development. The full supporting evidence is drawn from 
the negative sentences before, during and after the acquisition of the V2 rule in 
the Van Kampen corpus (two children) and Groningen corpus (four children). A 
comparison with the dense German Leo corpus (Behrens) is in preparation. 

(4) negative operator + comment (content niet) 
a. issenie - ei [niet] (Sarah 2;4.2) 

thatsnot egg not 
b. hoefenie - bad [niet] (Sarah 2;4.25) 

(I) neednot bath not 
c. (ik) hepniet - sjembad [niet] (Sarah 2;4.27) 

(I) havenot swimming pool not 
d. hoortniet - daar [niet] (Sarah 2;5.22) 

(it) belongs not there not 
e. kannie - vinden [niet] (Tim 2;2) 

(I) cannot find not 
f. pastniet - ijsbeer in [niet] (Matthijs 2;4.24) 

«there) fitsnot polar-bear in not 
g. hoefeniet - pap opeten [niet] (Thomas 2;4.14) 

neednot porridge eat not 
h. khoefnie- s(l)apen [niet] (Laura 2;4.21) 

(I) need not sleep not 
I. zijnnie - [niet] koud [niet] (Laura 2;8.24) 

(they) arenot cold not 

Since the two-part utterances in (4) were intended as a single negation, I analyze 
the negation element between brackets [niet] as a simultaneous and repetitive tag 
on the denotational element. A negation element nie(t) is the final element in 
both parts of the utterance. 

(5) CP 

modal operator comment -------- --------modal <+neg> comment <+neg> 
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The doubling constructions appear just before the acquisition of V2nd, when 
complex sentences are still rare in the speech of the child. Therefore, the 
doubling constructions are not very frequent. They may easily be overlooked, 
but they are definitely there in the speech of the Dutch child, as has been shown 
by longitudinal graphs for the two girls. 

The doubling of <+neg> need not arise from a deep intuition of the child 
about negative CPs. Their combination follows the general pattern of combining 
simplex or complex operator constructs with a context comment that will 
develop later in a grammatically-marked predicate. The result is a temporary 
doubling construction. 

In this way, the doublings in (4) are not part of the input, but they will 
nevertheless arise from an acquisition procedure that combines pre-existing 
parts. The adult input is as in (6). 

(6) Adult Dutch 
a. ik hoef dat niet tv 

I need that not (I do not need it) 
b. ik hoef het ei niet tv 

1 need the egg not (I do not need the egg) 
c. ik hoef niet tv te eten 

I need not to eat (I do not need to eat) 
d. ik hoef niet een ei tv 

I need not an egg (I do not need an egg) 

The adult Dutch sentences in (6) allow us to consider the child language forms in 
(2)-(4) as temporary reductions by the acquisition procedure. The negation 
element can become part of different remnants. 

The acquisition of the V2 rule will reveal that the negative modals are to be 
analyzed as modals plus a cliticized negation marker. When all illocution 
operators in initial position are reinterpreted as a finite verb that takes part in 
<+finite>/<-finite> paradigm, all input patterns show that the negation markings 
follow the finite forms and precede the non-finite forms. 

(7) a. [hoenie]M => [hoef]M [niet .... tM] 
b. [hoenie] [ei eten] => [hoef]<+finile. +M> [nietNeg ei tM (te) eten]predicate 

The negative modal cIitic nie can now be recognized as placed at the beginning 
of the predicate (the characterizing comment) and not necessarily fused with the 
modal operator. The negative following the predicate disappears. As a matter of 
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fact the double marked negative sentences disappear almost simultaneously with 
the acquisition of the verbal paradigm <+finite>/<-finite> and its characteristic 
positions, respectively sentence-initial/<+finite> versus predicate-finaV<-finite>. 
This suggests an acquisition procedure that adds a binary opposition in category 
«±finite» and position «sentence-initial operator> versus <predicate-final 
head». Thereafter follows a uniform position for the negative element 
«predicate initial». Input reductions to elementary patterns, rather than a priori 
parameters, seem to determine the developmental steps. 

Afrikaans has a similar double negation as in child Dutch. The modal verb 
and the negation nie appear also as a fused element see (8). 

(8) Hy kannie kom nie, want hy is siek. 
He cannot come not, because he is ill 

Afrikaans fits the present learnability analysis, but it succeeds to maintain the 
negative concord that was present in child Dutch before the V2 rule. See 
Biberauer (2008) for an analysis along the line of innate UG procedures. 

Not all child languages show the Neg doubling constructions. It has not (or 
hardly) been attested in English. English has a restricted use of low negation. 
English uses mostly a dummy don't in front of the lexical verb. In Dutch 'object 
+ verb' constructions, the negation element appears in predicate final position (Ik 

wit dat ei niet eten), a configuration no longer present in VO English at all (I 

don't want to eat that egg). The dummy don't is picked up by the English child 
as sentence negation (nQ/don 't want that egg) from the start. 

4. Perfect Language 

This learnability perspective on universal and typological properties of grammar 
is not as far from present day theorizing as one may imagine, although it is 
definitely a different, non-nativist, point of view. Chomsky (2005) mentions 
three factors for the acquisition of grammar: (A) general cognitive abilities, (B) 
innate UG distinctions, and (C) input sentences. He considers, and prefers in 
principle, the possibility that the determinants in (B) can be minimalized to zero. 
In that case, a general combinatorial system (A) would suffice to derive a 
grammar from input (C) without support by (B) 

Grammatical constructions themselves are seen as implementing a general 
scheme for categorical combination "Merge and Agree". This scheme is general 
enough to fall under (A). More specific grammatical properties could follow 
from (B), such as (i) the categorial system, (ii) the binarity of all combinations 
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(iii) the headedness of phrases, (iv) the hope that all restrictions on combinations 
follow from lexical properties (inclusiveness), (v) the recursivity of 
combinations, (iv) the locality of all grammatical restrictions. 

My argument is that they may as well follow from natural preferences in the 
acquisition procedure. If the acquisition procedure is not pre-programmed for the 
properties just mentioned, it could nevertheless hang on to them assuming the 
following learning strategy (see also Van Kampen 2(09). 

Suppose dog is identified as <+N> in the sense of 'element that can be used 
as atopic-name' (Krifka 2007) and suppose further that the article the is 
identified as 'followed by <+N>'. A later appearing {angry dog] must then 
become <+N> given the {angry dog]N' The element angry is <-N> (not a topic­
name), and hence {dog]N is the head of the phrase the {{angry]-N dog]+N.. The 
recursion in the {angry {dark-haired dog]] follows logically if the rule head on 
the left-hand side (N -7 A+N) is a repeatedly applied Merge. The binarity of the 
system was first a practical start and developed from there into a dominating 
property of the system. As such it is not necessarily an innate property of 
grammar, but rather a self-reinforcing tendency of the naIve acquisition 
procedure. A learner may have acquired the small phrase [~+y]. When 
confronted with larger constructs, say [(H~+Y], there will be an immediate 
preference to hold on to the previous result [~+Y]. That favors the binary analysis 
[a+[~+y]]. The pressure of such a learnability preference may in the long run 
impose on grammars the binarity principle. In general, let grammatical structures 
have the option to be (i) binary branching as well as multiple branching, (ii) 
headed as well as non-headed, (iii) conditioned by a local 'Agree' as well as non­
locally (globally) conditioned. Then, in the long evolutionary run, the restricted 
system is likely to win the learnability competitirn on all these points. 

Hence, the first principles of grammar may follow from the child's natural 
acquisition strategy, and need not constitute an innate scheme of grammar as 
such. Such a view does not explain why language should require a rather large 
brain in spite of the simplicity of the basic principles, why prehistoric man may 
have suffered from some kind of specific language impairment, or why first 
language acquisition is hardly possible after the age of 5 (whereas restarts are 
possible). Note though that the conjecture of an innate UG scheme does not 
answer such questions either. All such obvious questions require real models of 
the way the brain operates and that must be quite beyond the range of 
grammatical analysis as such. The suggestion that the initial limitations in child 
language might be due to a maturation of the young brain (Wexler 1999) runs in 
conflict with the findings about the acquisition of English in American adopted 
Chinese preschoolers (3000 children, aged 2Y2-6) (Snedeker et al. 2007). The 
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children acquired English from child-directed speech without access to bilingual 
informants. They showed the same developmental patterns in language 
production as monolingual infants, i.e. input reduction and a gradual expansion 
of the grammar. Their brain must have been matured in China, nevertheless they 
follow the same reduction and reconstruction method as their native classmates 
had done two or three years earlier. I consider this natural mass experiment on 
language acquisition as supporting a non-nativist view on grammar. 
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THE PREDICABILITY TREE. HOW, AND WHY? 

ROBERT VAN ROOIJ 
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The art of ranking things in genera and species is of no small importance and very much assists 
our judgment as well as our memory. You know how much it matters in botany, not to mention 
animals and other substances, or again moral and notional entities as some call them. Order 
largely depends on it, and many good authors write in such a way that their whole account 
could be divided and subdivided according to a procedure related to genera and species. This 
helps one not merely to retain things, but also to find them. And those who have laid out all 
sorts of notions under certain headings or categories have done something very useful. 
Gottfried Wilhelm von Leibniz, New Essays on Human Understanding (Leibniz, 1704) 

1. Introduction 

Accordir.g to the still dominant Chomskian tradition in linguistics, we are required 
to have a priori knowledge of some (universal) linguistics constraints, because 
otherwise it is impossible to learn a language (in such a short period of time). For 
this reason, a 'language faculty' evolved which 'contains' this type of knowledge. 
But even among grammatical sentences there is a distinction to be made between 
sensical and nonsensical ones. Also this distinction is based on some constraints. 
In this paper I will argue that one of these latter 'linguistic' constraints could 
better be thought of as ontological, or categorical knowledge: knowledge about 
fundamental ontological categories, or perhaps about the way we categorize our 
world. I will discuss whether this type of knowledge evolved as becoming part of 
our 'ontology faculty', or whether each child can learn it based on more general 
Bayesian principles. 

The existence of ontological knowledge manifests itself through various phe­
nomena: (i) anomalous sentences, (ii) natural co-predication, and (iii) natural 
classes. As for (i), we have a strong intuition that there is an important distinction 
between the non-true sentences (I-a) and (l-b): 

(I) a. The cow was green. 
b. The cow was an hour long. 

Whereas (l-a) is an ok, but false sentence, (l-b) is not true, because it is 'unnatu­
ral' , or 'anomalous': it involves a category mistake. Something very similar holds 
for (ii), it is easy to see that not all pairs of predicates can be combined naturally: 
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it is ok to say (2-a), but not to say (2-b): 

(2) a. Either x is fat, orland x is hungry. 
b. Either x is fat, orland x is an hour long. 

Intuitively, whether it is contingent whether or not (2-a) is true, sentence (2-b) 
cannot even be true, because no entity can both be fat and an hour long. 

As for (iii), finally, according to a long philosophical tradition (starting with 
Aristotle (1963), and recently defended by authors as diverse as Goodman (1965), 
Lewis (1983), and Gardenfors (2000», not all classes are alike: some are 'natural' 
and others are not. The famous paradox of confirmation is one (among many) 
way(s) in which this distinction manifests itself: we state a law-like sentence as 
(3-a) rather than as (3-b): 

(3) a. Ravens are black. 
b. Non-black things are not ravens. 

The reason seems to be that we prefer the subject of a law-like sentence to involve 
a natural class, or kind. (Aristotle observed that even for particular sentences 
there is a distinction between the natural 'Some logs are white' versus the less 
natural 'Some white things are logs'). Whereas the class, or concept of what it is 
to be a raven, seems to be 'stable', 'homogenuous', and 'projectable' (Goodman), 
this is not the case for the class of non-black things. Whether a tenn is more 
'natural' than another, does not just depend on whether it is (logically) 'primitive' 
(like 'raven') or (logically) 'complex' (like non-black): the use of nominal, or 
substantive, terms as subjects of law-like sentences is much more natural than the 
use of adjectival tenns. 

These phenomena strongly suggest that the set of predicates, classes, or (if 
you want) ontological categories, are structured, and that not taking this structure 
into account gives rise to anomaly and 'paradoxes'. What is this structure, and 
why does it exist? 

2. Ontological categories 

Aristotle (1963) made a famous suggestion of how predicates, or 'ontological en­
titties', are categorized. In the previous century, philosophers like Russell (1924) 
and Ryle (1938) made more concrete proposals, but only Sommers (1959) and 
Sommers (1963) developed an extremely simple (though not very well known) 
theory that could easily explain the above phenomena. The distinction between 
tenn/predicate- and sentence-negation is crucial for his account. Where a modem 
logician would say that 'x is non-even' is true for both 3 and John, because 'it is 
not the case that x is even' is true for both, Sommers more naturally claims that 
the fonner sentence is only true for 3, and neither true nor false for John. The 
class of things that is either 'even' or 'non-even' is called an ontological cate-
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gory. Something similar we do for every (primitive) predicate P, and we denote 
the category by I PI. Thus, I PI is the set of objects to which the predicate P 
can sensibly be applied, whether truly or falsely. Predicate P is said to span the 
objects in I PI· The category I Ape I, for instance, spans all animals (including 
humans), just as the category I Human /. In Aristotelian terms, if X denotes 
a species, the category I X I denotes the genus of X. The sets I Socrates I and 
IQuinel will (arguably) be identical (the set of all humans), and the sets lApel, 
I Evenl, I An hour longl will all be mutually exclusive. But not all non-identical 
categories are mutually exclusive. It seems reasonable to say that only human be­
ings, and not apes, can be honest, or dishonest. But this means that I Honest I is 
a proper subset of I Humanl. Similarly, I Humanl can be seen as a subset of 
I Animal I, which can denote the set of all living things. Sommers' Law of cat­
egorial inclusion now says that categories (or predicates) can be hierarchically 
ordered in what is formally known as a (rooted) tree (which is a connected set 
with no cycles), also known as a 'predicability tree'. Stating it somewhat differ­
ently, it says that for any two categories I XI and IYI, either (i) I XI n IYI = 0, 
or (ii) IXI ~ IYI, or IYI ~ IX/' What Sommers' law excludes is there to 
be an individual x such that x E I XI n IYI, although neither I XI ~ IY I nor 
IYI ~ I XI· In later work, Sommers called this the M-rule or the principle of no 
downward convergence. 

In terms of Sommers' theory we can explain the above phenomena. Let 
us say that I XI and IY/ are compatible, U(j XI, IYj), iff I XI n IYI i- 0. 
First, (I-b) is anomalous, though (I-a) is not, because the categories used in 
the latter sentence are compatible, i.e., U(jCowl, IGreenl), because ICowl ~ 
IGreenl), but the categories used in the former sentence are not: --.U(jCowl, 
I An hour long I). The same explanation can be given to the second phenomenon: 
(2-a) is ok, because U(j Fatl, I Hungryl), but (2-b) is anomalous, because 
--.U(jFatl, IAn hour longl). To account for the third phenomenon, we have 
to say what it means to be the natural subject, in a subject-predicate sentence. 
The proposal is that (3-a) is ok because I Ravenl ~ I Blackl, and that (3-b) 
is not, because IN on - blackl r:z. IRaven/. Notice that the latter is true iff 
I Blackl r:z. I Ravenl, which means that although we have come close to ac­
counting for the traditional distinction between substantial and accidental terms 
(incorporated in language by the distinction between nominals versus adjectives), 
it seems that we haven't yet accounted for the distinction between positive and 
negative terms. 

There seem to be some obvious counterexamples to Sommers' theory, how­
ever. Men can be white, but not even, while mathematical numbers can be even, 
but not white. But this means that according to the theory, there can be no pred­
icate X that is applicable to both man and to number. But, of course, both men 
and numbers can be rational. What Sommers' theory predicts is that this means 
that 'Rational' must be ambiguous. And this seems to be a correct predication. A 
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similar correct prediction follows from another 'counterexample': The categories 
IMade of woodl and IWas deadl are incompatible. Still, neither 'The bat was 
made out of wood' nor 'The bat was dead' is anomalous. We have to (correctly) 
conclude that the two occurrences of 'The bat' denote something quite different. 
Perhaps a more interesting (though more disputable) example is the pair of sen­
tences 'Holland is flat' and 'Holland is a democracy'. A table is in I Flatl but not 
in I Democracy;' A political constitution is in I Democracyl but not in I Flat;. 
But this means that according to the theory, the two occurrences of 'Holland' must 
denote different entities. And perhaps that is the way we have to think about it! 
(For the philosophers among us, consider examples given after Ryle: 'Descartes 
is 1.67 meter long' and 'Descartes thinks', and conclude that Descartes is made 
up of two categories/substances (or can be seen from two different angles): body 
and mind). Thus, the most obvious counterexamples can be explained away very 
naturally, and the theory even enables us to detect ambiguity. 

Although Sommers' theory is not uncontroversial (for instance because it de­
pends on a primitive notion of a sentence being anomalous, e.g Cogan (1971)), 
there is a lot of empirical evidence that suggests it is correct. Keil (1979) and Keil 
(1983) found empirical evidence that both adults and children follow Sommers' 
law to reason about the world. Moreover, children's trees are typically simpler 
than the ones of adults. That Sommers' law holds (if it does) or not is a logical 
possibility, but certainly not a logical necessity. It can be shown that the proba­
bility of generating a matrix that satisfies Sommers' law, or the M -constraint, is 
highly insignificant. Logically speaking, there is an indefinitely large number of 
different ways of conceptualizing the world. Why could all different categories 
not be mutually exclusive, or why couldn't they give rise to a full partial order? 
Why is the relation between ontological categories, or is our conceptualization of 
the world, constrained by Sommers' law? Why are these categories hierarchically 
ordered, giving rise to a tree? 

3. Why hierarchical structure? 

Giving that the a priori chance of a set of categories satisfies Sommers' law is so 
insignificant, why does our language still seem to obey it? The set of categories 
satisfies Sommers' law iff we organize our categories into a tree-structure. It 
is well-known (Johnson (1967) and Jardine and Sibson (1971)) that there exists a 
direct correspondence between any hierarchical system of clusters and a particular 
type of distance measure. Suppose that objects can be mapped to a metric space 
such that differences and similarities between these objects can be represented by 
a metric distance function, d, such that any objects x and y, d(x, y) ~ 0, d(x, x) = 
o and d(x, y) = d(y, x). This metric gives rise to an (ultrametric) tree iff the 
following so-called uttrametric inequality holds: "ix, y, Z : d(x, y) :s; d(x, z) = 
d(y, z). Thus, for any three objects x, y, and z for which the above inequality is 
true (and the inequality is strict), x and yare less distant from each other than 
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either is from z.a This implies that x and y form a subtree (cluster) relative to z. 
But this correspondence between distance functions and trees (where each object 
can be seen as a set of features) only gives rise to the new question of why a metric 
should satisfy the ultrametric inequality. 

One answer is that the distinctions between the objects in the world itself sat­
isfy this constraint, i.e. the world is organized according to a strict non-convergent 
hierarchy. In evolutionary processes, this is not at all unnatural: all objects have 
an initial common structure and later develop additional distinctive feaures. An 
alternative (rather Kantian) answer is that Sommers' law is due to our internal 
psychological constraints on how we can 'see' the world. Such an answer is very 
similar to the answer Chomsky has given to the question how we can learn a lan­
guage: without any a priori limitation this is impossible, because there are too 
many possibilities. But notice that our constraint will be very abstract: no innate 
concepts, but rather a structural limitation on how concepts can be related to one 
another, which is more in line with Gardenfors (2000),s limitation on what a nat­
ural concept can be. If this is the answer, it seems we have to explain the way 
we actually seem to categorize in terms of a general advantage of hierarchical or­
ganization. The nobel prize winner Herbert Simon suggested in (Simon, 1969) 
that the existence of hierchical orders might be explained by reference to phylo­
genetic evolution. He argued that to represent information in a tree is one of the 
most stable ways to represent knowledge, and thus has evolutionary advantages: 
the relative stability of intermediate levels enables such systems to emerge more 
quickly through evolutionary processes. 

Simon illustrated his idea with a parable of two watchmakers, Hora and Tem­
pus. Each makes watches composed of 1000 parts each, but while those of Tem­
pus have to be assembled in one whole, Hora's are made up of three levels of 
subassemblies of 10 elements each. So, Tempus has to make a complete assem­
bly in one go, and it is assumed that if he is interrupted, the partially completed 
assembly will fall apart. Hence, for each interruption, he will lose more work, 
and he will take many more attempts to produce a complete assembly. Hora, on 
the other hand, has to complete III subassemblies for each complete watch, but 
she will lose less work for each interruption and will take far fewer attempts to 
make a complete assembly. If the probability of interruption is about 1 in 100, 
then Tempus will take around 4000 times as long as Hora to assemble a complete 
watch. Simon argued that the same principle of faster evolution of a complex 
structure consisting of relatively stable sub-structures will apply to any biologi­
calor social system and so such hierarchic systems are likely to be much more 

"This a~sumption seems very strong. though. It demands not only that given two disjoint clusters, 
all intra-cluster distances are smaller than all inter-cluster distances, but also that all the inter-cluster 
distances are equal. Proposals to weaken the demands that still generate trees are given in Sattah and 
Tversky (1977), Corter and Tversky (1986), and Davis (1999). 
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common than non-hierarchic complex systems. Sampson (2005) has argued that 
Simon's argument is relevant for linguistics, but relates it to grammatical structure. 
Simon's argument seems not immediately "relevant for motivating Sommers' con­
straint. But I think it still is: presenting knowledge of concepts/categories in a tree 
is very efficient (see also, among many others, Leibniz' quote above, and Bick­
erton, 1990). The oldest known tree diagram was drawn in the 3rd century AD 
by the Greek philosopher Porphyry in his commentary on Aristotle's categories. 
This tree diagram incorporates Aristotle's traditional method of defining new cat­
egories by genus and differentiae. The species 'Man', for instance, is defined by 
the genus 'Animal' and the differentia 'Rational'. This method is fundamental to 
artificial intelligence, object-oriented systems, the semantic web, and every dic­
tionary from the earliest days to the present. Why? Because it allows us to define 
all terms without giving rise to cycles, but most of all because it greatly helps the 
child to figure out the fundamental categories of existence and what properties 
could be applied to what sorts of entities. 

But it comes with a prize which I don't know whether we want to pay: we 
have to assume a set of primitive (positive) properties or attributes. Consider 
the predicates 'Tiger' and 'Non-Tiger'. The first denotes a kind (e.g. Kripke, 
Putnam), or natural class, but the latter does not. In terms of this distinction -
or so say even extreme nominalists like Goodman (1965) and Quine (1960) -
we can solve the problems of induction (and thus the possibility of doing natural 
science) and indeterminancy of translation, even if this distinction depends only 
on our (stable) interests. Even though /Tiger/ and /Non - Tiger/ denote the 
same category - the set of animals - there is a crucial difference between the 
predicates themselves: where the set of tigers can be determined by a conjunctive 
set of (primitive) positive attributes they all have in common, this cannot be done 
for the set of non-tigers. Of course, this depends very much on what we take to be 
a primitive attribute 

Perhaps this means that Sommers' M-constraint is not innate - as suggested 
by Keil (1979) and Bickerton (1990) - but due to evolution. And indeed, Schmidt 
(2000) have shown that how Bayesian model selection can be used to learn the M­
constraint given a hypothesis space including alternative models. Thus, our desire 
for efficiency has not resulted in an innate M constraint by evolution, but forces 
every individual to discover the lvI-constraint anew. For instance, it may be the 
result of people's tendency to classify objects into mutually exclusive categories. 
The prevalence of hierarchical classification can then be attributed to the added 
complexity involved in the introduction of cross classification with overlapping 
clusters. 
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Pronouns form a particularly interesting part-of-speech for evolutionary linguistics because 
their development is often lagging behind with respect to other changes in their language. Many 
hypotheses on pronoun evolution exist - both for explaining their initial resilience to change as 
well as for why they eventually cave in to evolutionary pressures - but so far, no one has pro­
posed a formal model yet that operationalizes these explanations in a unified theory. This paper 
therefore presents a computational model of pronoun evolution in a multi-agent population; 
and argues that pronoun evolution can best be understood as an interplay between the level 
of language strategies, which are the procedures for \earning, expanding and aligning partic­
ular features of language, and the level of the specific language systems that instantiate these 
strategies in terms of concrete words, morphemes and grammatical structures. This claim is 
supported by a case study on Spanish pronouns, which are currently undergoing an evolution 
from a case- to a referential-based system, the latter of which there exist multiple variations 
(which are called lefsmo, laf.fmo and lo(smo depending on the type of change). 

1. Introduction 

Pronouns are commonly defined as substitutes for noun phrases that refer to per­
sons or things in the discourse context. Interestingly enough, there is often a 
discrepancy between the morphosyntactic qualities of pronouns and the nomi­
nal system in the rest of the language (Comrie, 2005). In English, for example, 
full noun phrases are not marked for case, whereas pronouns distinguish between 
nominative and non-nominative (e.g. he vs. him). In most cases, the discrep­
ancy means that pronouns still contain traces of an earlier grammatical stage of a 
language. This makes them interesting objects of study for evolutionary linguis­
tics: not only because they hint at what the language once looked like, but also 
because they "cannot indefinitely uphold a grammatical category/property-based 
distinction alone [oo.]" (Howe, 1996, p. 63). In other words, pronoun evolution is 
strongly motivated by other, well-known developments in their language. 

Many hypotheses have been proposed to explain why pronouns are initially 
resilient to change and why they eventually yield to evolutionary pressures. How­
ever, no one has offered a formal model yet that operationalizes these proposals 
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and validates them in a computational model. This paper therefore presents a con­
crete multi-agent model that investigates the evolution of pronoun systems through 
a case study of Spanish, in which the pronouns are currently shifting from a case­
to a referential-based system (Valenzuela et aI., to appear). The model studies pro­
noun evolution at two different levels (Bleys & Steels, 2009; Steels, submitted): 

I. The level of language strategies: Language strategies are sets of proce­
dures for acquiring, expanding and aligning features of language. Language 
strategies allow speakers to become and remain proficient in their language, 
and also cause language change. 

2. The level of language systems: Language systems are the concrete choices 
that instantiate particular language strategies in terms of an ontology, a lex­
icon and grammatical structures. Language systems allow language users 
to produce and parse conventional linguistic utterances. 

As 1 will illustrate in the remainder of this paper, there is an interplay between 
both levels that strongly influence the ongoing evolution in Spanish. 

2. A Case Study of Spanish Pronoun Evolution 

The (Standard) Spanish personal pronouns still show traces of a previous case de­
clension. This is most apparent in the third person, which differentiates among 
nominative, accusative and dative. The other pronouns, however, only distinguish 
between nominative and non-nominative. The third person pronoun also features 
a gender distinction between masculine and feminine in the nominative and ac­
cusative cases, but not in the dative case. This pronoun system (see Table I) is 
known by scholars as the 'etymological system' (Valenzuela et aI., to appear). 

Table I. Singular pronouns in Standard Spanish. 

1st Person 
2nd Person 

3d Person Ma~c. 
3d Person Fern. 

Nominative Accusative Dative 
yo 
IIi 
til 

ella 

me 
Ie 
10 
la 

me 
Ie 
Ie 
Ie 

The etymological system is gradually changing into a 'referential system' in 
which the accusative and dative cases are collapsed. This does not mean that the 
system is simply impoverished: pronouns start to differentiate gender, number and 
noun class. Moreover, the pronouns have specialized into agreement markers as 
they can be used in a sentence along with the noun phrases they refer to: 

(\ ) Le di un regalo a mi madre. 
him.3SG.DAT. give. J PAST a gift to my mother 

'I gave my mother a present.' (lit. 'to her 1 gave a present to my mother') 



338 

'Referential system' is in fact an umbrella term for covering multiple vari­
ations of the system that are not uniformly distributed in the regions of Spain, 
and that are still in competition with the etymological one (Fernandez-Ordonez, 
1999). Depending on the particular flavour of the referential system, the variations 
are called le(smo, la(smo and lo(smo. 

Le£smo denotes the use of the pronoun Ie (etymologically a dative pronoun) 
instead of accusative 10. The most frequent occurrences are the use of Ie as a sin­
gular, masculine and personal pronoun (ex. (2». The La(smo variation concerns 
the use of the pronoun la (etymologically an accusative pronoun) instead of Ie 
with a feminine referent (ex. (3». Finally, lo(smo is the use of 10 (etymologically 
an accusative pronoun) instead of Ie with masculine or neuter referents (ex. (4». 

(2) Le vi (a Javier). 
3P.SG.ACC saw-IP.SG.PAST (Person-Marker Javier) 

'I saw him (Javier).' 

(3) La dio un regalo (a Maria). 
her.DAT gave-3P.SG.PAST INDEF.ART.M present to Maria 

'He gave a present to her (Maria) .' 

(4) Lo dio un regalo (a Juan). 
him.DAT gave-3P.SG.PAST INDEF.ART.M present to John 

'He gave a present to him (John).' 

3. Two Levels of Language Evolution 

This paper assumes that the evolution described in the previous section is not 
happening by accident but that it is motivated given the other developments in 
the Spanish language, which has lost case marking in its noun phrases (in favour 
of word order and prepositional usage) and which has evolved explicit gender­
marking (Valenzuela et aI., to appear). Spanish pronoun evolution should thus be 
studied at two levels: the level of the language system and the level of the language 
strategies. Both levels are studied within the setting of a language game. 

3.1. Language System 

Studies of grammaticalization have abundantly shown that language users most 
of the time recycle existing forms into new functions. This is also true for the 
Spanish pronouns. Future innovations and changes in a language are therefore 
highly dependent on the already existing items in the linguistic inventory. 

The experiments therefore start with a popUlation of agents that are equipped 
with the etymological pronoun system of Spanish, including an ontology, lexicon 
and grammar. The main challenge of this formalization is that speakers of Spanish 
are perfectly capable of recognizing and understanding when other speakers use 



Etymological 

10 
{syn- cat 

(==1 (case «NOM -) 
(ACe +) 
(OAT -))) 

{gender loll)} 

16 
{syn-cat 

(syn-cat 
( ""'-""1 (case « NOM -) 

(ACe +) 

(DAT - ))) 
{gender F)} 

(==<1 (case {(NOM -) 
(ACC -) 
(DAT +») 

(gender ?gender») 

339 

Referential 

loismo 
(syn-cat 

(==1 (case {(NOM -) 
(ACe ?ace) 
{DAT ?dat»)) 

(gender M) J } 

le-fem1.n.1.na 
{syn-cat 

(""""1 (case (tNOM - ) 
(ACC - ) 
(DAT +») 

(gender F}» 

1.iauso 
{syn-cat 

(==1 (case «(NOM -) 
(ACe ?acc) 
(DAT ?dat}) J 

1ger~der F) ) 

(syn--ca t 
(""'""1 {case «NOM -) 

(ACC -) 
(DAT +))) 

(gender M») 

Figure I. Left: A simplified representation of the syntactic functions of Ie, la and Ie in the etymolog­
ical system. RighI: The possible syntactic functions of the same pronouns in the referential system. 

a particular variation such as la(smo or !o(smo, so the agents have to be capable 
of dealing with variation as well and be aware of alternative uses. This has been 
achieved in Fluid Construction Grammar (De Beule & Steels, 2005; Steels & 
De Beule, 2006, also see www. feg-net. ~rg) . An overview of the current 
implementation can be found in Valenzuela et a!. (to appear). 

Ontology. The experiments make use of a small ontology that consists of several 
objects and events. The objects differentiate between 'persons' (e.g. [JAVIER]) 
and 'non-persons' (e.g. [BOOK)). This distinction is not relevant for the exper­
iments in this paper, but will be used for later stages of the case study (also see 
section 4). There are in total 28 objects that balance the gender distinction be­
tween masculine-feminine. Next, there are eight different events, of which five 
transitive (e.g. [TOUCH]) and three ditransitive events (e.g. [GIVE]). 

Lexicon and Grammar. Each item in the ontology has a corresponding lexical 
entry (e.g. [CAT] - "gato"). The grammar consists of two argument-structure con­
structions for transitive and ditransitive events. TIlese constructions take care of 
the correct word order and grammatical role assignment in production. In parsing, 
they help the hearer to retrieve 'who did what to whom'. 

The pronouns lo, la and fe are implemented as morphological rules that map 
a specific syntactic function to a particular form. The left of Fig. 1 illustrates 
the case and gender specification of the etymological system. The case-features 
of 10 and fa specify that they always play the accusative role (marked with a '+') 
and never the nominative or dative roles (marked with a '-'). The two pronouns 
only differ in the feature 'gender', which has the value 'M' (masculine) for to, 
and 'F' (feminine) for lao Le, on the other hand. states that it always plays the 
dative role. However, it leaves its gender underspecified, which is marked by the 
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variable '?gender' (indicated with a question mark). Indeed, the utterance Le dio 
un regalo will be ambiguous as to whether the speaker intended to say 'He gave 
him a present' or 'He gave her a present' . 

3.2. lAnguage Strategies 

The language system will allow agents to produce and parse conventional utter­
ances in Spanish that involve the etymological pronoun system. However, be­
coming and remaining proficient in a language also means that you know how to 
acquire innovations, how to expand the system if needed and how to adapt your 
linguistic inventory to changes in the speech community. These three components 
are operation ali zed in the form of language strategies (Steels, submitted). 

Each language strategy is explicitly represented as a set of 'diagnostics' for 
detecting communicative problems, 'repair functions' for solving these problems 
and 'alignment functions' for adapting the linguistic inventory based on the com­
municative outcome of an interaction. Each language strategy also has a 'score' 
between 0 and I that reflects its strength or dominance in the language. The dom­
inance of a strategy will decide on which communicative problems are consid­
ered more urgent by the language user, which repair functions have priority over 
the others, and which alignment functions have the biggest impact. Scores are 
updated using similar lateral inhibition dynamics as in previous language game 
experiments (Bleys & Steels, 2009). 

A Strategy for Case. Given the loss of case marking in most of the Spanish lan­
guage, I will assume here that the strategy for case is not productive anymore 
for Spanish speakers, and that it can at best be used for acquiring case distinc­
tions and upholding this distinction because of frequency effects. The necessary 
learning mechanisms for a case strategy are described by van Trijp (2008). 

A Strategy for Gender. It is a well-established fact that Spanish explicitly marks 
gender distinctions. The experiments therefore assume that the Spanish gender 
strategy has a high 'score' and that its associated diagnostics, repairs and align­
ment functions have priority over those of the case strategy. In total, the gender 
strategy has three diagnostics with three corresponding repair functions and one 
alignment function: 

I. A speaker can detect whether the pronoun he used explicitly marked gender 
or not. If not, they can repair this problem by either recruiting another 
pronoun (typically 10 or la) or by adapting Ie (see below). However, two 
conditions have to be met: (a) the score of the gender strategy must be 
higher than the score of the case strategy; and (b) the 'functional load' of 
the recruited pronoun must be covered by at least one other system in the 
language. The latter requirement means that there must be some formal way 
that hearers can notice that an innovation took place (see below). 
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2. A speaker can detect variation in the language when they know multiple 
possibilities for expressing the same meaning. This may cause an explosion 
of search effort during processing. The speaker can decide to repair this 
problem by introducing additional gender constraints on one of the pro­
nouns (e.g. specify that Ie should only cover masculine referents). 

3. A hearer can detect the novel use of a pronoun (e.g. 10 or la in dative 
position) if the 'functional load' of case assignment is also carried by an­
other system in the language. In this case, the word order specifications of 
the argument-structure constructions will effectively inform the hearer that 
there is a mismatch between the case specification of the pronoun and what 
was expected by the construction. The hearer can use this information for 
repairing the problem. 

4. Both speaker and hearer will increase the confidence score of a pronoun 
if it was used in a successful interaction and punish pronouns that try to 
cover the same gender by decreasing their scores. In case of failure, only 
the score of the pronoun that was used is decreased. 

Agents can autonomously test whether an innovation is incompatible with the 
old use of a pronoun. If so (typically when introducing new constraints), a new 
morphological rule is introduced that co-exists with the old one. If not, then the re­
pair occurs directly in the recruited pronoun. The gender strategy can (but does not 
have to) lead to the four different morphological rules that are shown in the right 
of Fig. I. Here we see that 10 and la may evolve into non-nominative masculine 
and feminine pronouns, whereas Ie can remain a dative pronoun if it specializes 
in either masculine or feminine referents. 

4. Experimental results and discussion 

The above-mentioned language system and language strategies for case and gen­
der were implemented in a popUlation of ten agents that engage in a series of 
'language games' (i.e. routinized communicative interactions). More specifically, 
agents play description games in which the speaker has to describe an event to 
the hearer. These events are randomly created by a scene generator based on the 
ontology of the agents. The speaker has to use a pronoun for one of the partici­
pants that playa role in the action. The game is a success if the hearer agrees with 
the description, and a failure if he disagrees. The agents will exploit this setting 
when adapting their language. For each language game, two agents are randomly 
picked to act as either the speaker or the hearer. 

In all of the simulations, the population of agents succeeded in modifying their 
pronoun system such that it incorporates a novel gender distinction for indirect 
objects. The two graphs in Fig. 2 show examples of the global evolution between 
Lo, La and Le on the level of the language system. The Y-axis shows the percentage 
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Ie· standard-spanish le-standard-spanish 

Lang~age Ga~s Language Games 

Figure 2. Two times competition between different uses of Ie. la and 10. 

of how often a pronoun was used during the last ten interactions that involved a 
ditransitive utterance, whereas the X-axis indicates the number of language games 
in the population. 

The left graph shows a simulation where the agents went for the la{smo vari­
ation in which la emerges as a non-nominative feminine-marker. We see that the 
etymological use of Ie quickly disappears under influence of the new uses of la 
and also briefly of 10, but the form is nevertheless able to survive as a dative mas­
culine pronoun. As the results show, whereas Ie used to take up 100% of the dative 
case, it now shares this function with la depending on the gender of the referent. 
The right graph shows another simulation where Ie has almost disappeared and 
been replaced by 10 and la, which makes that the accusative-dative distinction has 
completely collapsed. This is the most frequent solution in the simulations, as Ie 
competes with both la and 10, but the latter two don't compete with each other. 

It is striking that Ie/sma never occurs, whereas this is the most frequent varia­
tion in real life. This is due to the fact that there is already a gender differentiation 
in the accusative case, hence the gender strategy does not pressure the agents to 
make changes here. Indeed, most occurrences of Ie/sma in Spanish actually em­
ploy Ie as a pronoun for personal, animate and volitional referents (both masculine 
and feminine). This use of Ie probably follows a tendency in Spanish to differenti­
ate person from non-person entities (Valenzuela et aI., to appear). This hypothesis 
is supported by the form a, which emerged as a marker for person entities in di­
rect object positions. The data therefore suggest that future experiments need to 
incorporate a third language strategy for marking the noun class or type. 

5. Conclusions 

This paper presented a multi-agent computational simulation in which a popula­
tion of agents succeeded in evolving the etymological pronoun system of Spanish 
towards a more referential-oriented system, including the well-known la{smo and 
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10lsmo variations of this system. The simulations showed that this shift was made 
possible without loss of communicative success because of evolution on two lev­
els: that of the language system and that of language strategies. The results also 
suggest that gender can only explain two types of variation in Spanish and that 
at least a third strategy is needed in future experiments to explain some of the 
observed phenomena in Spanish. 
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According to recent developments in (computational) Construction Grammar, language pro­
cessing occurs through the incremental buildup of meaning and form according to construc­
tional specifications. If the number of available constructions becomes large however, this 
results in a search process that quickly becomes cognitively unfeasible without the aid of addi­
tional guiding principles. One of the main mechanisms the brain recruits (in all sorts of tasks) 
to optimize processing efficiency is priming. Priming in turn requires a specific organisation 
of the constructions. Processing efficiency thus must have been one of the main evolutionary 
pressures driving the organisation of linguistic constructions. In this paper we show how con­
structions can be organized in a constructional dependency network in which constructions are 
linked through semantic and syntactic categories. Using Fluid Construction Grammar, we show 
how such a network can be learned incrementally in a usage-based fashion, and how it can be 
used to guide processing by priming the suitable constructions. 

1. Introduction 

According to Construction Grammar, linguistic knowledge is captured in a con­
structicon, which is an assembly of form-meaning pairings called constructions 
(Goldberg, 1995). Processing (i.e. producing or parsing) a sentence amounts to 
the successive application of constructions, gradually augmenting and transform­
ing an initial meaning to a final form or vice versa. 

In each step during processing out of tens of thousands of constructions only a 
few constructions can apply and of these even less will be correct thus pressuring 
both efficiency and accuracy. Acknowledging this, most flavors of Construction 
Grammar adopt a taxonomy of constructions capturing relations of schematicity, 
but other relations like polysemy, meronomy, inheritance have been proposed as 
well (see Croft and Cruse (2004) for an overview). Such relations are based on 
intrinsic properties that hold between the form or meaning of the connected con­
structions. But constructions can also be related by usage-based properties (i.e. 
properties that follow first and foremost from their actual use in processing). For 
example in (Saffran, 2001) it was shown that children are capable of tracking co­
occurrence relations not only for word boundaries but also for syntactic patterns. 
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Such co-occurrence relations can also be captured in a network of constructions, 
linking them according to conventional usage patterns. Obviously learning these 
relations can be used to guide and optimize later processing. In addition, if these 
principles are operating continuously (i.e. at every usage event) this will have a 
major impact not only on the internal organisation of the constructicon but also 
on the way the language evolves and changes since it gives rise to self-enforcing 
loops entrenching patterns more quickly than they otherwise would. 

In this paper we operationalize two usage-based construction networks, the 
second being an extension of the first. Operationaiizing requires (1) a learning 
component that gradually builds and shapes the network on every use and (2) op­
timized language processing in terms of efficiency and accuracy by utilizing this 
network. First we introduce a network capturing the fact that certain constructions 
tend to precede others and show how this can be learned from a series of usage 
events given a pre-defined set of constructions in Fluid Construction Grammar. 
We also show how the acquired co-occurrence network combined with language 
processing capable of priming improves processing performance significantly. A 
second type of network, the dependency network, is based on more subtle and 
often intricate processing dependencies instead of simple co-occurrences. Such 
networks allow for an even greater improvement in performance by making the 
priming much more accurate. We thereby provide the basis for further investi­
gating the influence of conventional constructional usage patterns on the further 
evolution of language in a computational fashion (e.g. in language game experi­
ments) . 

2. Learning and using Causal Co-occurrences 

In order to capture usage-based dependencies between constructions, we first need 
to specify in more detail how constructions are used during processing. We use 
Fluid Construction Grammar (FCG) (De Beule & Steels, 2005; Steels & De Beule, 
2006), arguably one of the most advanced formalisms presently available for 
doing computational construction grammar. FCG has been developed primarily 
for investigating the emergence and evolution of artificial grammars among au­
tonomous robots. Furthermore, FCG is not a theory of any particular language in 
that it remains neutral towards what kinds of semantic or syntactic features consti­
tute constructions. As such, it provides the ideal skeletal substrate for implement­
ing and testing a wide variety of empirical and theoretical findings in evolutionary 
linguistics. 

In FCG language processing amounts to finding the correct chain of construc­
tions so that applied in that sequence they wiII lead to a correct interpretation 
or production. Determining the appropriate sequence of constructions involves 
searching through a vast space of possible sequences. If however one construc­
tion is often observed to trigger another construction, it makes sense to record this 
information and use it in later processing. It is important to understand that we are 
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tracking these co-occurrences at the level of such application sequences and not 
for example at the surface form. 

We kept track of causal co-occurrences between constructions as they were 
applied while processing a thousand randomly generated but valid sentences ac­
cording to an FCG grammar based on the one documented in (Micelli, Trijp, & 
De Beule, 2009). The grammar contains 64 lexical constructions for 39 nouns, 
18 adjectives, 4 verbs and 3 prepositions, and 16 grammatical constructions, in 
total amounting to a constructicon of 80 constructions suitable for parsing and 
producing sentences into and from their Frame Semantic meaning according to 
FrameNet (Fillmore, 1982; Baker, Fillmore, & Lowe, 1998). 

After each sentence is processed, co-occurrences are recorded between the 
constructions involved, and a constructional causal co-occurrence network is grad­
ually built up. A fragment of the resulting network is shown in Figure 1. 

Figure I . A fragment of the learned causal co-occurrence network. Diamond shaped nodes represent 
constructions that appeared to be applicable without reliance on other constructions, i.e. only requiring 
initial meaning and form. Egg-shaped constructions on the other hand were observed to have a causal 
co-occurrence with other constructions, namely with those connected to them by incoming edges. For 
example, it was recorded that the plural construction causally co-occurs often with nouns like "ball" 
and "river", but not yet with other nouns like "line". 

As the network is being improved after each new sentence, it is also used to 
reduce the number of constructions tried for processing the next sentence thus 
improving efficiency. Figure 2 shows the average number of grammatical con­
structions considered before an applicable one was found for each sentence. 

As the first 300 sentences were processed, the network was being built up, and 
the number of constructions tried steadily decreased. After this, the average num­
ber of tried constructions stabilizes around seven, resulting in a vast improvement 
compared to the baseline case. 

3. Constructional dependencies 

Constructional dependencies are a more refined form of causal co-occurrence re­
lationships and build on two related observations. First, in an application chain of 
constructions most of them can only apply when certain constraints are met. This 
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Figure 2. Evolution of the average number of grammatical constructions considered per construction 
applied while processing a new sentence. The top curve represents the baseline case correspond­
ing to random search, amounting to on average about half of all constructions being tried each time. 
The middle curve shows how this can be improved by priming constructions according to a causal 
co-occurrence network. The bottom curve shows another improvement by using dependency based 
priming, amounting to an additional drop from around seven to around two constructions. This perfor­
mance is also more stable and learned faster due to generalisation. 

holds especially true for grammatical constructions in which these constraints can 
become quite abstract. For example, in English, the intransitive constructions 
will, during parsing, only be triggered if a Noun Phrase (NP) is observed directly 
preceding a Verb. During production, it expresses the fact that the subject NP in 
a 'Subject Verb' syntactic pattern fills the agentive participant role of the event 
evoked by the verb. The second and related observation is that these semantic 
and syntactic constraints are supplied by previously applied constructions. For 
example whether a constituent is a Noun Phrase or can play the agentive role in 
an event, and hence whether the intransitive construction will apply, depends on 
the constructions making up that constituent. 

In more general terms, whether construction X should trigger doesn't just de­
pend on what constructions applied before, but more specifically on the semantic 
and syntactic categories supplied by these previously applied constructions. In 
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this view constructions are thus "communicating" with each other during pro­
cessing through the categories that they require (from previous constructions) and 
supply (to later constructions). Categories thus become the main regulators oflin­
guistic processing. This way, dependencies specify a constructional dependency 
network among the constructions in the constructicon. 

In FCG the application of a construction involves a match phase in which 
its preconditions are verified and a merge phase in which the linguistic feature 
structure that is being built is modified. It is exactly the interplay of merges of 
earlier constructions and matches of later constructions that makes the tracking of 
dependencies possible. Indeed, when a construction matches with the linguistic 
feature structure only because of an earlier modification by another construction 
the matching construction is dependent on the earlier one. In pseudocode this is 
computed as follows: 

_______________ Function LearnDependencies(applicationChain) 

Loop 
ForEach laterConstruction in Reverse(applicationChain) do 
II We loop backwards over the applied constructions 
applicationChain -- Remove (laterConstruction, applicationChain); 
dependencyFound -- false; 
ForEach previousConstruction in Reverse (applicationChain) do 

matchedOnByLaterConstruction -- MatchedOn(laterConstruction); 
mergedByPreviousConstruction -- MergedBy(previoudConstruction); 
matchMergeIntersection -- Intersection (matchedOnByLaterConstruction, 

If matchMergeIntersection 
then 

rnergedByPreviousConstruction) ; 

II laterConstruction is dependent on previousConstruction 
II either the intersection is already a category or we create it 

·category ~ FindOrCreateCategory(rnatchMergelntersection, 
knownCategories)i 

AddOrEntrenchDependencyLink(previousConstruction, category); 
AddOrEntrenchDependencyLink(category, laterConstruction); 
dependencyFound true; 

End ForEach; 
If dependencyFound false 
then 
II laterConstruction is INdependent and gets marked as such 
AddOrEntrenchIndependencyLink(laterConstruction) ; 

End ForEachi 
End Loop; 
_________________________ End LearnDependencies ________________________ _ 

The above code loops in reverse order over the applied constructions (i.e. the 
last one first) and checks for this construction what it matched on (i.e. its precon­
ditions). Then it loops again over all constructions applied before this construction 
and checks how these construction applications modified the feature structure by 
their merge. If an intersection is found between this match and merge then a de­
pendency is found. Essentially it means the later construction would not have been 
able to apply if it was not for the modifications of the earlier construction. When 
such a dependency is found either a new edge is added between the constructions 
or if there already is one it entrenches it more by incrementing its score. If no 
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dependency is found then this is also recorded because it means the construction 
could be applied without any previous construction modifying the initial feature 
structure. 

Capturing these sort of dependencies requires that not only the constructions 
are explicitly represented in the network but also the semantic and syntactic cate­
gories that constitute the dependencies. This is illustrated in Figure 3. 

Figure 3. Fragment of the constructional dependency network learned from the exact same usage 
history as in Figure I, but this time also capturing more subtle inter-dependencies between construc­
tions besides causal co-occurrences. Square nodes hold semantic and syntactic categories as provided 
or required by constructions. 

Explicitly representing the categories has the advantage that it makes priming 
of constructions much more accurate and at the same time more general. Consider 
for example the GRADABLLATTRIBUTES construction in Figures I and 3. It re­
quires an adjective and a noun and assembles them in an Adjective-Noun phrase. 
In the simpler network of Figure I, all nouns and adjectives that occurred together 
prime the construction, meaning that on the one hand it is primed too often (be­
cause it is primed whenever one of these nouns is observed, even if no adjective 
is observed yet), but on the other hand also that it is not primed often enough, 
because only previously encountered nouns and adjectives prime it. In the aug­
mented network of Figure 3 however, the GRADABLLATTRIBUTES construction 
is primed only if both a noun and an adjective are observed, and even if they were 
not encountered before with this particular construction; as long as they are known 
in the network to be a noun and an adjective. The same effect is also observed in 
children when they cue in on syntactic information to produce novel utterances 
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with nonce words (Tomasello, Akhtar, Dodson, & Rekau, 1997). 
In the current model, the effect can also be illustrated by comparing the linkage 

of the LINE.N construction with the PLURAL construction in both networks. In 
the simple network, LINE.N and PLURAL are not yet connected, meaning that 
no sentence was ever encountered containing the plural form "lines". LINE.N 
is however linked to the THE construction, meaning that the phrase "the line" 
was observed. In the augmented network, observing "the line" connects LINE.N 
to THE through the intermediate noun-like category node. This node is in tum 
connected to PLURAL due to another observation not involving LINE.N. This 
way, the dependency between the LINE.N and the PLURAL constructions has also 
been captured without having observed it. 

Dependency based priming allows an additional improvement of processing 
performance as can be seen in Figure 2. This time, on average only two out 
of eighty constructions need to be considered before a good one is found. This 
number is also more stable compared to a co-occurrence network. 

4. Discussion and conclusion 

There is a growing body of evidence supporting the hypothesis that acquiring a 
language involves the learning of usage-based dependency patterns among con­
structions (Tomasello, 1992; Saffran et al., 2008). There is also evidence that 
acquired patterns of constructional usages influence language processing, for ex­
ample through the priming of frequently co-occurring constructions (Tomasello 
et aI., 1997; Saffran, 2001). 

In this paper we have shown how these two observations can be operational­
ized by performing a case study in Fluid Construction Grammar involving the 
learning of constructional dependency networks from randomly generated but 
valid sentences according to an FCG grammar documented in (Micelli et aI. , 2009). 
It was shown that such networks can be learned and allow to reduce the amount 
of processing required for parsing or producing a sentence. In addition, we have 
proposed to explicitly include semantic and syntactic categories in the network, 
providing the glue between constructions, and have shown how this leads to a 
powerful capacity to generalize from observations and an associated further re­
duction of processing load. 

The processing efficiency and accuracy in humans is nothing short of amazing 
and the mechanisms regulating our capacity for language must have been under 
these evolutionary pressures at all times. If not it would have become to slow to 
use or could not expand to more than a limited lexicon. The model and results 
presented here show that language does indeed contain structure that allows one 
to build and shape a constructional dependency network which can be used to 
optimize both efficiency and accuracy. Moreover there is a non trivial connec­
tion between the dependencies we tracked in our networks and the hierarchical 
structure of language thus hinting that recruitment of these general cognitive ca-
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pabilities might be a necessary requirement to learn and process hierarchical large 
scale language systems (Steels, 2(07). 

Moreover, if learning a language involves learning dependency patterns, and 
if using language involves employing the learned patterns, then language trans­
mission, and hence language evolution, will also be influenced by dependency 
patterns. By operationalizing the learning and usage of dependency patterns, we 
have therefore provided a basis for investigating the role of dependency patterns 
in the evolution of language. 
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This paper discusses problems associated with the "moving target argument" (cf. 
Christiansen & Chater 2008, Chater et al. 2009, see also Deacon 1997: 329, Johansson 
2005: 190). According to this common argument, rapid language change renders 
biological adaptations to language unlikely. However, studies of rapid biological 
evolution, varying rates of language change and recent simulations pose problems for the 
underlying assumptions of the argument. A critique of these assumptions leads to a 
richer view of language-biology co-evolution. 

1. Introduction 

Are languages a "moving target" for biological evolution? According to 
Christiansen and Chater (2008) there could not have been any biological 
adaptations to language because languages change rapidly whereas biology 
needs stable targets to adapt to. This argument features prominently in the debate 
on the origins of language (e.g. Deacon 1997: 329, Johansson 2005: 190, Chater 
et al. 2009). The following three points highlight the structure of the argument: 

(1) Premise 1 Biological evolution is slow. 
Premise 2 Language change is rapid. 
Premise 3 Slow biological adaptation needs stable targets. 
Conclusion Biology could not have adapted to language. 

2. The Uniformitarian Principle and some associated problems 

The moving target argument covertly assumes that the rates of biological and 
cultural change we observe today are similar to the rates of change in the past. 
This inference has often been called the Uniformitarian Principle. The notion of 
"Uniformitarianism" goes back to Charles Lyell's Principles of Geology (1830) 
where he states that the processes which alter the shape of the earth remain 
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unchanged through time. The principle has also been stated within the context of 
linguistics by Labov (1972: 275): 

"[T]he forces operating to produce linguistic change today are of the same 
kind and order of magnitude as those which operated in the past ( ... )" 

The view that cultural (and likewise linguistic) change is a much faster process 
than biological evolution is common. For example, Dawkins (2006 [1976]: 190) 
states that "fashions in dress and diet, ceremonies and customs, art and 
architecture, engineering and technology, all evolve in historical time in a way 
that looks like highly speeded up genetic evolution" and with respect to language 
he says that languages seem to evolve "at a rate which is orders of magnitude 
faster than genetic evol uti on" (i bid. 189). 
Dawkins' use of 'historical time' implicitly contrasts with 'geological time', 
which is thought to be the domain of evolution. This idea goes back to Darwin, 
who thought of evolution as something that cannot be observed by humans and 
that works on non-historical timescales: 

"We see nothing of these slow changes in progress, until the hand of time 
has marked the long lapse of ages, and then so imperfect is our view into 
long past geological ages, that we only see that the forms of life are now 
different from what they formerly were ." (Darwin 1909-14., ch . 4) 

However, during the past years more and more cases have been discussed in 
which biological evolution is observable "in real time" - the literature on this is 
extensive and constantly growing. A number of these cases will be reviewed here 
to show that rapid evolution is much more frequent than sometimes assumed: 

• A very famous example of rapid evolution is the ongoing co-evolution 
of virulence in the myxoma virus and defense against the virus in 
Australian rabbits (Dwyer et al. 1990). 

• An experiment was able to show that bacteria are able to develop 
resistance to certain temperatures after 200 generations (Bennet et al. 
1990) - a timescale of just months. 

• In a captive population of chinook salmons, the egg size decreased 
within 5 generations (Heath et al. 2003). Selection pressure on offspring 
survival selects for larger eggs whose offspring are more likely to 
survive. If this pressure disappears in captivity, egg size may change 
rapidly. 

• Ritchie & Gleason (1995) describe song patterns of flies of the 
Drosophila willistoni sibling species group. They find differences in 
frequencies and interval pulses of song patterns which - given that the 
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involved species are closely related - are likely to be the result of rapid 
evolution due to sexual selection. 

• Klerks & Levinton (1989) suggest that the evolution of metal resistance 
of an invertebrate to a metal-polluted site in Foundry Cove (New York) 
could have succeeded in 1 to 4 generations - 30 years after the onset of 
the pollution. 

• O'Steen et al. (2002) were able to show how populations of guppies 
rapidly adapt to their environment: guppies in high-predation areas 
rapidly evolved better escape abilities than guppies in low-predation 
areas. This change happened in a period of between 15 and 20 years. 

These are some of the many cases of rapid evolution mentioned in the literature. 
One could object that many of these changes are not due to natural conditions 
because they are in some ways connected to human intervention. There are, 
though, good examples of rapid evolution where humans play no role, most 
notably the Darwin's finches of the Galapagos Islands which rapidly changed 
their beak size after a climatic event occurred that devastated a major food 
resource (Grant & Grant 1993). One could also object that the examples do not 
pertain to human evolution. However, a number of human genetic traits show the 
signature of selection within the last few thousand years (Wang et al. 2006). 
Taken together, these examples highlight the fact that evolution does not always 
proceed slowly: 

"Our ideal world requires a constancy of evolutionary rate in all lineages. 
But rates are enormously variable." (Gould 1983: 363) 

Since there is still considerable dispute as to what exactly determines the speed 
of evolution, it seems best to remain agnostic, with rapid evolution being seen as 
a possibility which should not be ignored. 

3. The rate of cultural and linguistic change 

These examples have shown that biological adaptation need not be slow. What 
about language change? Language change - and cultural change in general -
seems to be almost entirely rapid. However, there are exceptions. For example, 
Diamond (1997) mentions the extremely slow cultural evolution (or sometimes 
the apparent lack of any evolution at all) in certain parts of the world due to 
detrimental geographical factors. A case in point is Tasmania, where there have 
not been any major technological advances for hundreds or even thousands of 
years. Also, there may be periods of time where the rate of evolution is different. 
For example, there is a huge gap between the Oldowan and the Acheulean stone 
producing techniques (cf. Johansson 2005), a transition which took 
approximately one million years. 
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Turning to language, linguists have discussed varying rates of change in the 
context of a critique of lexicostatistical methodology. A major criticism of 
lexicostatistics was the fact that it assumed constant rates of change (e.g. Teeter 
1963). While Lees (1953) claimed that lexical retention rates cluster around a 
universal constant, Guy (1983) observed that Lee's sample is highly biased. In a 
classic paper, Bergsland & Vogt (1962) showed that some languages - in 
particular Icelandic, Armenian, Georgian and Greenlandic Eskimo (Inuit) - have 
higher retention rates than predicted by Lees' constant, while Blust (2000) shows 
that rates of change differ within the Austronesian language family. After 
splitting off from Proto-Malayo-Polynesian, some languages retained 58% of the 
Proto-Malayo-Polynesian vocabulary, whereas other languages retained only 
5.2% after the same length of time. 
Additional examples for varying rates of change come from the literature on 
phylogenetic modeling of languages: Although somewhat controversial, 
researchers have turned to estimate the 'half-life' of words (cf. Pagel 2007). 
Some of the words are estimated to have 'half-lifes' of approximately 70,000 
years, which is similar to the rate of evolution of some genes (Burger et al. 
2007). Other words are replaced faster. The varying rates of lexical displacement 
can be illustrated by looking at cognate sets: Where English speakers say "bird", 
Italians say "uccello", the French say "oiseau", the Spanish "pajaro", the 
Germans say "Vogel", the Greeks say "pouli" and Latin speakers said "avis". 
These forms do not form a cognate set as opposed, for instance, to "two" which 
has not been replaced in any of the Indo-European languages (Pagel 2009). 
However, there are many examples of language change that seem rather rapid: 
vowels constantly shift; German is in the process of losing its genitive case 
marker; 'cool' and 'uber' change with almost every generation of kids. These 
examples constitute very interesting changes - but they do not constitute major 
changes. Most of the rapid changes of linguistic systems we can think of are 
changes in the inventory of categories: certain linguistic categories disappear, 
two categories might merge or one category might split into two. 
There are, though, major changes that can be observed, e.g. the change of 
Nonthaburi Malay as an agglutinative language to a language of an isolating 
type, or the ongoing emergence of tonal contrasts in Korean. However, these 
shifts from one language type to another (agglutinative to isolating, non-tonal to 
tonal) usually need much more time and proceed in an incremental, step-by-step 
fashion over long periods. For example, Proto-Indo-European had a case system 
and while most European languages underwent specific changes (e.g. certain 
cases have been lost), all European languages retain a case system (with the 
notable exception of the marginal system in English). 
When I speak of 'major' and 'minor' changes, I do not intend to imply that this 
is a qualitative distinction. I put forth the hypothesis that most of the fast changes 
we observe are among the more minor changes, while big changes need time -
partly because they are constituted by a number of sequential small changes. 
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This hypothesis needs to be tested with large-scale typological databases, but 
crucially, it is a testable claim. 

4. Biological adaptations for changing targets 

To my knowledge no one has yet considered the implications of the work of 
Kashtan et al. (2007) for language evolution. Contrary to Christiansen and 
Chater's claim that biology could not have adapted to a moving target, Kasthan 
et al. (2007) find that "temporally varying goals can substantially speed 
evolution compared with evolution under a fixed goal" (ibid. 13711). As they 
point out, it might be expected that changing goals make evolution more difficult 
(ibid. 13711) but their model turns out to show that this is not necessarily the 
case. 
They also find that "the more complex the problem at hand, the more dramatic 
the speedup afforded by temporal variations" (ibid. 13711). This is interesting 
with respect to language evolution because if anything can be thought of as a 
complex trait, it is language. If we believe Kashtan et al. (2007) that a moving 
target even increases the rate of evolution, the moving target argument can not 
only be criticized on the grounds of a critique of the Uniformitarian Principle 
(section I and 2) but also with respect to premise 3 which states that biological 
adaptation needs a fixed target. 

5. A thought experiment on early language change 

The following thought exercise is intended to show that it is not only possible 
but also quite likely that languages (or proto-languages) have changed more 
slowly in the past than they do today: 

Suppose, you are playing a game with a friend and you are given only one 
red die. The only thing you can do is throw the red die - once or maybe 
repeatedly. Only if you are given an additional die, let us say a green one, 
is there the possibility to change the order of the two dice. Now, more 
"complex" games are possible, e.g. throwing the red die three times, the 
green die three times etc. Given yet another colored die, the options of the 
game multiply. Crucially, the game can only be changed if there are 
enough elements in the game to be changed. 

Something similar might have been the case in the early stages of language 
evolution - if one wants to avoid a saltational theory of language evolution it 
seems to be necessary to assume "simpler" stages of languages. This is 
something done by a large number of scholars who posit the existence of some 
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form of intermediate proto-language before the advent of modern human 
languages. 
With respect to these proto-languages we might ask questions such as: Can word 
order be changed if speakers only use single words? Can tone be changed in a 
meaningful way if the speakers of a proto-language have not yet started to 
employ tones to distinguish meanings? Can two categories be merged if there is 
only one category in the language? The answer to all these questions is obviously 
'no'. Therefore, it is likely that language change was not only slow but severely 
limited. Because languages at a certain stage in the language-brain co-evolution 
were likely to have been less complex, they had fewer dimensions on which 
cultural change could have acted. 
The crucial difference between this thought experiment and the rapid emergence 
of new languages we observe in creolization processes is that today 'the game' is 
not biologically constrained and therefore the inventory of categories and 
patterns can expand at astonishing rates in language genesis. However, the 
thought experiment pertains to biological constraints. Let us take working 
memory capacity as an example. If there were selective pressure on increasing 
working memory capacity in the early stages of language evolution, adaptations 
to this pressure would lead to longer sentences. These are more likely to exhibit 
more complexity and the ability to change this complexity in increasingly 
different ways. 

6. Conclusions 

In this paper, I have argued that the Uniformitarian Principle does not hold 
across the board and should be used with caution since rates of change differ. I 
have also put forth the possibility that linguistic change and biological evolution 
are on a similar and sometimes overlapping timescale. Other researchers have 
reached similar conclusions on different grounds, e.g. Nettle (2007: 10756) 
argues for a greater role of gene-culture co-evolution than previously suspected. 
In the comments to Christiansen & Chater's paper, over five commentators argue 
for a bigger role of co-evolution in the origins of language. Taken together, these 
considerations show that the extent of co-evolution as opposed to one-sided 
adaptation of language 'to fit the human brain' (Christiansen & Chater 2008: 
489) has probably been underestimated. The picture that emerges is an evolution 
of language/culture and biology in tandem. In the initial stages, proto-languages 
did not change as much as modern languages but with some general biological 
adaptations to language (e.g. in the domain of working memory, cooperation 
etc.), there was more and more room for languages to change and at the same 
time, to increase the rate of change. 



358 

References 

Bennett. A.F .• Khoi. M.D .• & Lenski. R.E. (1990). Rapid evolution in 
response to high-temperature selection. Nature. 346. pp. 79-81. 

Bergsland. K .• & Vogt. H. (1962). On the validity of glottochronology (with 
comments and reply). Current Anthropology. 3:2, pp. 115-53. 

Blust. R. (2000). Why lexicostatistics doesn't work: the 'universal constant' 
hypothesis and the Austronesian languages. In: Renfrew. c.. McMahon. A .• & 
Trask, L. (2000). Time Depth in Historical Linguistics. (Papers in the prehistory 
of language. volume 1). Cambridge: McDOnald Institute for Archaeological 
Research. 

Burger. J .• Kirchner. M .• Bramanti. B .• Haak . W .. & Thomas. M. G. (2007). 
Absence of the lactase-persistence-associated allele in early Neolithic 
Europeans. Proceedings of the National Academy of Sciences of the USA. 104. 
pp.3736-3741. 

Chater. N .• Reali. F .• & Christiansen. M. (2009). Restrictions on biological 
adaptation in language evolution. Proceedings of the National Academy of 
Sciences of the USA. 106, pp. 1015-1020. 

Christiansen. M. H .• & Chater. Nick (2008). Language as shaped by the 
brain. Behavioral and Brain Sciences, 31. pp. 489-558. 

Darwin. C.R. (1859). On the Origin of Species. London: John Murray. 
Dawkins. R. (2006[1976]). The Selfish Gene. New York: Oxford University 

Press. 
Deacon. T.W. (1997). The Symbolic Species. New York: Norton. 
Diamond. J. (1997). Guns, Germs and Steel: The Fate of Human Societies. 

New York: W.W. Norton. 
Dwyer, G .• Levin, S.A .• & Buttel. L. (1990). A simulation model of the 

population dynamics and evolution of myxomatosis . Ecological Monographs, 
60,pp.423-447. 

Gould. SJ. (1983) . The Hen's Teeth and Horse's Toes. New York: Norton. 
Grant. R.B., & Grant, P.R. (1993). Evolution of Darwin's finches caused by 

a rare climatic event. Proceedings: Biological Sciences, 251. pp. 111-117. 
Guy. J.B.M. (1983). On Lexicostatistics and G lottochronology. Proceedings 

of the XVth Pacific Science Congress, Dunedin. New Zealand. Manuscript. 36 
pp. 

Heath. D.o .• Heath. J.W .• Bryden. C.A .• Johnson. R.M .• & Fox. C.W. 
(2003). Rapid Evolution of Egg Size in Captive Salmon. Science. 299. pp . 1738-
1740. 



359 

Huey, R. B., Gilchrist, G.W., Carlson, M.L., Berrigan, D., & Serra, L. 

(2000). Rapid Evolution of a Geographic Cline in Size in an Introduced Fly. 
Science, 287, pp. 308-309. 

Johansson, S. (2005). Origins of Language: Constraints on hypotheses. 
Amsterdam: John Benjamins. 

Kashtan, N., Noor, E., & Alon, U. (2007). Varying environment can speed 
up evolution. Proceedings of the National Academy of Sciences of the USA, 104, 
pp.13711-13716. 

Klerks, P.L., & Levinton, J.S. (1989). Rapid Evolution of Metal Resistance 
in a Benthic Oligochaete Inhabiting a Metal-polluted Site. Biological Bulletin, 
176,pp.135-141. 

Labov, W. (1972). Sociolinguistic Patterns. Philadelphia: University of 
Pennsylvania Press. 

Lees, R.B. (1953). The basis of c\ottochronology. Language, 29:2, pp. 113-
127. 

Lyell, C. (1830). Principles of Geology. Albemarle-Street: John Murray. 
URL: http://www.esp.org/books/lyell/principles/facsimile/ 
Nettle, D. (2007). Language and genes: A new perspective on the origins of 

human cultural diversity. Proceedings of the National Academy of Sciences of 
the USA, 104, pp. 10755-10756. 

O'Steen, Shyril, Cullum, Alistair J., & Bennett, Albert F. (2002). Rapid 
evolution of espace ability in Trinidadian guppies (Poecilia reticulata). 
Evolution, 64:4, pp. 776-784. 

Pagel, M., Atkinson, Q. D., & Meade, A. (2007). Frequency of word use 
predicts rates of lexical evolution throughout Indo-European history. Nature, 
449, pp. 717-719. 

Pagel, M. (2009) . Human language as a culturally transmitted replicator. 
Nature Genetics, 10, pp. 405-415. 

Ritchie, M.G., & Gleason, J.M. (1995). Rapid evolution of courtship song 
pattern in Drosophila willistoni sibling species. Journal of EvoLutionary BioLogy, 

8, pp. 463-479. 
Teeter, K.Y. (1963). Lexicostatistics and Genetic Relationship. Language, 

39:4, pp. 638-648. 
Wang, E.T., Kodama, G., Baidi P., & Moyzis, R.K. (2006). Global 

Landscape of Recent Inferred Darwinian Selection for Homo Sapiens. 
Proceedings of the NationaL Academy of Sciences of the USA, 103, pp. 135-140. 



This page intentionally left blankThis page intentionally left blank



Abstracts 



This page intentionally left blankThis page intentionally left blank



WHAT IS SPECIAL ABOUT THE LANGUAGE FACULTY, 
AND HOW DID IT GET THAT WAY? 

STEPHEN R. ANDERSON 

Dept. of Linguistics, Yale University, PO Box 208366 
New Haven, CT 06520-8366, USA 

sra@yale.edu 

A consideration of the communicative abilities of other animals makes it clear 
not only that no other species has a system with the essential properties of a human 
natural language, but also that there is no reason to believe that such systems are 
even accessible to animals lacking our specific cognitive capacities (Anderson, 
2004). In every animal species that has been seriously investigated, it is clear that 
the specific properties of its communicative mechanisms are tightly grounded in 
specific properties of its biology. There must be some aspect of our biological 
nature, therefore, which has been distinctively shaped in the course of evolution 
to sub serve our ability to acquire and use the languages we do (Pinker & Bloom, 
1990). Let us call this aspect of human biology the "Language Faculty," without 
prejudice as to whether components of it might have other roles to playas well. 

Some have argued that it is plausible to suggest that there is very little about 
the Language Faculty that is unique to humans and to its role in language: per­
haps only the capacity for recursive elaboration of structure (Hauser, Chomsky, & 
Fitch, 2002). This claim has provoked heated debate between those who maintain 
a highly structured species-specific capacity devoted to the acquisition and use 
of language (Pinker & lackendoff, 2005; lackendoff & Pinker, 2005) and those 
who argue that most of what makes language possible in humans has substantive 
parallels in other domains and/or other species (Fitch, Hauser, & Chomsky, 2005; 
Samuels, 2009). I maintain that the participants in this discussion are largely 
talking past one another: while it is clear that analogs and even homologues of 
components of human biology relevant to language exist in other species, and in 
other cognitive domains, it is also clear that these components have been shaped 
distinctively in humans by their role in language. 

Within Linguistics, there has similarly been argument over whether our abil­
ity to acquire and use language is the product of a distinctive faculty, or simply 
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due to the confluence of capacities equally relevant to other domains. A compo­
nent of that discussion has been controversy about whether the regularities we find 
across the whole range of human languages result from a distinctive and highly 
specific faculty, or are simply the inevitable outcome of external processes shap­
ing language use and language change. This has made the process of discovering 
linguistic universals, and attributing them to the substantive character of the Lan­
guage Faculty, particularly difficult: merely demonstrating that every language 
in the world conforms to a given generalization (even ignoring the problem of 
showing that this would also be true for all possible languages) does not support 
attributing that generalization to such a faculty if an alternative account in terms 
of external factors of usage and change is available. 

Anderson (2008) suggests that this difficulty is more apparent than real. Sup­
posing that external forces conspire to shape languages in particular ways, inde­
pendent of the precise nature of the cognitive capacity underlying their acquisition 
and use, we should still expect that precisely these recurrent regularities would be 
incorporated into our biological nature by Baldwinian evolution, given the cen­
tral role played by language in our ecological niche and the concomitant value 
of an ability to acquire the language of the surrounding community quickly and 
without excessive effort. Nativist and externalist accounts of linguistic regularities 
are therefore complementary, not contradictory. On this understanding, a highly 
specific Language Faculty is just what we predict if external forces of usage and 
change really can drive the emergence of recurrent cross-linguistic regularities. 
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The Category Game is a computational model designed to investigate how a 
population of individuals can develop a shared repertoire of linguistic categories, 
i.e. co-evolve their own system of symbols and meanings, by playing elementary 
language games (Puglisi, BaronchelIi, & Loreto, 2008). Consensus is reached 
through the emergence of a hierarchical category structure made of two distinct 
levels: a basic layer, responsible for fine discrimination of the environment, and a 
shared linguistic layer that groups together perceptions to guarantee communica­
tive success. The only parameter of the model is the Just Noticeable Difference 
(JND) of the agents defined as the smallest detectable difference between two 
stimuli. Remarkably, the number of linguistic categories turns out to be finite 
and small, as observed in natural languages, even in the limit of an infinitesimally 
small JND. As in pioneering work on the coevolution of language and meaning 
(Steels & Belpaeme, 2005), finally, the shared categorization is reached through 
pure cultural negotiation, but in the Category Game the individuals are addition-
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ally able to categorize a continuum environment. The analogy with color catego­
rization is therefore natural (Steels & Belpaeme, 2005; Puglisi et a!., 2008), even 
though computational modeling implies a large number of (even drastic) simplifi­
cations. 

Here we focus on the (much debated (Lakoff, 1987)) question of the origins 
of universal (i.e. shared) categorization patterns across cultures. In particular, we 
report on an in silica experiment pointing out that cultural and linguistic inter­
actions can induce universal patterns in categorization provided that the human 
perceptual system is taken into account (Baronchelli, Gong, Puglisi, & Loreto, 
2009). We simulate, through the Category Game model, a certain number of non­
interacting populations each developing its own synthetic language. We find uni­
versal categorization patterns among populations whose individuals are endowed 
with the human JND function, describing the resolution power of the human eye 
to variations in the wavelength ofthe incident light (Long, Yang, & Purves, 2006). 
We furthermore show that, on the contrary, populations whose individuals' JND 
is uniform do not exhibit any signature of universality. In particular, we repeat 
the same statistical analysis performed in (Kay & Regier, 2003) and find that the 
difference between these two classes of simulated populations is in striking agree­
ment with the difference between the experimental World Color Survey data and 
their randomized counterparts. 

Remarkably, the model we present (i) incorporates a true feature of human 
perception (Le. the human hue JND), and produces results (ii) testable against 
and (iii) in agreement with experimental data. Our work not only corroborates the 
findings of (Kay & Regier, 2003), but also validates the hypothesis that the uni­
versal properties of human visual system are probably involved in the regularities 
of color nomenclatures of the world's languages. 
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How one language strategy - a set of instructions to structure and express one 
particular subarea of meaning - allows a population of agents to self-organise their 
own language system that allows them to reach communicative goals in routinised 
interactions, is relatively well understood. How agents can align on which strategy 
to use when several strategies are available, has been explored far less (Steels, 
2010). This paper investigates how linguistic selection based on communicative 
success, might be suitable for this purpose in a concrete case study. 

The starting point of this case study is an observation in the history of English 
colours terms. In Old English the colour terms primarily had a brightness meaning 
sense but in the transition most colour terms shifted simultaneously to a hue sense. 
In the history of the term "yellow" for example, the OE term "geolo" meant "to 
shine" whereas ME "yelou" referred to the hue of specific objects, such as yolk, 
ripe com or discoloured paper. Colour terms that have been introduced after this 
shift, never had a brightness sense (Casson, 1997). 

We propose a language game model based on the colour naming game to 
model this observation. In this game, the communicative goal of the speaker is 
to describe one of the objects in a shared context to the hearer using only a single 
term that describes the colour of the object. 

Each meaning sense is implemented as a different language strategy. Colour 
categories are represented by their prototype which represent the most prototypi­
cal colour of that category. Each prototype is a single point in a three dimensional 
perceptual colour space (CIE L*u*v*), of which the L* dimension corresponds to 
the brightness of a colour. In brightness strategy only the L* dimension is taken 
into account during categorisation, whereas in the hue strategy, all dimensions are 
taken into account. 

To model linguistic selection of language strategies, each agent keeps track of 
the communicative success of each strategy for each linguistic item in their inven­
tory. This is the default strategy that is used in production or interpretation when 
an item is used. When the stored associations fail in a specific communicative 
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challenge, the items will be re-interpreted using the other strategies that are avail­
able to the agent, starting from the strategy that is considered to be generally most 
fit by that agent. When the language system needs to be expanded, the agents 
will prefer the language strategy they consider to be generally most successful in 
previous interactions and that is suitable for the current communicative challenge. 

The mechanisms proposed in this paper allow the agents to align on the strate­
gies they use and give rise to some interesting dynamics. In some runs one strategy 
clearly becomes the most dominant one, whereas in others a shift occurs from one 
strategy into the other and both strategies continue to co-exist in the same lan­
guage system (Fig. 1). The usage of the strategies reflects their fitness within the 
system. 

number of interactions/agent 

communicattve success ~---. 
straregyooherenoo - •. '-'-
frtness (brightness) ....... . 

Figure I. An experimental run in which initially the brightness strategy has a higher fitness than the 
hue strategy. After 400 interactions per agent. the fitness of the hue strategy overtakes the fitness of 
the brightness strategy, which is reflected in their usage, 
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If language is an emergent product of both cognitive biases and human social 
interactions, then the structure of language and how it changes over time may 
provide valuable information about these biases, potentially bringing us closer to 
understanding their origins (Hruschka et aI., 2009). Modelling and simulation is 
one way to discover the consequences of repeated interactions between agents, 
and how they may end up amplifying (or, indeed suppressing) these biases. 

There has recently been a massive burst of activity within the statistical physics 
community, whereby the emergent properties of many repeated socially-inspired 
interactions between agents have been investigated (Castellano, Fortunato, & 
Loreto, 2009). Many researchers have studied whether one of two variant forms 
with the same function is ultimately adopted as a convention by a community, and 
if so, which one wins out. Despite the insights into complex interacting systems 
that physicists bring with them, a valid criticism of this work is that many mod­
els invoke ad-hoc rules that are simplistic in their treatment of cognition and lack 
empirical contact (Castellano et ai., 2009). 

A more systematic approach is possible, by thinking beyond specific rules and 
focussing on the type of bias that they imply. We consider three superficially 
distinct models, one in which speakers sample interlocutors' utterances randomly 
(Baxter, Blythe, Croft, & McKane, 2006), another in which agents negotiate refer­
ents for an object by eliminating other potential referents when a communicative 
act is deemed successful (Baronchelli, Felici, Caglioti, Loreto, & Steels, 2006), 
and another that investigates competition between two languages but permits the 
possibility of bilinguals (Castello, Egufluz, & San Miguel, 2006). 

We have previously shown that these distinct models can be unified. An anal­
ysis of the relevant stochastic equations of motion allows one to identify three 
distinct biases operating within them (Blythe, 2009). One is a maximising bias, 
where agents seek to eliminate the minority variant. This quickly brings the com­
munity to consensus on the global majority variant. The second behaviour is pure 
sampling: both variants then fluctuate in frequency before one of them goes ex-
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tinct. Both behavioural biases have been observed experimentally, e.g., in the 
work of Hudson Kam and Newport (2005); a formal cognitive basis for such be­
haviour has also been provided within a Bayesian learning framework (Reali & 
Griffiths, 2009). Finally, the model demonstrates the logical possibility of a third 
type of behaviour, where the two variants coexist indefinitely in equal numbers. 

Here we further argue that these three emergent outcomes are generic in mod­
els that invoke maximising, linear sampling or "anti-maximising" behaviour, in 
various combinations and implementations. Whether individuals are variable or 
categorical users of a variant; whether the bias is in production, or perception, or 
both; whether they interact with many or few other members of the community; 
all are 'details' as regards the qualitatively distinct emergent outcomes that can be 
expected. Unfortunately, all are problematic from the point of view of observed 
language change. We will discuss consequences, e.g., for the systematisation of a 
holistic protolanguange (Kirby, Dowman, & Griffiths, 2007), and propose cultural 
evolutionary mechanisms that may plausibly describe actual instances of language 
change, speculating as to the kinds of cognitive processes that may underpin them. 
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A growing number of studies revealed that, to some extent, parallels can be 
found between nonhuman primates' vocal communication and human language 
(e.g. conversation-like vocal exchanges, referential communication and call 
combination). But at the same time, nonhuman primate calls are different from 
speech because of their very limited flexibility. This is intriguing for people 
interested in the evolution of communicative abilities and in the phylogenetic 

origin of language. It is now commonly admitted by the scientific community 
that social life played an essential role in this evolution. Interestingly, vocal 
plasticity in nonhuman primates is certainly limited but not inexistent and they 
are nice models to test the influence of social factors on acoustic variability. 
Several studies have shown that changing the group social composition triggered 
changes in individual vocal signatures. For example, replacing the harem male 
in a captive Campbell's monkeys group leads to a rearrangement of social 
networks and, in parallel, to fine acoustic modifications of the female contact 
calls conducting to vocal sharing between preferential partners. Here we propose 
two ways to test the potential influence of social factors on acoustic variability. 
Our questions were: I) Does the social context of calling influence the level of 
intra/inter-individual variability? 2) Does the social system of the species playa 
role on the shaping of the vocal repertoire's variability? 

We conducted call recordings in two primate species presenting interesting 
social differences. Red-capped mangabeys (Cercocebus torquatus) live in the 
wild in large multi-male and multi-female groups and their social organisation 
is, like most baboons and macaques, strongly based on frequent peaceful and 
agolllstlc interactions. Campbell's monkeys (Cercopithecus campbelli 
campbelli) live in the wild in small harem groups and their social organisation 
is, like most forest guenons, based on rare physical interactions and a discrete 
hierarchy. We investigated whether the level of intra/inter-individual variability 
depended on the call social function. We hypothesized that, as in several other 
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animal species, the level of acoustic variability, notably the level of individual 
distinctiveness, would be higher in calls presenting a high social value (e.g. 
contact call types) than in calls presenting a low social value (e.g. alarm call 
types), the former being involved in affiliative dyadic interactions and the latter 
consisting in a communication at the group level. In humans, individual 
distinctiveness can also be accentuated or attenuated by speakers according to 
the macro context of communication depending on the size and the composition 
of the audience. We then hypothesized that the variability found in affiliative 
versus agonistic calls would depend on the species social system. 

We studied in mangabeys and guenons respectively six and five call types 
for which we could associate a high, intermediary and low social value. Among 
highly social calls we compared in both species affiliative contact calls and 
agonistic threat calls. Intra- and inter-individual acoustic variability was 
assessed by measuring a set of temporal and frequential values in the same way 
for all call types. We measured respectively 1416 calls from 14 individuals in 
mangabeys and 1348 calls from 6 individuals in guenons. We found that the 
degree of the call social value predicted the level of variability. For instance, we 
found in both species a much higher potential for identity coding in affiliative 
calls used during dyadic exchanges than in less social calls like alarm calls (two 
to four times more variable). A strong difference between the two species was 
found in social calls associated to a negative value. While the level of variability 
of threat calls was almost as high as the one of affiliative calls in mangabeys, it 
was as low as the one of alarm calls in Campbell's monkeys, supporting the 
social system effect hypothesis. 

This study highlights the determinant role played by social factors on the 
structuring of vocal repertoires and individual acoustic variability. It opens new 
perspectives of comparative research in animals for understanding how human 
language evolved and supports the general theory of a social-vocal co-evolution. 



CONTEXTS OF LANGUAGE DIVERSITY 

INGAR BRINCK 

Department of Philosophy and Cognitive Science. Lund University. Sweden 

Evans & Levinson (2009) claim that language is a "biocultural hybrid" of 
gene:culture co-evolution, and that a crucial fact for understanding the place of 
language in human cognition is its diversity or fundamental variation in form 
and content. A plausible case for language diversity must explain (1) how 
language systems can evolve and diversify as socio-cultural products under 
cognitive constraints on learning, and (2) how come children can learn and 
adults use anyone of the alternative language systems. It is argued here that 
language is fundamentally pragmatic, and that this explains language diversity 
given a certain understanding of how behavior and environment specify each 
other (Brinck 2007; Clark 2008). From a system dynamics perspective it is 
considered how methods in, e.g., the theory of situated learning (Lane & 
Husemann 2008) might be used to explore the hypothesis. 
(1) Evans' & Levinson's conception of evolution relates to a broader notion of 
context-dependence that places cultural and technological adaptation at centre­
stage. Evolution involves continuous interaction between species and 
environment leading to new artifacts and behavior, potentially with a wide 
application such as language. Communication is a situated practice, controlled 
by local (causal) and global (socio-cultural) contextual features (Garfinkel & 
Sacks 1970). Internalized skills interact with the environment to produce action, 
whereas emerging behavior forms induce changes among existing conditions. In 
a constantly developing feedback loop (spiral), our ancestors' environment 
influenced the evolution of language, while the language shaped the 
environment. Given that every alternative language has evolved in a particular 
ecological niche, diversity is no surprise. 
(2) Assuming cognitive constraints on learning, the multi-layered nature of 
language explains how verbal communication can be prolific and occur with 
such ease. Language relies for its proper functioning on a variety of cognitive, 
affective, and conative processes. Some occur in nonverbal communication 
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among nonhuman primates and human infants. Consider reference. Data from 
comparative, cognitive, and developmental psychology show that nonverbal 
reference can take many forms, some intentional, others automatic or reflexive 
(Brinck, 2008; Leavens et aI., 2009; Senju & Csibra, 2008; Zlatev et aI., 2008). 
Mechanisms for producing and responding to attention, imitation, gesture, and 
emotion occur on different processing levels in different formats, simultaneously 
working towards a common goal, thus enabling multi-layered communication. 
To optimize performance, behavior is tuned to local properties, explaining how 
come, in spite of diversity, language is accessible. To exemplify, referential 
skills are cue-driven and tuned to action contexts. Actions are encoded in detail, 
and apparently identical contexts may be handled differently by the same agent, 
because behavioral competence depends on local affordances and constraints. 
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The study of language evolution has a long tradition of connecting gestures 
to language origins (Condillac, 1746; Hewes, 1973). Modern theories point to 
gesture as the solution to a central problem: the emergence of symbolic 
communication. Prominent versions (Arbib, 2005; Corballis, 2002; Tomasello, 
2008) share three critical features: i) early forms of communication consisted of 
pointing and pantomiming; ii) these gestures then became conventionalised and 
arbitrary, or symbolic; iii) at some point, the symbolic channel 'switched' and 
vocalisations became the dominant channel for symbolic communication. I 
agree that i) is a plausible stage in language evolution but contend that points ii) 
and iii) are less likely, as they do not follow the evolutionary principles of 
parsimony and continuity, nor do they provide a satisfactory explanation for the 
relationship between speech and gesture as it exists today (McNeill, 2005). In 
addition, arguments for this scenario rely on questionable assumptions regarding 
early hominid gestural and vocal abilities, the vocal channel's greater potential 
for creating arbitrary symbols and the role of speech in the instruction of 
manufacturing techniques. 

Although these accounts recognise the powerful representational potential 
of gesture and consider the advantages of an additional, distinct modality of 
communication, they do not appear to fully appreciate the synergistic potential 
of both modalities together nor the limitations of a single modality on its own. 
If mimetic gestures became symbolic as postulated, the power of their 'natural' 
meaning would have been lost. Moreover, distributing meaning expression 
between symbolic and nonarbitrary forms provides cogmtIve and 
communicative benefits in language production and comprehension (Goldin­
Meadow et aI., 2001; Kelly et aI., 1999), an advantage that would be sacrificed 
if gestures transitioned into arbitrary symbols. Though it is not claimed 
nonarbitrary gestures disappeared during this transition, this scenario does not 
allow for the same simultaneous nonarbitrary-and-arbitrary signaling distributed 

across modalities that would enable the cognitively demanding task of forming 

symbols. 
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Another problem for these theories is the 'switch' to vocalisations as the 
dominant vehicle for symbolic communication. If a symbolic gestural system 
arose, it would have been hugely advantageous and caused evolutionary forces 
to move toward manual signed language, thus making it very unlikely for speech 
to evolve (Em morey, 2005). In addition, an evolutionary scenario in which 
signaling types shift between modalities entails multiple and significant 
evolutionary transitions. 

A careful consideration of gesture research and the nonarbitrary nature of 
human communication can contribute substantially to our understanding of 
language origins. The representational power of gesture alone is not sufficient 
to explain how arbitrary forms came to carry meaning, as claimed in current 
gestural origins theories. It is the coordinated multimodality of human 
expression that provides the opportunity for bodily manifestations of meaning to 
be transferred to co-occurring vocal signals. If non arbitrary gestures co­
occurred with vocalisations early in hominid history, it presents an opportunity 
for sounds to become symbolic while preserving gesture's 'natural' meaning and 
retaining the cognitive and communicative benefits of gesturing. In this view, 
symbols arose in the modality in which they still occur today, thus obviating a 
'switch' in symbolic channel in the course of human evolution. 
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Research has demonstrated that captive apes use gestures flexibly in different 
contexts and in accordance with some understanding of their recipients (e.g. 
Cartmill & Byrne, 2007; Pika, Liebal, Call, & Tomasello, 2005). This flexibility 
shows that ape gestures are intentional rather than automatic responses to 
external stimuli, but gives no indication that they can be used to communicate 
specific meanings. Discussions of meaning in ape gestures have largely focused 
on contextual flexibility or cataloguing the number of functions per gesture (e.g. 
Genty, Breuer, Hobaiter, & Byrne, 2009; Pika et aI., 2005). The greater 
flexibility of gestural vs. vocal communication in great apes demonstrates that 
the system is less rigid and, in some ways, a seemingly better precursor to 
language (see Arbib, Liebal, & Pika, 2008; Pollick & de Waal, 2007). However, 
if gestures are used so flexibly that there is no predictable relationship between 
form and meaning, then they are not used to communicate something. By 
placing too much weight on the flexible use of gestures, researchers risk 
underestimating gesture meaning. 

Researchers studying ape gesture should adopt a more probabilistic and 
systematic approach to meaning: one that incorporates our understanding of 
apes' flexibility in strategic communication but focuses on whether gestures are 
used predictably to elicit particular behaviors. Such an approach should identify 
cases where the final outcome of an interaction fulfills the apparent goals of 
some of the gestures in the exchange. Examples where the gesture's goal 
appears to be satisfied can be described as having goal-outcome matches. One 
can then attribute meaning to gestures that occur predictably with single matches 
and test these attributions of meaning using the rest of the dataset. Previous 
studies have assessed the "function" or "goal" of gestures by correlating form 
with context (e.g. Genty et aI., 2009; Pika et aI., 2005). The present approach 
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extends this work significantly by using a subset of data to predict meanings and 
then testing those meanings using the whole dataset to determine what apes do 
when recipient responses do not match their gestures' attributed meanings. 

I applied this methodology to 64 gestures produced by 28 captive 
orangutans (Pongo pygmaeus and P. abelii) to conspecifics housed in 3 
European zoos. Out of a total of 1344 examples of "intentional" gesture, 698 
had goal-outcome matches (most of the others received no reaction). Of the 
examples of gestures with goal-outcome matches, 29 gestures occurred more 
than 70% of the time with a single match, and an additional seven gestures 
occurred more than 50% of the time with a single match. Each gesture that met 
either of these meaning thresholds was found to have one of six meanings: 
Affiliate/Play, Stop action, Look at/Take object, Share food/object, Co-locomote, 
and Move away. 

These attributions of meaning were tested by assuming that every example 
of a gesture (including those without goal-outcome matches) had the same 
meaning. I examined whether orangutans were more likely to persist following 
recipient reactions that did not match the meaning attributed to the initial gesture 
used. The type of recipient reaction (matching or not matching) significantly 
affected the gesturer's probability of persisting (X2=63.35, df=l, p<O.OOI). This 
supported the attributions of gesture meaning. 

The results indicate that the gestural communication system of orangutans 
is composed of both ambiguous and meaningful gestures. Most meaningful 
gestures do not show a one-to-one correspondence between form and meaning, 
which allows them to be used with some degree of flexibility. Flexibility and 
semanticity therefore need not be mutually exclusive, and by redirecting the 
discussion of ape gesture from flexibility to meaning researchers can use 
attributions of meaning to make specific predictions about communication 
strategies and open up new comparisons to human language. 
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Why is language the way it is, and how did it come to be that way? Answering 

these questions requires postulating genetic constraints on language. A key 
challenge for language evolution research is therefore to explain whether such 

genetic constraints are specific to language or whether they might be more 
general in nature. In this talk, I argue that traditional notions of universal 
grammar as a biological endowment of abstract linguistic constraints can be 

ruled out on evolutionary grounds (Chater, Reali & Christiansen, 2009; 

Christiansen, Chater & Reali, 2009). Instead, the fit between the mechanisms 

employed for language and the way in which language is acquired and used can 
be explained by processes of cultural evolution shaped by the human brain. On 
this account, language evolved by 'piggy-backing' on pre-existing neural 
mechanisms, constrained by socio-pragmatic considerations, the nature of our 
thought processes, perceptuo-motor factors, and cognitive limitations on 

learning, memory and processing (Christiansen & Chater, 2008). Using 

behavioral, computational and molecular genetics methods, I then explore how 
one of these constraints-the ability to learn and process sequentially presented 

information-may have played an important role in shaping language through 
cultural evolution (Reali & Christiansen, 2009). I conclude by drawing out the 
implications of this viewpoint for understanding the problem of language 
acquisition, which is cast in a new, and much more tractable, form (Chater & 

Christiansen, in press). 
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Chomsky's viewpoint on the evolution of language is quite controversial. 
(Pinker & Bloom, 1990; Newmeyer, 1998; Jenkins, 2000; Bickerton, 2005; 
Pinker & Jackendoff, 2005) On the one hand, many supporters believe that 
Chomsky, who benefits a lot from the new development of evolutionary 
theories, especially from the non-selectionist concepts such as "spandrel", 
"exaptation", and "known or unknown physical laws", provides a reasonable 
speculation on the origin and evolution of language (Jenkins, 2000), which 
probably can be termed as "neo-neo-Darwinism" (Piattelli-Oalmarini, 1989: 9); 
On the other hand, some critic argue that the "by-product" concept held by 
Chomsky is "utterly implausible" (Newmeyer, 1998: 313), and that the 
evolution of syntax attributed to a very lucky accident of "hopeful monster" 
mutation, is out of biology (Szabo\cs Szamad6, 2009: 18). 

From Chomsky's own words, we can see that although "the specificity and 
richness of the language faculty" held in the early phases of generative grammar 
poses serious barriers to inquiry into how this faculty might have evolved, the 
Principles and Parameters (P&P) approach, which makes "a sharp distinction 
between process of acquisition and the format of the internal theory of a 
language", removes "a crucial conceptual barrier to the study of evolution of 
language". (Chomsky, 2007, p. 13-4) According to Chomsky, the idea of P&P 
approach mainly comes from both the intensive study of various languages and 
an analogy to the new development of biology, evo-devo theory. Chomsky 
(2005b) has recently written a paper to discuss the application of evo-devo to the 
study of language, in which the origin and evolution of language became a 
simple thesis of evo-devo. The impression given by Chomsky is that the 
exploration on the evolution of language faculty in the framework of P&P 
approach can greatly make use of the updated development of evolutionary 
theory---evo-devo. Then could evo-devo save Chomsky from the evolutionary 
paradox that subtly goes across natural selection and directly attributes the birth 
of the "merge" operation to a magic random mutation? 
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The form of every animal is the product of two processes---development 
from an egg and evolution from its ancestor. What evo-devo focuses on is the 
closely related relationship between these processes. The fundamental principles 
of evo-devo theory are that evolution has close relationship with development 
and the regulatory gene that controls the development of different organisms, is 
very conservative even across a long period. (Carroll, 2005) Chomsky (2005a, b, 
2007) seems to have seized the soul of evo-devo correctly and makes two 
analogies in linguistics: from the relationship between development and 
evolution, Chomsky (2005a) finds three factors that can influence the 
development of language in an individual; and from the regulatory gene 
mechanism, he gets the idea that the interaction between invariant principles and 
alternative parameters can determinate the nature of language and language 
acquisition. Although those ideas, as Chomsky has said, truly get their origins 
from the parallel development in biology, they are just simple conceptual 
analogies without any direct relationship with evo-devo theory. We can not find 
any evolutionary mechanism for Chomsky's "hopeful monster" random 
mutation in the birth of "merge" operation in evo-devo. From the evo-devo 
perspective, more attentions should be paid to the epigenetic factors in language 
development and evolution, rather than just putting too much weight on 
language phenomenon on genetic instructions. (Deacon, 2003a, b, 2005) 
Meanwhile, the conservation of regulatory gene means that the reappropriation 
of old genes to new use is much more the normal case that organisms adopt than 
the creation of new genes, and instead of expecting too many new "language 
genes" produced just by magic mutation, the research of language evolution 
needs the mechanism, such as relaxed selection (Deacon, 2010), to reduce its 
heavy burden on genetic requirement. 

From the analysis above, we can draw conclusions that (l) though 
evolutionary linguistics can greatly make use of evo-devo, Chomsky just makes 
a few analogies at the conceptual level and there is not a direct relation between 
his arguments on the magic mutation and the content of evo-devo theory; (2) 
Chomsky's viewpoint on language evolution can't get enough evidence from 
evo-devo, and in fact, some points of his arguments are contradictive to evo­
devo; (3) what Chomsky says on the origin and evolution of language mainly 
comes from his language philosophy, not soundly based on biological 
phenomena. 
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The evolution of human language can be investigated from different points of 
view, including from an ontogenetic perspective. By presenting a number of 
arguments, including original data of our own, we aim to demonstrate the 
relevance of studying the development of communication in infancy to better 
understand the evolution of language. 
Both neuroanatomical and behavioural studies have shown that gestures and 
speech entertain close relations during human ontogeny (e.g., Bates & Dick, 
2002; Iverson & Thelen, 1999; Rowe & Goldin-Meadow, 2009), and given the 
cerebral lateralization of speech in humans, the investigation of manual laterality 
for communicative gestures can provide valuable clues regarding the nature of 
these speech-gestures links. Experimental and observational studies have 
reported that the production of communicative gestures, especially pointing 
gestures, is lateralized to the left cerebral hem isphere (e.g., Cochet & Vauclair, 
submitted). Interestingly, this right-sided bias for pointing gestures was reported 
to be stronger than for manipulative actions, whether it concerned hand use in 
simple reaching or in bimanual activities (Bates, O'Connel, Vaid, Sledge, & 

Oakes, 1986; Vauclair & Imbault, 2009). Hand preference for communicative 
gestures then appears to be independent of handedness for manipulative actions. 
This finding has led researchers to postulate the existence of a specific 
communication system in the left cerebral hemisphere, controlling both gestural 
and vocal communication, and which may differ from the system involved in 
purely motor activities. 
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Different patterns of laterality between communicative gestures and non 
communicative actions have also been observed in non human primates (in 
baboons: Meguerditchian & Vauclair, 2009; in chimpanzees: Hopkins, Russel, 
Freeman, Buehler, Reynolds, & Schapiro, 2005). Altogether, these results 
support the gestural theory of the origin of speech. The communication system 
in the left cerebral hemisphere, which is likely to be located in Broca's area 
(Gentilucci & Dalla Volta, 2007), might have served as a substrate for the 
evolution from a gestural communication system to a vocal one (Corballis, 
2009). 
In order to investigate in greater depth this hypothesis, we focused on the 
function of pointing gestures, in addition to their handedness. So far, three main 
functions have been described: children produce imperative pointing as a request 
for an object, declarative expressive pointing to share interest with the adult 
about a specific referent and declarative informative pointing in order to help 
someone by providing himlher needed information (Tomasello, Carpenter, & 
Liszkowski, 2007). Declarative pointing gestures, whose frequency increases 
when children grow old (Cochet & Vauclair, submitted), are thought to reflect 
more complex cognitive skills related to the understanding of others as 
attentional and intentional agents. We set up three experimental designs at day 
nurseries to elicit these three different pointing gestures in 48 toddlers between 
15 and 30 months of age. A unimanual reaching task was also administered. 
Main results revealed that declarative gestures were more frequently 
accompanied by vocalizations than imperative gestures and that gaze alternation 
was more frequent in informative pointing compared to imperative and 
expressive situations. Furthermore, the difference in the degree of manual 
preference between manipulative actions and pointing gestures was the strongest 
for informative pointing. 
As non human primates point imperatively to request food, but not declaratively 
(except a few language-trained apes), studying the emergence of declarative 
communication in human infants might point out some socio-cognitive 
prerequisites for the emergence of language. In this regard, investigating the 
development of declarative informative pointing is particularly relevant, as this 
gesture seems to benefit only the recipient of the signal, opening window into 
the development of cooperative abilities. Our results then suggest that such 
cooperative gestures may have played an important role in the evolution of 
human language and its cerebrallateralization. 
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How do new linguistic elements emerge? How are they changed from the pre­
linguistic raw materials of their origin? To catch the very earliest stages of such 
a transformation, we turned to a young language - Nicaraguan Sign Language 
(NSL). Because NSL is only 30 years old, the pioneering generation that created 
it is around today, able to show us what the earliest Nicaraguan signing looked 
like. Members of different age cohorts today represent a living "fossil record" 

of the language. Elements that served as likely linguistic precursors are also still 
observable, in present-day co-speech gestures and homesigns. 

Here we take a humble gesture - the point - and follow its transformation 
into a linguistic element. This basic gesture often accompanies speech to 
indicate real-world locations and objects. As it transformed into a sign, we found 
an increase in its use to identify the participants in events rather than referring to 
locations or real-world objects. With this shift, points took on new linguistic 
functions, including indicating the subject of a verb, and serving as a pronoun. 

Most deaf signers in Nicaragua learned to sign through social contact when 
they entered special education centers in Managua that were newly established 
and expanded rapidly starting in the late 1970s. Educators did not sign, but they 
did not prohibit their students from gesturing, and the children began to create a 
common communication system. What began as gesturing among fifty 
individuals became a full, rich sign language used by a community of over 1000. 

To capture different periods in the language's emergence, we grouped 
participants into cohorts: Children who arrived in the late 1970s and early 1980s 
(now adults) form the first cohort, those who arrived in the mid- to late-1980s 
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(now adolescents) form the second cohort, and those who arrived in the 1990s 

(now children) form the third cohort. 
Going one level deeper in the fossil record, we compared these NSL signers 

to four deaf homesigners who never entered the programs in Managua. These 
homesigners have not acquired NSL; none has a regular communication partner 
who signs NSL, none uses NSL vocabulary or grammar. They represent the 
communication systems of deaf Nicaraguans before NSL developed. 

We compared the same signed story (based on a cartoon) from four 
participants from each group along this continuum of language emergence: adult 
homesigners who never acquired a conventional sign language, and NSL signers 
who acquired the language at three successive periods during its emergence. 
How does the form and function of pointing change along this continuum? 

We classified each instance of a point according to its endpoint (e.g., a 
nearby object, the signer's chest, or an empty space in front of the signer). We 
then determined the meaning and function of points and categorized them into 
locatives, which referred to locations (such as 'overhead' or 'to the left') and 
nominals, which referred to persons or objects (such as 'Tweety the bird' or 'the 
cage'). Note that both types entail a displacement of the referent from the real 
world and real objects. Such displacement is a fundamental symbolic 
characteristic of language that allows reference to entities and locations that are 
not in the here-and-now. As the points took on this symbolic function, we also 
examined whether and how they combined with other signs to form phrases. 

Comparisons across our continuum revealed a shift in the use of the manual 
point, starting with mostly concrete, locative meanings, and later taking on more 
symbolic, abstract, and displaced nominal (and possibly pronominal) functions. 
While the frequency of locative points remained constant across participant 
groups, the frequency of nominal points increased significantly. The nominal 
forms also became integrated into the syntax of NSL. Thus, modem NSL points 
participate in constructions that give them a more categorical, less context­
bound flavor than the co-speech forms that are their origin. 

These uses of pointing differ strikingly from those of gestures 
accompanying speech. Indeed, the more the sign-like uses develop, the less they 

show the spatial and locative meaning associated with typical pointing gestures. 
In accord with findings from spoken language grammaticalization, a crucial step 
in the transformation of pointing gestures into abstract, recombinable linguistic 
elements seems to be the loss of locative semantic content. Thus, from the 
earliest to the most developed form ofNSL, we find more points that refer not to 
locations but to entities, and that increasingly serve linguistic functions. 
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Iterated language learning has recently emerged as a method for experimentally 
exploring processes of cultural transmission in language evolution amongst 
humans. In this approach, miniature artificial languages are acquired by 
participants, and then transmitted to the next participant following a diffusion 
chain paradigm. This technique has revealed how an initially unstructured 
language can become structured and progressively easier to acquire over time 
(Kirby et aI., 2008), adapting in a systematic way alongside the meanings being 
conveyed (Cornish et aI., 2009). Importantly, participants are only seeking to 
reproduce the language given to them: there is no communication with other 
learners, and changes arise purely as a result of the cultural transmission 
process, not through deliberate invention by participants. 

This previous work has focused exclusively on the cultural transmission 
of meanings and signals, and in particular, how the presence of structured 
meanings gives rise to compositional linguistic structures. The question remains, 
though, whether other types of cognitive constraints, in the absence of structured 
meanings, may affect cultural transmission via iterated learning, as suggested by 
Christiansen & Chater (2008). Accordingly, in this talk, we present the results 
from a novel iterated learning paradigm that seeks to investigate experimentally 
whether biases in sequence memory lead to the cultural evolution of structure, 
independent of any language-like task. 

To isolate the effect of sequence memory constraints on cultural 
transmission, we ran an iterated version of a simple artificial grammar learning 
(AGL) task. Although AGL tasks have been primarily used to study implicit 
learning, the cognitive mechanisms employed in this task are likely the same as 
those used for artificial language learning (Perruchet & Pacton, 2006). Indeed, 
AGL tasks have been shown to activate the same part of Broca's area that is also 
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involved in language (Peters son et aI., 2004). Crucially, unlike previous iterated 
language learning tasks (e.g. Kirby et aI., 2008), our iterated AGL task did not 
involve the transfer of meanings, only signals. Participants were exposed to a 
series of fifteen different consonant strings one by one, and asked to accurately 
reproduce them after a short delay (3000ms) following each presentation. Each 
string was seen six times in total, at which point the participants were asked to 
recall all fifteen strings in any order. The output from this final recall test was 
then recoded to eliminate potential typing biases and/or use of anagrams, and 
this became the input string-set for the next generation. 

The initial string-sets used to begin each chain were carefully constructed 
to contain very little structure. Our predictions were two-fold: that by the end of 
the chains the string-sets would become I) easier to acquire, and 2) more 
structured. These predictions were confirmed by standard information­
theoretical measures of structure, such as entropy, and also by techniques drawn 
from the AGL literature (see Conway & Christiansen, 2005, and references 
within). In particular, measures of associative chunk strength (the amount of 
repetition of sub-sequences) and anchor strength (the specific sub-sequences at 
the beginning and end of strings) show that over time certain distributional 
patterns emerge in the string-sets, which facilitate learning. Strings within a set 
also evolve to become more similar to one another, again, facilitating better 
learning and recall. Thus, distributional structure relevant for language 
acquisition (Perruchet & Pacton, 2006) emerges across chains of learners. 

The results from our new iterated AGL task thus demonstrate that 
constraints on sequence memory alone, amplified by processes of cultural 
transmission, may have been an important factor in shaping linguistic structure 
during the cultural evolution of language. 
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Some of the earliest and most simplistic theories of the evolution of 
language have been coined "bow-wow" theories, positing that language sprung 
from utterances (forms) directly and iconically related to what they depict 
(meanings). In the relatively recent explosion of interest in language evolution, 
theories of this type have been largely forgotten or dismissed for two major 
reasons: (i) natural language is arbitrary, not iconic; and (ii) given that we use 
the auditory modality for communication, we are only able to iconically express 
meanings related to sound. I will argue that the former problem makes 
uninformed assumptions about language and language evolution, while the latter 
problem may find a solution in the study of cross-modality: connections 
between the senses. Moreover, an iconic protolanguage would offer a 
compelling solution to Hamad's (1990) symbol grounding problem: linguistic 
symbols are ultimately grounded in our perceptual system. 

Objection (i), that natural language is arbitrary, makes two major errors. 
One, it assumes that because all languages make use of arbitrariness, that they 
are exclusively arbitrary. Non-arbitrariness and iconicity in language are 
historically understudied, but it is un controversial among those that do study it 
that almost all languages take advantage of some form of iconicity (Nuckolls, 
1999; Tamariz, 2005). Directly iconic forms can be seen most obviously in 
onomatopoeia, but also occur in ideophones: words vividly depicting sensory 
events for native speakers (Dingemanse, 2009). 

Two, this objection assumes language has always been as it is now. The 
concept of protolanguage allows for a smaller system preceding language. 
Simulations show that iconicity is favoured in small systems, but arbitrariness 
has greater advantages as the system expands (Gasser, 2004). Communication 
emergence experiments (Theisen, Oberlander & Kirby, in press) and 
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documented change in sign languages (Pietrandrea, 2002) demonstrate a move 
from iconic to arbitrary in language growth and use. 

This leaves the second objection to "bow-wow" theories: language occurs 
in the auditory modality, and utterances can only be iconic through the imitation 
of sound. However, this objection ignores the growing literature on the 
complimentary role gesture plays in language (Tomasello, 2008). Although the 

auditory modality is dominant, the gestural modality is also available for iconic 
expression. 

Moreover, humans experience non-random cross-modal associations (e.g., 
Simner & Ludwig, 2009) allowing for all sensory experiences to be expressed 
through a single modality. These shared cross-modal biases allow both iconic 
expression and understanding: combined with the cognitive assets of shared 
intentionality and theory of mind (Tomasello, 2008), we are equipped and 
motivated to make inferences about the cross-modal nature of others' utterances. 

In this paper, we will review the evidence for cross-modality relating to 
language, and present experimental evidence specifying the precise nature of the 
cross-modal biases involved. Ultimately, we will argue that these consistent 
biases provided a scaffold for an iconic spoken protolanguage. 
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Recently, several prominent studies have developed human experimental meth­
ods to explore the emergence and evolution of simple linguistic systems. In one 
line of research, often termed iterated learning (Kalish, Griffiths, & Lewan­
dowsky, 2007; Kirby, Cornish, and Smith, 2008), human participants see word­
picture pairings in an invented mini-language. The learner then reproduces these 
pairings, which become the training material for the next learner. Because learn­
ing is imperfect, subsequent generations produce gradually stable, systematic 
versions of the "language." Another line of work has explored how social coor­
dination between participants produces simplified linguistic systems. Simon 
Garrod and Nicholas Fay and colleagues (Garrod, Fay, Oberlander, Lee, & Ma­
cLeod, 2007; Fay, Garrod, & Roberts, 2008) had participants function in pairs, 
creating line drawings to identify a referent picture among a list of candidates. 
After multiple rounds of interaction, participants create a simplified set of sym­
bolic representations for images (see also Galantucci, 2005). 

In the present work, we have loosely integrated both empirical ap­
proaches, and taken them in a new direction in a mUltiplayer communication 
game we call Squiggle. Players connect to the game engine via Internet, and 
create and interpret visual signs for real-world objects. Successful communica­
tion occurs when other players are able to match a previously created sign to its 
referent. As gameplay proceeds, we track the evolution of individual signs and 
study in real-time the transition from iconic to symbolic communication. 

The Squiggle game consists of speaking trials in which a player is pre­
sented with a picture (common objects, faces, and place pictures) and has 4 
seconds to draw a squiggle-a black and white line drawing created on a com­
puter interface-such that another person would be able to match the squiggle 
with the picture. On a listening trial, a player is shown a previously created 
squiggle along with two pictures and has to select the picture they think the 
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squiggle refers to. They are then provided with accuracy feedback. On speaking 
trials, a picture is randomly chosen to be "squiggled." On listening trials, an 
evolutionary algorithm, factoring in the novelty and previous comprehensibility 
of a squiggle in the database, determined whether a squiggle had an opportunity 
to be presented to the community of users for a randomly selected picture. The 
most successful squiggles remain in game play while less successful squiggles 
(those which are not reliably understood) gradually disappear. Initial data were 
collected from 60 players who produced about 1,400 squiggles and participated 
in 4,100 listening trials. Many players report the game to be very entertaining 
(even addictive) and several played for almost an hour or more. 

Basic findings suggest that the same patterns observed in previous 
work occur in this large-scale online game. First, squiggles get simplified. The 
average size of a squiggle shrinks over gameplay. Second, the evolutionary 
algorithm produced stability for most images, despite opportunities for novel 
squiggles to replace them during listen trials. Third, while squiggles are drawn 
highly iconically at first, participants gradualIy use simplified squiggles that 
distinguish pictures from others in the same domain. Finally, we describe a 
referent set in which compositionality may be emerging (akin to Kirby et aI., 
2008). 

Currently, we are extending this game-based approach to a massively 
multiplayer environment for the iPhone in the hope of getting thousands to play. 
This wiIl permit explorations of language evolution hitherto inaccessible to 
human experimentation, including questions regarding social network connec­
tivity, small-world network structure, and the emergence and interaction be­
tween human dialects. The approach therefore holds promise by allowing us to 
study the emergence of linguistic communities in real-time at a very large scale. 
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In contemporary research on the origins of human communication, games are 
used as a methodological tool (Galantucci, 2005; De Ruiter, Noordzij, Newman­
Norlund, Hagoort, & Toni, 2007; Scott-Phillips, Kirby, & Ritchie, 2(09). It has 
turned out that the ample degree of freedom allowed by the proposed games can be 
an impediment for the fruitful drawing of conclusions from the empirical findings: 
the creativity and flexibility of experimental participants leads to behavior that is 
hard to predict up front, allowing only post-hoc analysis (cf. Galantucci (2005)). 

In the research reported here, an attempt is made to improve this situation by 
designing a game that can be played by a human player against a software agent. 
We hypothesize that this will provide an experimental setting that is sufficiently 
constrained for the design of experiments on the emergence of a communication 
system in which the test person's behavior is quantitatively measurable. 

To test our hypothesis, a game has been defined that is sufficiently complex 
to allow for interesting communicative interaction to arise, but that is at the same 
time sufficiently simple to allow the design of software agents playing different 
strategies in the game. By the use of software agents, there is control over one 
of the players in the game, effectively reducing the range of expected behaviour 
of the second (human) player. The Embodied Communication Game (ECG) by 
Scott-Phillips et al. (2009) served as starting point for the design of our game. 
Current results are the design, analysis and implementation of a game and software 
agents with different strategies. The implemented strategies were derived from 
theoretical considerations and from the observation of human players playing the 
game. 

In our game, there are a Sender and a Receiver (cf. De Ruiter et al. (2007)). 
The Sender controls a stick man situated in a box with four squares of one of 
four colours (red, yellow, blue, green). A colour might occur several times, or 
not at all. The stick man can travel from square to square. The Sender's goal is 
to communicate to the Receiver the colour of the square at the end of his turn. 
The Receiver watches a replay of the moves of the Sender, with all timing infor-
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mation removed, and with the squares grayed out. After watching the replay the 
Receiver has to decide on which ofthe four colours the Sender ended his tum. If 
the Receiver chooses the correct colour, both players gain a point. The goal for 
the players is to score the highest amount of points in succession. 

Preliminary experiments have been performed to test whether the game in­
deed provides an experimental platform allowing the effective measuring of the 
behaviour of human players. We performed a 24 person experiment and tested 
two hypotheses. First, a less efficient signal is expected to be easier to recognize 
as a meaningful signal. Second, a highly repetitive signal is expected to be easier 
to detect than a signal without repetitions. We predicted higher scores for players 
paired with an inefficient, highly repetitive agent than for players paired with a 
highly efficient, not repetitive agent. 

Inefficiency was measured as the number of moves used to travel from to the 
ending square minus the minimal number of moves required. Repetitiveness was 
measured by creating an algorithm that can detect oscillations, loops, comer os­
cillations and U-shapes in the moves of the Sender. The hypotheses were tested 
by creating four agents which all took on the signalling role. The agents used 
strategies differing in inefficiency and repetitiveness by using different signalling 
methods. One agent moved as efficient as possible, the others used combinations 
of oscillations and circles. Contrary to expectations, we found no significant dif­
ferences in the scores between different agents. It seems that the agents' strategies 
were too difficult to understand; only one participant was able to score higher than 
what would be expected by chance. 

We expected that replacing one participant with an agent and using a pre­
defined signalling system would make the task easier. In fact, comparison with 
results from the ECG indicates that this made the task harder. This suggests that 
interaction is critical in constructing a shared signalling system. One possible 
reason is that the embodied behaviours of the signaller only make sense once the 
receiver has actually played that embodied role themselves. If so, researchers 
looking at these games may need to explore the space of designs more widely to 
find out what aspects of their games are crucial and what are not. Future work 
may need smarter agents that play both signalling and receiving roles. 
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1. Introduction 

This paper presents work on air sacs that extends the work presented by de Boer, 
(2oo8a). In that paper, and before (Fitch, 2000) air sacs were identified as a 
likely feature of our evolutionary ancestors that may have been lost because of 
the evolution of speech. In the mean time, a more accurate understanding of air 
sac acoustics has been achieved (de Boer, 2008b; Riede et ai., 2008). Ape-like 
air sacs modify the acoustics of a vocal tract in three ways: they add a low­
frequency resonance (near the resonance frequency of the air sac itself), they 
shift up the resonances of the vocal tract without the air sac, and they shift these 
resonances closer together. The question that is addressed in the present paper is 
how these changes influence perception of the difference between vocalizations. 

2. The experiment 

Two sets of three stimuli were generated with a simple two-tube model (Chiba & 
Kajiyama, 1942) that modeled [a], [;'l] and [y] with and without air sacs. Subjects 
(22 undergraduate students with normal hearing) were asked in two tasks to 
identify whether stimuli with noise were either [a] or [;'l] and [a] or [y] using an 
unforced-choice adaptive threshold method (Kaembach, 2001). This method 
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Figure I. Box plots of classification perfonnance on stimuli with and without air sac. 
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establishes the signal-to-noise ratio at which subjects perform halfway between 
chance and perfect classification (for two stimuli this is at 75% correct). 

Figure 1 illustrates that subjects performed significantly better at classifying 
the stimuli without an air sac than at classifying those with an air sac (p < 0.001 
with the Wilcoxon rank sum test). The difference in median threshold was 
4.7 dB for classifying [a] and [;)] and 4.1 dB for [a] and [y]. 

3. Discussion 

The higher signal-to-noise ratio required to classify stimuli with air sacs 
indicates that the perceptual distance between these stimuli is lower and that air 
sacs therefore reduce the acoustic difference that exists between articulations. 
This means that more articulatory effort is needed to make distinctive speech 
sounds when an air sac is present, lending support to the theory that humans have 
lost air sacs because of the evolution of speech. On the other hand, the difference 
is not very big. Therefore, other factors may be important as well. The extra 
resonance that air sacs provide has low frequency and this helps to exaggerate 
size. This might be less important for modem humans, and as air sacs do have 
important disadvantages (they can become infected, Lawson et aI., 2006), this 
might therefore also be a contributing factor to their disappearance. 
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For any cognitive system to behave properly within a dynamic, ever changing 
natural environment, the ability to work with concepts is quite important. Humans 
display an ability to talk· about, reason over, infer and generate new concepts with 
remarkable ease, but for artificial agents this is far from triviaL In the case of 
human concept learning, it has been acknowledged by several authors that the 
formation of new concepts is heavily influenced by language. As such, the words 
used to describe a stimulus govern the way in which this data will be integrated 
into existing conceptual structures. 

Several studies have shown that young children, in addition to learning di­
rectly from sensory exploration, rely on linguistic labels to acquire new concepts. 
Xu (Xu, 2002), for example, demonstrated how linguistic labels help 9-month old 
infants to establish a representation for different objects. Learning without linguis­
tic labels, or with the presence of tones, sounds or emotional expressions is not as 
effective. Plunkett (Plunkett, Hu, & Cohen, 2008) came to the same conclusion 
in a controlled experiment in which they demonstrated how category formation 
in 10-month old infants is influenced by linguistic labels. Linguistic labels also 
have an effect on category learning in adults; adults who learn a new category did 
so significantly faster and showed more robust category recall when the learning 
experience was accompanied by novel linguistic labels (Lupyan, Rakison, & Mc­
Clelland, 2007). This shows that linguistic labels facilitate category acquisition, 
both in pre-linguistic infants and adults. These insights tie in with linguistic rel­
ativism, which gained renewed attention as a series of experiments demonstrated 
how perception of stimuli and use of categories is influenced by language (Gilbert, 
Regier, Kay, & Ivry, 2006) (Majid, Bowerman, Kita, Haun, & Levinson, 2004). 

In order to capture these insights, we developed a computational model in 
which a learning agent is able to learn new concepts through linguistic interaction 
with a teacher. To do so, we adapted interaction based on Language Games (Steels 
& Belpaeme, 2005) to a teacher-learner scenario. This allows for the usage of lan­
guage as a steering mechanism in the acquisition of conceptual knowledge and as-
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sociated meaning. A learning agent engages into a series of Language Games with 
a teacher, and thus gradually builds a repertoire of word-meaning mappings. To 
represent conceptual knowledge, we use a Conceptual Space (Gardenfors, 20(0), 
which consists of a geometrical representation within a number of quality dimen­
sions with a metric, allowing for similarity measurement. Within a Conceptual 
Space, concepts can be stored as prototypes and associated with a lexicon of word 
labels. Newly perceived stimuli can be matched to existing conceptual prototypes 
and an appropriate linguistic expression can be found. 

We propose that the model exhibits properties comparable to how young chil­
dren learn new concepts; namely language driven acquisition, fast mapping and 
overgeneralization. The model is based on previous work as reported in (Greeff, 
Delaunay, & Belpaeme, 2(09), in which we studied the effect of adding interactive 
features to the learning process. We then augmented the model with a Spreading 
Activation layer (Rumelhart, McClelland, & PDP Research Group, 1986) which 
allows for association between conceps, even when they are not perceptually sim­
ilar. Typically the colour domain is used as a test case, but the model characteris­
tics are general enough to be applied in any domain. We argue that our model is a 
feasible way of acquiring conceptual knowledge in a linguistic relativism spirit. 
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1. Abstract 

Duality of patterning (DoP) refers to the reuse and recombination of a small set of 
meaningless units to create a near-limitless set of meaningful morphemes. We 
develop an experimental paradigm to explore the development of DoP. In this 
paradigm, human participants (each representing one generation) learn a lexicon of 
random visual symbols, such that influence from their own language is minimized. 
Using a communication system similar to that of Galantucci (2005), participants use 
a digital stylus to draw symbols on a computer display but, critically, the mapping 
from the stylus to the screen is restricted in order to prevent the use of orthographic 
characters or pictographs. Participants recreate the set of symbols, and these are 
transmitted to the next participant in a diffusion chain through a process of iterated 
learning. This paradigm allows us to observe evolution of a cultural behavior such 
that no single participant is the driver of innovation and selection; instead the 
behavior is cumulatively developed across individuals. 

A sample of the results is presented in Figure 1 (multiple diffusion chains were 
created, each consisting of 5 or more generations). Here we note few items remain 
unaltered by the fifth generation. Most symbols undergo small changes that 
accumulate over time (i.e. item #7). Lost symbols are generally replaced with novel 
symbols composed of segments present in other items in the lexicon. As items are 
modified and replaced in this way, a small set of subunits begins to pervade the 
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entire lexicon. After several generations, items become more similar and these 
similarities lead to, and result from, the reuse and recombination of smaller units. 

Figure 0: A sample of the lexicon. Row I represents the random initial lexicon, 
rows 2 and 3 represent the lexicon at later generations (3 and 5, respectively). 

In subsequent experiments, we study how the pairing of meaning with each 
symbol influences the development of subunits based on semantic categories (such 
as abstract shapes and animate creatures) similarly to studies by Thiesen et al (to 
appear). Results of this paradigm suggest that an interaction of two or more factors 
may be partly responsible for the emergence of DoP: articulation and memory 
constraints. As each generation alters the symbols responding to tension between 
the production and perception systems, symbols become more similar and more 
difficult to recall. To overcome this, each "generation" modifies the set via small, 
often unintended, innovations in order to form distinctions within the set. In Figure 1 
above, we see that by Gen 5 several symbol pairs differ only in a single feature. For 
example: Items #2 and #3 are mirror images of one another along the y-dimension. 
Items #9 and #3 differ by the direction line segments beneath the symbol. 

Recently, Sandler et al. (to appear) argue that DoP is still emerging in a 
spontaneously created new sign language, AI-Sayyid Bedouin Sign Language 
(ABSL), whereas established older sign languages have contrastive phonological 
systems. This may be because sign languages have large articulatory spaces and can 
exploit iconicity, or a transparent form-meaning mapping. This paradigm may allow 
us to test articulatory constraints (by modifying the pad ana stylus' ability to 
recreate symbols) and memory constraints (by varying the number of symbols in a 
set) in order to evaluate effects on subjects' output forms across generations. 
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Though the language of gestures and that of voice be equally natural, 
nevertheless the former is easier and less dependent on convention, for 
more objects strike our eyes than our ears and shapes are more varied 
than sounds. Rousseau (1781, p. 71) 

Consideration of the origin of language was deemed futile by the Societe de 
Linguistique de Paris in 1866, and all discussion on this topic was banned. This 
ruling reflects the fact that spoken language leaves no trace, prohibiting a study 
of language origin. Recently there has been a resurgence of interest in the 
science of language evolution (Fitch, 2007). Discussion of the origin of 
language has also been revived, although it has been largely speculative. 

Three theoretical accounts of the origin of language have been proposed: 
vocalization, manual gesture and vocalization plus gesture. A vocalization 
account proposes that spoken language evolved from non-human primate alarm 
ca\ls (MacNeilage, 1998). On this account spoken language emerged via the 
repeated association between sounds and their referents. In contrast, and in light 
of primates' greater manual (as opposed to vocal) dexterity, it has been argued 
that spoken language arose out of manual gestures (Corballis, 2003). On this 
account spoken language systems emerged from pantomime, where gestures 
were used to iconically communicate their referents. Unlike a situation where 
spoken language arose out of a full-blown gestural language, a combined 
account argues that gesture and vocalization supported each other's 
development until a fully-fledged spoken language was established (Arbib, 
2005). 

How are we to test the veracity of each account given that we have no fossil 
record? One way of overcoming the lack of linguistic fossils is by recreating a 
simplified historical record under laboratory conditions. That is, by having 
modem humans communicate a set of recurring concepts to a partner using 
vocalization, gesture, or vocalization plus gesture. Prohibiting participants from 
using their existing language system allows us to examine how different 
communication modalities lend themselves to the establishment of effective and 
efficient communication systems. 
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Forty-eight undergraduate students participated in exchange for payment or 
partial course credit. Participants completed the task in pairs. In each condition 
(vocalization only, gesture only, vocalization plus gesture) one participant (the 
director) tried to communicate a list of concepts (18 targets plus 6 distracters) to 
their partner (the matcher), such that their partner could identify each item from 
their (unordered) list. The experimental items fell into one of three categories: 

Object (rock, fruit predator, water, tree, hole, mud, rain), Action (fleeing, 
sleeping, fighting, throwing, chasing, washing, eating, hitting) and Emotion 
(tired, pain, angry, hungry, disgust, danger, happy, ill). Participants played six 
games, using the same item set on each game (presented in a different random 
order). Participants were not permitted to use spoken language. All 
communication was recorded audio visually. 

Communication accuracy (% correct) increased across games 1-6 in each 
condition. However, accuracy was higher in the gesture (81.3% at game 1 and 
94.4% at game 6) and vocalization plus gesture conditions (88.2% at game 1 
and 95.8% at game 6) when compared to the vocalization only condition (37.5% 
at game 1 and 52.1 % at game 6). Communication success was mediated by item 
type in the vocalization only condition (emotion> action> object), but not in 
the gesture and vocalization plus gesture conditions where all items were 
communicated equally well. Communication efficiency (time to successfully 
communicate each item) improved (i.e., decreased) across games 1-6 in each 
condition. There was no difference between conditions. 

In conclusion, our results indicate that gesture is a more effective means of 

establishing a communication system where none exists. Our findings, albeit 
compromised by using modem humans, lend support to the theoretical position 
that spoken language arose out of manual gestures. 
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Science does not often have the opportunity to observe the genesis of a 
natural language. However, in the case of deaf individuals born into hearing 
families, language genesis can be observed as it happens. Deaf children born 
into non-signing hearing families often spend their early years unable to access 
their world's ambient language. In the most extreme case, deaf children who are 
unable to hear the spoken language surrounding them and who are not exposed 
to a conventional sign language develop their own gesture systems: homesigns. 
These homesign systems bear many of the hallmarks of mature languages, 
including stable word order, arbitrariness, and displaced talk (Goldin-Meadow, 
2003, 2005) and grammatical categories (Coppola and Newport, 2005). When 
circumstances cause homesigners to come together for extended periods of time, 
the situation is ripe for the creation of a new full-blown language. 

The new sign language in Nicaragua is the product of just this sort of 
situation. Deaf children brought their individual homesign systems with them to 
new schools founded in the 1970's (Polich, 2005). As they began to gesture and 
communicate with one another, they converged on a common system: 
Nicaraguan Sign Language was born. The language is now thriving, with nearly 
one thousand native users (Senghas & Coppola, 2001). But why did this new 
language grow so quickly? Though children create homesign systems in the 
absence of a conventional language, these systems do not arise in a vacuum. The 
raw materials for a homesign are the child's brain and the only accessible 
linguistic input in their environment: the gestures of the hearing people around 
them. Children around the world are born with equivalent mental resources, but 
the gestural input homesigners have to work with might differ. 

In western cultures, hearing parents who have chosen to educate their 
deaf children orally are advised to use their voices whenever they communicate 
with their children; as a result, they rarely produce gestures without also 
producing speech. In contrast, hearing parents not committed to training their 
deaf children orally might be more open to producing gestures in the absence of 
speech. And gestures produced without speech have been found to display the 
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linguistic properties of segmentation and hierarchical combination, properties 
not found in gestures produced along with speech (Goldin-Meadow, McNeill & 
Singleton, 1996). Homesigners with this more language-like gestural input 
might create different, perhaps more linguistically complex, gesture systems 
than children exposed only to gestures that co-occur with speech. Our study 
takes the first step in exploring this possibility by examining gestural input to 
homesigners in four different cultures: Nicaragua, Turkey, the USA and China. 

Four deafhomesigning children from each culture were observed at play in 
their homes with members of their 
family. Sessions were videotaped 
and coded. All vocal and gestural 
utterances directed toward the 
child by a family member were 
recorded. Utterances were 
classified based on whether they 
contained gesture without speech, 
gesture with speech, or speech 
alone. All children received 
utterances of all types, but the 

Nicaragua Turkey USA China proportion varied by culture. The 
Figure I. Input modality by culture. majority of the utterances that the 

Nicaraguan homesigners received contained gesture without speech (black bars). 
In contrast, almost all of the gestures that the children in the other three cultures 
received were produced along with speech (white bars). The American and 
Turkish children also received a sizeable number of utterances containing only 
speech (grey bars). 

Because the gestures they see are produced without speech, the 
Nicaraguan homesigners may be getting substantially richer input than the 
homesigners in other cultures. These gesture-alone utterances may be complex 
enough to serve as the raw linguistic materials for language creation, allowing 
the Nicaraguan homesigners to then create more complex homesign systems 
than those seen in other cultures. If so, the Nicaraguan environment may have 
been a particularly fertile environment for the birth of a new language, which 
could help to explain the rapid emergence and development that has been 
documented in the language over the past few decades. 
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Human language is characterized by an arbitrary association between signal 
and meaning and by the combinatorial assembly of larger units of meaning from 
smaller referential units (Lachmann, Szamad6, & Bergstrom, 2001). The stabi­
lization of honest signaling in such systems on evolutionary time scales remains an 
important theoretical challenge. Lachmann et al. (2001) propose that arbitrariness 
can be preserved by social enforcement of honest signaling, while combinatorial­
ity requires that the punishment of deception be associated with whole messages 
rather than their components. Scott-Phillips (2008) suggests that social exclusion, 
fueled by gossip, provides a cheap mechanism for punishing deceptive signalers. 
But gossip about reputation can be deceptive, as all teenagers know, and hence it 
seems unlikely in the absence of modeling evidence that language can guarantee 
its own reliability and ensure honest signaling. 

We propose that the reliability of signals in human language can be preserved 
by a group of largely involuntary, non-linguistic signals, which we call tells; as in 
poker, a tell is (often) a sign of deception. The sensitivity of humans to kinesic and 
paralinguistic channels and the use of these channels in mediating mammalian so­
cial relationships is well-known (Bateson, 2000). More recent work demonstrates 
that by measuring these largely involuntary channels one can predict the outcome 
of many social interactions in modem humans (Pentland, 2008). The effect of such 
involuntary channels on the evolution and stability of honest signaling in another 
channel has not been studied; we take a first step by analyzing the effect of tells 
on three game theoretic models of signaling, two standard and one combinatorial. 

In the first game, two players decide whether to escalate a conflict (Gintis, 
2009); the tell reveals whether the first player has signaled its relative strength 
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honestly. The first player is under evolutionary pressure to minimize the proba­
bility p of giving a tell, and the second to become sensitive to smaller tells. The 
second game begins in an honest signaling equilibrium: the signaler provides in­
formation about the world via an arbitrary signal. We then change the payoffs to 
incentivize signaler deception. The tell alone cannot change the outcome; punish­
ment following tells, however, preserves the signaling equilibrium for values of 
P > Pmin, depending on the incentive and punishment for deception. 

The third game is a model of combinatorial signaling. Lachmann and 
Bergstrom (2004) show that combinatorial signaling has a unique vulnerability 
to deception: individual signals can have a negative value of information (the re­
ceiver is worse off for having received that signal). This results from the fixed 
mechanism for combining signal components into signal meanings. Lachmann 
and Bergstrom (2004) suggest that this vulnerability explains why combinatorial 
communication has evolved so rarely. We find that honest combinatorial signal­
ing can be stabilized when the probability of the signaler giving a tell exceeds a 
threshold set by the receiver's response strategy. 

These games suggest that the combination of multiple signaling channels has 
rich strategic implications, worthy of further investigation; tells, in particular, pro­
vide a mechanism for stabilizing combinatorial communication against deception, 
and probably do so in concert with social enforcement. As primates, human an­
cestors possessed highly developed mechanisms for extracting information about 
social relationships from non-vocal and perhaps largely involuntary behaviors. 
The ability to read these behaviors could be recruited to stabilize combinatorial 
signaling in the primary channel, freeing our ancestors to gossip with confidence 
- and to talk about much more. 

Acknowledgements 

JGF is supported by iCORE and MS by an Angier B. Duke Scholarship. We thank 
E.A. Cartmill and M. Paczuski for insightful discussions. 

References 

Bateson, G. (2000). Steps to an ecology of mind. Chicago, IL: University of 
Chicago. 

Gintis, H. (2009). Game theory evolving. Princeton, NJ: Princeton UP. 
Lachmann, M., & Bergstrom, C. T. (2004). The disadvantage of combinatorial 

communication. Proc. R. Soc. Lond. B, 271, 2337-2343. 
Lachmann, M., Szamad6, S., & Bergstrom, C. T. (200 1). Cost and conflict in 

animal signals and human language. PNAS, 98, 13189-13194. 
Pentland, A. (2008). Honest signals. Cambridge, MA: MIT Press. 
Scott-Phillips, T. C. (2008). On the correct application of animal signalling theory 

to human communication. In A. Smith, K. Smith, & R. F. i Cancho (Eds.), 
The evolution of language (pp. 275-282). London: World Scientific. 



THE EVOLUTION OF SEMANTICS: A MEETING OF MINDS 

PETER GARDENFORS 

Cognitive Science, Lund University, Box 188 
Lund, S-22100, Sweden 

1. Semantics and the goal of communication 

I will present a model of the evolution of semantics where meanings emerge as 
meetings of minds. What is new is that the focus will be on the domains of 
communication. I shall argue that the evolution of semantics can be interpreted 
as an increasing complexity of domains that communication builds on. An 
evolutionary benefit of this increase is that expanding communication allows for 
new forms of cooperation. 

The basic function of communication is to coordinate actions. A communicative 
act is an invitation to cooperate (albeit sometimes an instance of deception). 
Normally, the goal is to make the minds of the communicators meet so that 
successful joint action can arise. When the communication concerns objects or 
events in the present environment, this can be achieved via joint attention. In 
more advanced forms of communication about non-present entities, this means 
coordinating minds (Warglien & Gardenfors 2009, Gardenfors & Warglien, to 
appear). 

2. Domains of communication 

The most basic domain for communication seems to be emotional space. In 
animal communication, expressions of emotional states are dominating. Not 
only different forms of vocal signals, but also facial expressions, body posture, 
etc, convey the emotional state of the signaller. 
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The second domain to consider is visual space. Animals (and humans) 
communicate nonverbally, in most cases unintentionally, by body position or 
gaze direction about objects or events in the environment. Following the 
direction of somebody's attention is a good way to vicariously learn about 
valuable features of the environment. 

In particular, different forms of pointing employ the visual domain (Gardenfors 
& Warglien, to appear). In imperative pointing the pointer expresses a goal with 
respect to the objects pointed at, typically to get hold of the object. Declarative 
pointing consists of one individual pointing to an object or spatial location and 
at the same time checking that the attendant focuses his or her attention on the 
same object or place (Bates 1976). In emotive declarative pointing (Brinck 
2004, Tomasello et al. 2007), the pointer wants the attendant to share emotions 
concerning the object. This form of communication thus combines the emotional 
domain with the visual (mathematically this can be described as the 
communication taking place in the product space). In contrast, in goal-directed 
declarative pointing, the joint attention to the object is instrumental to the 

attainment of a goal. Goal-directed declarative pointing therefore also involves 
the goal space. In general, the actions of others communicate their goals. 

Most animal communication is unintentional in the sense that the communicator 
has no intention to alter the state of the mind of the observer. However, some 
forms of gestures have been observed in non-human animals (Tanner & Byrne 
1996, Pika & Mitani 2006). Declarative pointing is also intentional. More 
generally, miming can be an efficient way for the communicator to convey his or 
her goals and planned actions. Generally, this form of communication involves 
the goal space. 

In order for communication to be able to refer to objects and events that are not 
present on the scene, the communicators must rely on their mental 
representations of objects and events. This is where category space becomes 
relevant. Words (or signs) "point" to categories that can be described as regions 
in conceptual spaces (Gardenfors 2000). The conceptual spaces belong to the 
mental representations of the communicators. In order that cooperation be 
successful, these spaces must be coordinated (Warglien & Gardenfors 2009). 
The development of a symbolic communication ability can therefore be seen as 
a transition from pointing in physical space to pointing in mental spaces. 
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3. Parallels with intersubjectivity 

In earlier writings (Gardenfors 2003), I have proposed that intersubjectivity 
("theory of mind") should be split into four components: representing the 
emotions (empathy), attention, intentions and beliefs of others. The following 
table indicates that there is a tight connection between the components of 
intersubjectivity and the communicative domains presented above. 

Table I . Correspondences between components of intersubjectivity 
and communicative domains . 

/mersubjeclil'iry 

Representing emotions 

Representing attention 

Representing intentions 

Representing beliefs 

Communicative domain 

Emotional space 

Visual space 

Goal space 

Category space 

4. Parallels between communication and cooperation 

Each of the four components can be turned into a form of joint intersubjectivity: 
joint emotion, joint attention, joint intention, and mutual belief. Each of these 

joint forms makes possible certain forms of cooperation. Joint emotions lead to 
"attunement" (Stern 1985). This requires communication in the emotional 
domain. Joint attention makes possible coordinated actions toward the attended 
object, for a example in a hunting situation. This requires communication in the 
visual domain. Tomasello et al. (2005) emphasize joint intention as the hallmark 
of humanity. Joint intentions make it possible to cooperate about non-present 
entities. This requires communication in the goal domain. Finally, joint beliefs 
are required for conventions and contracts. This requires communication in the 
category domain. 

Acknowledgements 

I gratefully acknowledge support from the Swedish Research Council for my 
own research and for the Linnaeus project Thinking in Time: Cognition, 
Communication and Learning. 

References 

Bates, E. (1976). Language and Context: The Acquisition of Pragmatics. New 
York: Academic Press. 



410 

Brinck, I. (2004). The pragmatics of imperative and declarative pointing. 
Cognitive Science Quarterly, 3(4),429-446. 

Gardenfors, P. (2000). Conceptual Spaces: The Geometry of Thought. 
Cambridge, MA: MIT Press. 

Gardenfors, P. (2003). How Homo Became Sapiens. Oxford: Oxford University 
Press. 

Gardenfors, P., & Warglien, M. (to appear). The development of semantic space 
for pointing and verbal communication. To appear in J. Hudson, U. 
Magnusson & C. Paradis (eds.) Conceptual Spaces and the Construal of 
Spatial Meaning. Empirical Evidence from Human Communication. 
Cambridge: Cambridge University Press. 

Pika, S. & Mitani, J. C. (2006). Referential gestural communication in wild 
chimpanzees (Pan troglodytes). Current Biology, 16(6), 191-192. 

Stem, D. (1985). The Interpersonal World of the Infant. New York: Basic 
Books. 

Tanner, 1. E. & Byrne, R. W. (1996). Representation of action through iconic 
gesture in a captive lowland gorilla. Current Anthropology, 37,162-73. 

Tomasello, M., Carpenter, M., Call, J., Behne, T. & Moll, H. (2005). 
Understanding and sharing intentions: The origins of cultural cognition. 
Behavioral and Brain Sciences, 28, 675-691. 

Tomasello, M., Carpenter, M., & Liszkowski, U. (2007). A new look at infant 
pointing. Child Development, 78, 705 - 722. 

Warglien, M., & Gardenfors, P. (2009). Semantics, conceptual spaces and the 
meeting of minds. Manuscript. 



DOES DEIXIS PRECEDE VOCABULARY DEVELOPMENT IN 
LANGUAGE-TRAINED APES? 

KRISTEN GILLESPE-LYNCHa'YUNPING FENGa'PATRICIA M, GREENFIELDa, 
SUE SA V AGE-RUMBAUGHb 

HEIDILYNc 

CHRISTINA KHOUa 

a.Department of Psychology and FPR-UCLA Center for Culture, Brain, and 
Development, University of California, Los Angeles CA 90095 

b, Great Ape Trust of Iowa, Des Moines, IA 50320 

c, Department of Psychology, Agnes Scott College, 141 E. College Ave, 
Decatur, GA, 30030 USA 

Given the contextual flexibility of gestural communication by apes relative to 
their more context-bound vocalizations (Tomasello et aI., 1994), many theorists 
have inferred that language was initially gestural (e,g. Hewes, 1973). If language 
emerged from gestures, the potential to use gestures to acquire words should be 
present not only in young humans, but also in juvenile chimpanzees and 
bonobos (when they are raised in language-enriched environments). This study 
examines whether deictic gestures supported the vocabulary development of a 
chimpanzee (Panpanzee) and a bonobo (Panbanisha) as well as analyzing their 
developing ability to pair gestures with signals of communicative intent. 

Both deaf and hearing children's gestures are initially context bound 
(deictic) before becoming progressively more decontextualized (Caselli, 1983). 
Toddlers are significantly more likely to first indicate an object through deictic 
gesture and only later to name it than to first name and later gesture towards an 
object (Iverson & Goldin-Meadow, 2005), Do juvenile apes also progress from 
indicating objects through gesture to decontextualized reference through 
lexigrams (arbitrary visual symbols signifying words)? Qualitative analysis 
suggests that human children and apes combine a deictic gesture and a word 
before combining two words (Greenfield et aI., 2008). Using a sampling method 
developed with human children (Iverson & Goldin-Meadow, 2005), the present 
study aims to determine if gesture plays a role in the emergence of language 
across the clade. We predict that like human toddlers, apes will first rely on 
gesture and only later use words to name objects. 

Sampling from video footage of the daily interactions of Panpanzee and 
Panbanisha from 10 to 24 months of age, we are coding all gestures and 
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lexigrams that are demonstrated during 2 hours a month for each ape. As in 
observational studies of human linguistic development, this sampling method 
provides an index of when gestures emerge relative to words. Once we have 
coded 30 hours of video for each ape, we will use chi-square analyses to 
determine if the number of items that were first observed to be referenced by 
deictic gestures exceeds the number that were first evidenced as lexigrams. 
Preliminary analyses based on 5 hours of video coding for each ape suggest that 
deixis may indeed precede lexigram use by language-trained apes. Panpanzee 
first referred to 7 items with deictic gesture and 2 items with lexigrams while 
Panbanisha referred to 5 items first with deictic gesture and 3 with lexigrams. 

Because deixis may be a mechanism that helps members of the clade learn 
to use words, understanding the ways that deixis is marked as communicative 

across phylogeny and ontogeny is also important. Intentional communication is 
often defined by the presence of one of the following behaviors: attention 
getting behaviors, gaze alternation, or persistence. Because human deixis only 
gradually takes on communicative elements across ontogeny (Masur, 1983), we 
are also analyzing how often deictic gestures and lexigrams emitted by 
Panpanzee and Panbanisha co-occur with communicative signals during the 
sampled time frames. 
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For the last thirty years species comparative approaches to the study of the evolution 
of language have shown a strong bias toward uncovering differences between apes 
and humans in their symbolic and communicative capacities. Flying in the face of 
the well established fact that chimpanzees and humans share 99% of their genes, 
researchers and scholars seem motivated to emphasize the uniqueness of human 
language at the expense of understanding its origins and foundations in primate 
communication. Another tendency in the field is to assume that only spontaneously 
manifest symbolic capacities are of interest and to ignore learning mechanisms that 
rely on social or nonlinguistic stimuli. In order to counter these trends, I will be 

presenting an alternative theoretical and methodological framework. 
Its first tenet is that cladistic analysis (comparative study of species descended 

from a common ancestor) is an important tool for understanding the primate 
foundation of human language and communication .. This is because similarity of a 
characteristic across a clade (a phyologenetically related group of species with a 
common ancestor) indicates that it is likely to be an ancestral trait that is part of the 
genetic heritage of all members of the clade. Therefore, comparing behaviors across 
a clade is a research strategy that can uncover ancestral behavioral capabilities that 
served as the foundation for modem capabilities - in this case for language and 
communication. This theoretically based methodological point is particularly 
important because language, like other behavioral capabilities, does not leave fossils. 

The second tenet is that earlier stages of development are more similar among 
members of a clade than are later stages of development. Therefore, comparing 
behaviors in very young members of each species across the clade is most likely to 
uncover evolutionary foundations for a particular system, in this case, language and 
communication. 
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Third, later capabilities build on earlier ones in both ontogeny and phylogeny. 
Therefore, the analysis of developmental transitions from one stage to another is 
useful in understanding both ontogeny and phylogeny. We therefore will examine 
behavioral development - in this case the development of language and 
communication - over time in each species,. But our analysis does not focus on time 
or age per se; instead it emphasizes the transitional learning mechanisms that drive 
symbolic and communicative development from one level to the next. 

Fourth, earlier stages of development are more universal within a species than 
are later stages of development. This is because both ontogeny and phylogeny build 
on what is already there rather than erasing it, so both speciation and individual 
differences in development tend to be found in later rather than earlier stages of 
development, Therefore, sample selection and large sample size within each species 
is less important than when studying older members of a species: cross-species 
similarities early in life are likely to be robust across a wide range of species 
members. 

Fifth, language evolved for communication. Therefore, the social stimuli 
provided by conversation should provide important developmental learning 
mechanisms. 

Sixth, language evolved out of nonlinguistic behaviors and capacities. 
Therefore, nonlinguistic communication, specifically gesture, is a good candidate 
for a developmental learning mechanism. 

These principles have animated a series of cross-species comparative studies 
that demonstrate common transitional mechanisms in the early development of 
symbolic communication and representation across the clade consisting of bonobo, 
chimpanzee, and human. According to the principle of cladistic analysis, these 
transitional mechanisms then become good candidates for mechanisms that lie at the 
very foundation of language evolution. While we rely heavily on a small number of 
members of each species - mainly because highly rare symbol-enculturated apes are 
at the heart of the research designs - the focus on early development means that our 
findings may not only constitute an existence proof, but also index species-typical 
capabilities held in common by all three species in the clade. We will provide 
evidence that three kinds of transitional mechanisms - gesture, dialogue, and social 
scaffolding - are utilized across the clade in the ontogeny of symbolic and 
communicative capacities. More specifically, we will show how, in bonobo, 
chimpanzee, and child, each of the three mechanisms leads to a similar 
developmental progression in symbolic representation or communication. We see 
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these commonalities as a foundation from which human language, communication, 
and representation evolved after the phylogenetic split of the three species five 
million years ago. Rather than trying to figure out where human language went in 
its evolution, we are trying to figure out where it started. Learning where it started 
can give us critical information about the evolution of its most basic and robust 
characteristics. Learning where it started is also essential for understanding where 
human language has gone in the last five million years. Thus, it is not an either-or 
situation. Instead, the study of cross-species similarities complements and provides a 
context for the study of cross-species differences in language evolution. 
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There are many fascinating routes to studying the evolution of language, 
including explorations of the fossil record, game theoretic modeling, historical 
analyses, and comparative experiments on nonhuman animals. All have 
contributed in various ways to our understanding of the origins and subsequent 
evolution of language. And yet, there is a nagging feeling that much of the 
evidence is circumstantial, and that we will never deeply understand how our 
capacity for language started, and what selective pressures, if any, led to 

subsequent transformations in both structure and function. 
In this talk I explore the evolution of our linguistic competence, and in 

particular, the kinds of capacities that animals may have in the absence of a 
comparable capacity to use these abilities in communication. I then use these 
results, and others from the field, to argue that though we have rich theoretical 
frameworks for exploring problems of language evolution, our methods are 
woefully deficient. As such, we need to carefully consider whether we will ever 
have the empirical goods to address the theoretical perspectives sketched. 

I begin in Part 1 of the talk by laying out a theoretical framework that I find 
useful for thinking about questions of evolutionary origins and change. In Part 2 

I tum to a set of comparative results that I believe are relevant to this 
framework. In particular, I discuss recent studies of nonhuman primates 
focusing on spontaneously available (i.e., untrained) competences for 
understanding symbols and simple rules, capacities that did not evolve for 

language, but were subsequently used by the language faculty. In Part 3, I tum 
to a new set of findings on humans, showing the interface between semantics 
and syntax, and in particular, revealing the constraints that evolutionarily 
ancient, domain-general computations have on domain-specific knowledge, and 
in particular, language-specific computations. In Part 4, I end by critically 
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evaluating the kinds of contributions that comparative studies - including 
especially, my own - have provided to our understanding of language 
evolution. I end with a rather pessimistic conclusion: due to methodological 
limitations, comparative studies can not presently answer most of the 
fundamental questions concerning the syntactic and semantic structures that are 
ubiquitous in language, and consequently, we may forever be stuck in mystery 
and speculation concerning the origin and subsequent evolution of language. 

Part 1. The theoretical framework I develop is based on the original paper I 
wrote with Chomsky and Fitch, but with subsequent clarifications and 
extensions. In particular, I argue that from an evolutionary comparative 
perspective, it make sense to ask which aspects of our language faculty are 
shared with other animals and which are unique, and of those capacities that are 
unique to our species, which are unique to language. This framework, when 
properly articulated, is not committed to any particular view of language, 
including theories targeting representational structure (e.g., minimal ism) and 
evolutionary processes (e.g., adaptation and functional design). 

Part 2. I begin by discussing new experiments on rhesus monkeys that 
explore how our capacity to comprehend and use symbols may have emerged, 

and in particular, how our capacity to understand the duality of pictures as both 
physical objects and representations of something else evolved in evolution and 
develops in human ontogeny. Based on a highly simplified task, results show 
that rhesus discriminate pictures of food from real food, discriminate pictures of 
food from pictures of non-food, this discrimination is based on visual inspection 
alone (i.e., no contact with the pictures), and in the absence of prior experience 
with pictures, as well as no training or reward. Thus, important aspects of our 
competence to recognize the symbolic duality of pictures evolved before our 
uniquely human capacity to create symbols. I then tum to a series of 
experiments that explore the capacity of primates to extract rule-like regularities 
from a structured input, with the aim of targeting some of the core syntactic 
properties of language. In one experiment with captive tamarins, I show that 
they have the capacity to acquire a simple affixation rule, distinguishing 
structures that contain specific prefixes with those that contain specific suffixes. 
In a second experiment, I show that captive chimpanzees share with human 
adults the capacity to spontaneously extract both category information and 
ordering information from a structured input. More specifically, both species 
primarily encoded positional information from the sequence (i.e., items that 
occurred in the sequence-edges), but generally failed to encode co-occurrence 
statistics. This suggests that a mechanism to encode positional information from 
sequences is present in both chimpanzees and humans, and may represent the 
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default in the absence of training and with brief exposure. As many grammatical 
regularities exhibit properties of this mechanism, it may be recruited by 
language, and constrain the form certain grammatical regularities take. 

Part 3. When children acquire language, they acquire not only the syntactic 
categories (e.g., nouns, verbs, determiners), but the rules by which such 
categories are ordered and arranged. Here I present the results of an experiment 
with human adults looking at the capacity to acquire a simple duplication rule 
(e.g., AAB or ABB), where the categories are syntactic (i.e., nouns and verbs). 
Although subjects readily processed the categories and learned repetition­
patterns over non-syntactic categories (e.g., animal-animal-clothes), they failed 
to learn the repetition-pattern over syntactic categories (e.g., Noun-Noun-Verb, 
as in "apple-ear-eat"), even when explicitly instructed to look for it. Further 
experiments revealed that subjects successfully learned the repetition-patterns 
only when they were consistent with syntactically possible structures, 
irrespective of whether these structures were attested in English or in other 
languages unknown to the participants. When the repetition-patterns did not 
match such syntactically possible structures, subjects failed to learn them. 
Results suggest that when human adults hear a string of nouns and verbs, their 
syntactic system obligatorily attempts an interpretation (e.g., in terms of 
subjects, objects and predicates). As a result, subjects fail to perceive the simpler 
pattern of repetitions --- a form of syntax-induced pattern deafness that is 
reminiscent of how other perceptual systems force specific interpretations upon 
sensory input. 

Part 4. I conclude by summarizing the results presented, and critically 
evaluating my own comparative studies. In brief, though I think it is probably 
accurate to say that animals have evolved domain-general competences that are 
shared with humans, and these competences are relevant to the faculty of 
language in the broad sense, current methods for extracting the specific 
mechanisms in play are weak, and thus, not up to the job of testing between 
competing hypotheses. This puts us in a difficult position because comparative 
studies may simply be unable to generate the kind of data that are necessary to 
explore the evolution of language, and in particular, those aspects that are part of 
the broad language faculty and those which are part of the narrow faculty. 
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Human languages are in a constant state of change. New words are constantly 
being invented and old ones lost. Words change their meanings and 
pronunciations over time. In the extreme case, whole new languages are 
created, either through the merging of unrelated languages or the splitting of one 
language into many variants. These processes are known are creolisation and 
dialect formation respectively. The former is perhaps best known from those 
creoles which originated in the period of European colonization and slave trade 
and which still exist today in the Caribbean. In contrast, the latter process can 
be observed in a great many number of dialects and languages worldwide, such 
as the descent of the Romance Languages from Latin. 

The use of computer modelling to study aspects of the evolution of language has 
become established over the past couple of decades. In particular, the naming 
games introduced by Steels (1995) have been very influential. Using this model, 
Steels showed how a shared vocabulary can emerge in a group of agents through 
a series of conversations involving two agents. The more times a word is used 
for an object, the stronger the association between the object and the word will 

become. New words can be added and words that do not have communicative 
success are removed. 

Subsequently, Steels (1997) performed a limited evaluation of the element of 
distance in his game. In that paper, the agents are divided in clusters and 
eventually develop a stable vocabulary within the cluster and at the same time 
they become familiar with the words used in the other clusters. In effect they 
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become bilingual. Our work extends this model to study what happens when 
clusters merge or divide, simulating the conditions in which creoles or dialects 
form respectively. 

In order to introduce multiple populations into the model of Steels, we place 
agents in a two dimensional environment in which agents are more likely to talk 
to agents closer to them. Additionally, we allow for this environment to be split 
in half and ban all communication between the halves, creating two 
subpopulations which are linguistically isolated from each other. 

Simulations of language contact were performed by beginning in a split 
environment and then, after allowing each group to interact for a specific 
amount of time, the entire population was left to interact together. For small 
populations, such simulations did indeed lead to the formation of "creole" 
languages, with words in the final combined language being taken from both the 
languages spoken by the initial sUbpopulations. However, as the groups of 
agents become larger the agents have trouble in converging to a single language. 
No name is dominant over the other but in the conversations about an object the 
agents end up using one of the two names developed in the groups but they can 
never decide which one they prefer. This may be seen as more analogous to the 
creation of bilingualism in the agents. 

By reversing the earlier process, first allowing the whole population to interact 
before splitting it into two subpopulations, the divergence of a common 
language can be studied. The results observed are that the similarity of the 
resulting languages in the groups is strongly related to the amount of time the 
agents have spent together in a single group at the beginning. The longer the 
time they have spent the higher probability they have to end up using the same 
language. 
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It has been shown that larynx lowering is probably not the key factor 
leading to the emergence of speech in Humans. Rather, it has been argued that 
larynx lowering is a process which allows males to produce lower frequency 
sounds and thus giving females the impression of a bigger (more powerful?) 
potential sexual partner (Fitch 2000, 2002, 2005; Ohala, 2000). Although the 
process of larynx lowering is found in a number of mammal species (deer, lions) 
with apparently a similar function, that of providing males with "impressive" 
vocalizations exaggerating their size (Fitch and Reby, 2001), it is not found in 
our closely related non-human primates. Why did our non-human primate 
cousins not develop a lowered larynx? One possible explanation is that these 
species possessed air sacs which fulfilled the same function. These laryngeal air 
sacs have the capacity to produce lower frequency sounds (de Boer, 2008; 
Gautier, 1971) but they are also able to produce louder sounds. 

Our hypothesis is that the male common ancestor of non-human and human 
primates had laryngeal air sacs which were replaced by a lowered larynx in the 
line which led to Homo sapiens. Why did air sacs disappear? We propose an 

ecologically induced explanation. In a forest environment, it is very important to 
produce loud sounds for two reasons. First, forest environments often render 
difficult the visual identification of con specifics. Second, sound propagation is 
dampened in forest environments. In such an ecological context air sacs were 
quite appropriate to produce both lower frequency and louder sounds. When our 
ancestors left a forested environment, the need for loud sounds was no longer 
necessary. In a savannah type of environment sounds propagate much more 
efficiently than in a forest environment and, in addition, it is easy to visually 
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perceive other individuals of your group. However, in order to preserve the 
"exaggerated male size" the disappearance of air sacs had to be replaced by 
another mechanism. The ancestors of Homo sapiens selected a process used by a 
number of mammal species: the lowering of the larynx. Hyoid bone fossil data 
seem to indicate that Australopithecus afarensis had air sacs (Alemseged et al. 
2006) but Homo heidelbergensis (Martinez et al. 2008) and Neandertals did not. 

We will provide supporting evidence for our hypothesis through an 
examination of the relationship between the presence versus absence of vocal 
sacs among related species in contrasting ecological environments. Air sacs are 
present in species inhabiting forest environments, while they have disappeared 
in closely related species inhabiting savannah environments. The role of sexual 
dimorphism will also be discussed. 

References 

Alemseged, Z., Spoor, F., Kimbel, W. H., Bobe, R., Geraads, D., Reed, D., & 
Wynn, J.G. (2006). A juvenile early hominin skeleton from Dikika, Ethiopia. 
Nature, 443(7109), 296-301. 

de Boer, B. (2008). The joy of sacs. In A. D. M. Smith, K. Smith and R. Ferrer i 
Cancho (Eds), The Evolution of Language: Proceedings of 7th International 
Conference. World scientific Publishing, 415-6. 

Fitch, W. T. (2000). The evolution of speech, A comparative review. Trends in 
Cognitive Sciences. 4(7),258-267. 

Fitch, W.T. (2002). Comparative vocal production and the evolution of speech: 
reinterpreting the descent of the larynx. In: Wray A. (ed), The Transition to 
Language. Oxford University Press, Oxford, 21-45. 

Fitch, W. T. (2005) The evolution of language: a comparative review. Biology 
and Philosophy, 20, 193-230. 

Fitch, W.T. and D. Reby. (2001). The descended larynx is not uniquely human. 
Proc. R. Soc. Bio!. Sci. 268: 1669-1675. 

Gautier, J. P. (1971). Etude morphologique et fonctionnelle des annexes extra­
laryngees des cercopithecinae; liaison avec les cris d'espacement, Biologica 
Gabonica, VII (2), 229-267. 

Hewitt, G. P., MacLarnon, A., & Jones, K. E. (2002). The functions of laryngeal 
air sacs in primates: A new hypothesis. Folia Primatologica, 73,70-94. 

Martinez, I., Arsuaga, J.-L., Quam, R., Carretero, J.-M., Gracia, A., & 
Rodriguez, L. (2008). Human hyoid bones from the middle Pleistocene site 
of the Sima de los Huesos (Sierra de Atapuerca, Spain). Journal of Human 
Evolution, 54, 118-124. 

Ohala, J. J. (2000). The irrelevance of the lowered larynx in modern man for the 
development of speech, Proceedings of the International Conference on the 
Evolution of Language, Paris, 171-2. 



DUALITY OF PATTERNING AS AN EMERGENT PROPERTY: 
EVIDENCE FROM A NEW SIGN LANGUAGE 

ASSAF ISRAEL 

Sign Language Research Lab, University of Haifa, Haifa, 31905, Israel 

WENDY SANDLER 

Department of English Language and Literature and Sign Language Research Lab, 
University of Haifa, Haifa, 31905, Israel 

Duality of patterning - the existence of a meaningless phonological level as well 
as a meaningful level of morphemes and words -- is a fundamental design 
feature of human language (Hockett 1960). It seems reasonable to speculate that 
a combinatorial system of meaningless elements emerged from holistic forms, 
facilitating the creation of a sizable vocabulary of perceptually distinct words. 
Empirical data about the origins of duality are hard to find, as all spoken 
languages have been around for millennia, or are descended from languages that 
have. Such data can be found in sign languages, however, since a sign language 
can arise at any time. Data from a new sign language suggest that duality of 
patterning - a phonological level of structure alongside meaningful words -
does not arise at the outset, and that its emergence is gradual (Sandler et al in 
press). 
The first deaf signers of AI-Sayyid Bedouin Sign Language (ABSL) were born 
about 75 years ago, and the language is now used by a community of about 150 
deaf people and many of the 4,000 hearing people in the village. This language 

has regular word order (Sandler et al 2005) and prosodically marked phrasal 
constituents (Sandler et al 2008). However, we have not yet encountered 
minimal pairs, and we observe glaring variation in sign production across 
signers, of a kind that would blur phonological category boundaries of more 
established sign languages. It appears that signers aim for holistic iconic 
prototypes, and do not rely on discrete, meaningless combinatorial units to form 

signs. 
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The present study supports these observations by carefully measuring variation 
across signers in ABSL, and comparing it with sign productions in two other, 
more established sign languages, American Sign Language (ASL), and Israeli 
Sign Language (ISL), both of which have been shown to have phonological 
organization (Stokoe 1960; Meir and Sandler 2008). 47 features of the three 
major categories of sign formation - hand shape, location on or near the body, 
and type of hand movement - are coded for 15 signs as signed by 10 signers in 
each language. The results show more variation in nearly every subcategory in 
ABSL than in the other two languages (Israel 2009). Taken together with other 
criteria for phonological organization, the results support the claim that this new 
language does not yet have a level of structure consisting of discrete, 
meaningless, combinatorial units. 
The cline of variation is consistently ABSL > ISL > ASL. ASL is the oldest of 
the three languages with the largest community, while ISL is about the same age 
as ABSL but developed through creolization in a larger and more diverse 
community. Our results indicate that the emergence of duality of patterning is 
gradual, and depends in part on social factors such as age, size, and diversity of 
the language community. If its emergence is gradual in a modem human 
community, it is reasonable to infer that the same was true in evolution. 
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Deacon (2003) proposed a novel mechanism by which a biological property 
gains complexity. In his theory, the term "masking" is used to refer to an 
environmental change that masks a particular selection pressure. Similarly, the 
term "unmasking" is used to indicate a process by which a selection pressure 
becomes effective. Birdsong conveys two messages: species identification and 
individual vigor. To ensure the former, the signal should satisfy one or more 
species-specific features. To ensure the latter, the signal should reflect individual 
characteristics related to vigor. The Bengalese finch is a domesticated strain of 
the white-rumped munia, an endemic finch of East Asia. The process of 
domestication occurred about 250 years ago, comprising approximately 500 
generations. Bengalese finches sing syntactically and phonologically complex 
songs, whereas white-rumped munias sing simpler songs in both domains 
(Okanoya, 2004). Female Bengalese finches engage in more breeding behaviors 
when stimulated by complex songs, suggesting that song complexity in 
Bengalese finches evolved by sexual selection (Okanoya, 2004). However, the 
model of Ritchie and Kirby (2005) demonstrated the possibility that 
domestication alone could account for the evolution of song complexity by 
relaxing selection pressures. In their study, domestication was used as a 
condition to disable selection pressure for species identification. If a system 
arises in which the need for species identification exhibits natural variation, that 
system can be used to directly test Deacon's theory. 

When several species of birds with similar plumage share the same 
environment (sympatric environment), birdsong should faithfully convey the 
species identification signal to avoid infertile hybridization. In Taiwan, white­
rumped munias form mixed colonies with a closely related species, the spotted 
munia. We hypothesized that the rate ofsympatry would affect song complexity. 
We conducted a field study at three locations in Taiwan: Huben (H), Mataian 
(M), and Taipei (T), where natural populations of white-rumped munias occur. 
During the summers of 2006-2008, we captured white-rumped munias using 
mist nets and recorded male songs. Totals of 30 (H), 23 (M), and 17 (T) male 
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white-rumped munias were captured. The number of spotted munias at each 
location was also counted. Song linearity, an index of song simplicity, was 
calculated as (the number of song notes)/(the number of song note transition 
types). The value of this index equals one when the song sequence is completely 
linear and decreases when the song is less deterministic. The index is lIN, where 
N is the number of song notes, when the song is completely random. The rate of 
sympatry was calculated as (the number of mixed flocks)/(the number of total 
flocks), where mixed flocks were those containing both white-rumped and 
spotted munias. We found that the rate of sympatry was lowest at Huben and 
higher at Taipei and Mataian (H < T, M; Fig. la). Song linearity was lowest 
(more complex) at Huben and greater at Taipei and Mataian (H < T, M; Fig. lb). 
Therefore, the rate of sympatry corresponded with song linearity. These results 
were consistent with the prediction that lower pressure for species identification 
leads to higher complexity in birdsong. 
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Although other factors including sexual selection (Okanoya, 2004) are 
undoubtedly involved, the process of masking, as demonstrated here, may 
account for some proportion of signal evolution in Bengalese finches, as 
suggested by Deacon (2003). Similar mechanisms should be considered when 
examining the evolution of human language. 
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The idea that language first emerged as a form of visible bodily action, - the 
"gesture first" view - has attracted supporters since the eighteenth century. Since 
the modem revival of this idea by Gordon Hewes in 1973, it has gained many 
adherents with Michael Corballis and Michael Tomasello (2008), among the 
most recent. It is attractive, perhaps, because we can observe, through such 
processes as the conventionalisation of pantomime, the emergence of language­
like systems, as may be seen when primary sign languages come into being. 
However, the problem a "gesture first" theory always confronts is that modem 
languages are spoken and humans are highly specialised for speech. This means 
that "gesture first" advocates have to account for a switch from gesture to 
speech. None of the modem "gesture first" theorists offer a satisfactory account 
of this, while opponents of this position have argued that a "gesture stage" is 
unnecessary. Advocates of a "speech first" position, on the other hand, overlook 
or downplay the fact that when speakers engage in utterance, always to some 
extent, and often to a considerable extent, they produce an ensemble of speech 
and gesture. Studies of the way in which gesture is involved in utterance 
construction show that gestures function like partners with speech in the creation 
of coherently meaningful utterances. Furthermore, gestures enter into the 
fashioning of utterances in many different ways. They express emphasis and 
emotion, but they also express concepts, often by means similar to those found 
in sign languages. They also express meta-discursive and pragmatic aspects of 
the utterance (Kendon 2004). Neither "gesture first" advocates nor "speech 
only" advocates have considered seriously this co-involvement of speech and 

visible bodily action in utterance construction. 
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In this paper, this partnership of speech and gesture in utterance will be our 
starting point. Looking at the various forms of gestural expression, we note that 
referential gestures, whether deictic or representational, and gestures with 
pragmatic functions can often be seen as derived from manipulatory actions, as 
if the speaker is acting on, or in relation to, objects in a virtual physical 
environment, including other animate beings as objects. Appealing to 
MacNeilage's (2008) suggestion that the actions of speech are exaptions of the 
mouth actions of chewing and other eating actions, and considering the evidence 
from many different studies that suggest hand-mouth synergies of great 
phylogenetic antiquity (Gentilucci and Corballis 2006), we propose that the 
action systems used in speaking and gesturing are descended by modification 
from the hand-mouth action ensembles employed as the animal manipulates, 
modifies or appropriates and ingests parts of its environment, as it seeks for and 
grasps and processes food, or manages, manipulates and modifies its 
environment. These systems were recruited to symbolic functions when practical 
actions acted out in a "vicarious way" (as when an animal must decide between 
more than one course of action) were recognised by con specifics as "as if' 
actions. It was this that made symbolic dialogues possible (Kendon 1991). On 
this view, important aspects of language are only secondarily communicative in 
origin and the co-invovlement of hands and mouth in utterance production is 
accounted for because of the development of shared control networks which 
originated in strategies that developed in relation to food getting and 
environmental manipulation. Language emerged, thus, from an ensemble of oral 
and manual actions, an ensemble still observed in utterance production in 
modem humans. 
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1. Iconic Gestures and Sound Symbolic Words: Motivated Link 
between Form and Meaning 

When we speak, we spontaneously produce hand gestures that are co-expressive 
with speech. Many such gestures are "iconic gestures", which depict shape, 
motion and action based on similarity between gestural hand movement and the 
referent (e.g., flat hand moving downwards repeatedly to depict a water fall). 
This study addresses the question of how humans evolved to produce iconic 
gestures with speech, i.e., the origins of speech-gesture link. 

In iconic gesture, form and meaning are related in a motivated (non­
arbitrary) way. This is in sharp contrast with typical words with an arbitrary link 
between form and meaning. However, sound symbolic words also have form 
and meaning that are "naturally" related with each other, similar to iconic 
gestures. Many languages of the world, including Japanese, have a large class of 
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sound symbolic words (Kita, 2008; Nuckolls, 1999). These words can refer to 
not only sounds (Le., onomatopoeia) but also a wide range of non-auditory 
experiences including manner of movement (Kita, 1997, 2008). 

2. Ontogenetic and Phylogenetic Linkage between Iconic Gestures and 
Sound Symbolic Words 
We examined how the link between speech and iconic gestures develop in 
children. We presented animated cartoons to Japanese-speaking 3- and 5-year 
old children and adults (n = 20 in each group). They narrated the cartoons to 
another person, in which they spontaneously produced iconic gestures depicting 
the protagonists' movements. We analyzed linguistic and gestural expression of 
manner of motion (e.g. jumping, rolling). The statistical analysis revealed the 
following results. (1) Children had a stronger preference to use sound symbolic 
manner words to express manner of motion (e.g., "pyonpyon" for jumping and 
"korokoro" for rolling) than adults, as opposed to non-sound symbolic manner 
verbs (e.g., "tobu" for jumping and "kaitensuru" for rolling/rotating). (2) Sound 
symbolic manner words were more likely to be accompanied by co-expressive 
iconic gestures than non-sound symbolic manner verbs, and this tendency was 
especially strong in children. In other words, the speech-gesture link started out 
with sound symbolic words in ontogeny. 

Based on the above results, we infer that the link between speech and iconic 
gesture started in sound symbolic words and spread to "ordinary" non-sound 
symbolic words with arbitrary form-meaning mapping. We propose that our 
ancestors once used a protolanguage that combined iconic gestures and sound 
symbolic words. In other words sound symbolic words may be the "missing 
link" in the explanation for why speech and iconic gesture are tightly coupled in 
modem humans. Our data is also compatible with the idea that sound-symbolic 
words and iconic gestures emerged simultaneously when our ancestors 
developed an ability to cross-modally represent information in an iconic way. 
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The 'cooperative breeding' hypothesis (Hrdy, 2009) and the 'grandmother' 
hypothesis (O'Connell, Hawkes and Blurton Jones, 1999) have combined to 
establish a new orthodoxy that Homo erectus social structures were 
fundamentally female kin-bonded (and see Knight, 2008; Opie and Power, 
2008). What are the implications for the evolution oflanguage? 

Hrdy accounts for the evolution of special hypersocial tendencies in genus 
Homo by arguing that strategies of cooperative breeding give rise to 
intersubjectivity - a willingness to share what I am thinking with you, and seek 
to know what you are thinking of my thoughts (Tomasello et aI., 2005). Other 
great apes, especially machiavellian chimpanzees, are capable of mind-reading, 
but lack any intention of cooperating in allowing their own minds to be read. 
Precisely when an evolving hominin mother lets others take her baby off her 
hands, says Hrdy, selection pressures for two-way mind-reading are set up. The 
mother must be socially adept to elicit support and judge motivations of the 
alloparent towards her offspring; the baby, once handed over, must be 
monitoring carefully 'where's mum gone?', at the same time as probing for 
signs about the intentions of the new carer; while the alloparent, necessarily a 
relative in the original scenario, adopts a quasi-maternal role. A whole array of 
behaviours sprang up to help this variegated triad of mum, baby and allocarer to 
keep in contact: mutual gazing, babbling, kissfeeding. Hyperpossessive great 
ape mothers never needed such elaborate bonding mechanisms. The only other 
primates which have been heard babbling are tiny South American marmosets 
and tamarins, whose breeding systems are fully cooperative, involving shared 
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care and provIsioning of infants by allocarers. The ancestors of the first 
language-users, says Hrdy 'were already far more interested in others' intentions 
and needs than chimpanzees are.' (2009: 38) 

While the cooperative breeding/grandmothering model offers a plausible 
explanation for language-ready brains, these conditions may be necessary but 
not sufficient for the historical evolution of actual languages. In proposing 
'emotional modernity' among H. erectus, Hrdy makes clear that she is 
discussing the prequel to language and symbolic culture, refraining from 
speculation about the transition to full cognitive and linguistic modernity. What 
are the problems that are not solved by this scenario? Shared infant care will not 
increase fitness unless the offspring's psychological development prepares it for 
gaining reproductive success in adult life. Hrdy draws on analogy of cooperative 
breeding systems among callitrichids, examining male caring behaviours, but 
offers little discussion of how males among early Homo would have integrated 
into this framework of mutual understanding. How did problems of male 
dominance, violence and competition for mates get resolved? A cooperative 
childcare system implies quasi-sibling solidarity among children. Unless that 
principle of solidarity can be extended into adulthood, encompassing sexual 
relationships, selection for intersubjectivity will be limited and language will not 
evolve. 

References 

Hrdy, S. B. (2009). Mothers and Others: the evolutionary origins of mutual 
understanding. Cambridge, MA: Belknap Press of Harvard University 
Press. 

Knight, C. (2008). Early human kinship was matrilineal. In N. J. Allen, H. 
Callan, R. Dunbar and W. James (eds) Early Human Kinship. From sex 
to social reproduction. Oxford: Blackwell Publishing, pp. 61-82. 

O'Connell, J. F., K. Hawkes and N. G. Blurton Jones (1999). Grandmothering 
and the evolution of Homo erectus. Journal of Human Evolution 36: 
461-485. 

Opie, K. and C. Power (2008). Grandmothering and female coalitions. A basis 
for matrilineal priority. In N. J. Allen, H. Callan, R. Dunbar and W. 
James (eds) Early Human Kinship. From sex to social reproduction. 
Oxford: Blackwell Publishing, pp. 168-186. 

Tomasello, M., M. Carpenter, J. Call, T. Beyne and H. Moll (2005). 
Understanding and sharing intentions: The origins of cultural cognition. 
Behavioral and Brain Sciences 28: 675-691. 



CONTRIBUTIONS OF APHASIOLOGY TO LANGUAGE 
EVOLUTION RESEARCH 

ANDREAS KYRIACOU 
Department of Neuropsychology. Zurich University. Switzerland 

SVERKERJOHANSSON 
School of Education and Communication. J6nk6ping University. Sweden 

Brain imaging techniques have greatly improved our understanding of cerebral 
language processing. Nevertheless, finding the neural correlates of linguistic 
operations seems to be no less a quest than in the field of consciousness, for 
which the mapping between psychological experiences and neural activation has 
been labelled the hard problem (Chalmers, 1995). 

Poeppel and Embick (2005) argued that psycholinguistics and the neuro­
sciences face a granularity mismatch and an ontological incommensurability 
problem. This lacking of a common basis concerns both the granularity levels at 
which the two disciplines investigate processes and the fundamental elements 
used and, consequently, prevents the formulation of theoretically motivated, 
biologically grounded and computationally explicit descriptions of language 
processes in the brain. To better align the two areas Poeppel and Embick suggest 
to use computational models, whose operations must be plausibly executable by 
neural assemblies and represent subroutines oflinguistic computation. 

We appreciate Poeppel and Embick's analysis and support their proposal to 
identify computationally explicit processes. Resorting to computer linguistics is 
however no guarantee that biologically plausible implementations are identified. 
Artificial neural networks can be built in a way that mimic human behaviour 
without basing on biology-inspired architecture, as exemplified by the Rumel­
hart & McClelland (1986) model of English past tense acquisition. 

In order to aid the identification of the relevant atomic processes involved 
in language perception and production we evaluate a model of language evolu­
tion with findings from agrammatism research. Johansson (2005) suggested to 
work backwards from current grammars through a sequence of possible proto-
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grammars by removing pivotal structural features. Johansson's model consists 
of a four-step hierarchy, which supposedly reflects the appearance of fundamen­
tal properties in human language, for the existence of which there is wide 
agreement across different grammar theories: the emergence of structural con­
straints, most notably with respect to word order; the emergence of hierarchies, 
i.e. the occurrence of structured units within larger-scale structures; the emer­
gence of flexibility in the transformational sense, allowing structures to be 
moved around; and lastly, the occurrence of recursion, proposed to be the only 
domain-specific computational capacity involved in language processing (Hau­
ser, Chomsky & Fitch, 2002, but see also e.g. Kinsella, 2009). 

We hypothesise that the biologically oldest capacities recruited for language 
processing are least likely to suffer selective impairments from brain injuries as 
they presumably evolved pre-linguistically. More recent abilities, notably the 
proposed capacity for recursion, are more likely to have been selected specifi­
cally for linguistic purposes. In contrast to their biologically older counterparts, 
such capacities may be more vulnerable to break-down and affect specific as­
pects of language production or perception in isolation. 

We use findings from studies investigating the patterns of grammar deficits 
in aphasia patients to assess the proposed hypothesis and to demonstrate how far 
aphasiology can contribute to the quest of defining linguistic capacities that are 
evolutionarily layered and real in both linguistic-computational and neurological 
terms. 
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In attempting to explain how words first emerged in language evolution, it is often 
assumed that words map passively onto a pre-existing static conceptual system 
(e.g., Hurford, 2007). However, human thought is very flexible: we can conceptu­
alise the same referent in many different ways, depending on the context and our 
goal. For instance, we may conceptualise a lion as a dangerous beast, a thrilling 
sight, an unusual dinner, etc. Moreover,concepts may have different scope for dif­
ferent people. As a result, one of the main functions of words may be to provide an 
efficient way to share and coordinate conceptualisations with others. Indeed, to the 
extent that people do conceptualise things differently, it is not easy to imagine how 
such gaps could be bridged without the help of words and language, and previous 
work has shown that verbal labels can enhance category learning (Lupyan, Raki­
son, & McClelland, 2007). Either way, looking into this issue could contribute to 
our understanding of how much the advent of public symbols transformed human 
cognition (Deacon, 1997). The question under empirical investigation here is thus 
the importance of words to conceptual coordination. 

Before this issue can be addressed experimentally, there is an immediate 
methodological challenge. In particular, in order to assess the role of words in 
conceptual coordination, we need a way of getting at experimental participants' 
concepts without relying on words. The solution that will be adopted here is the 
use of free classification tasks (Malt, Sloman, Gennari, Shi, & Wang, 1999): par­
ticipants partition a set of items into groups, and these groups are assumed to be 
referential snapshots of their concepts. 

I present here an experiment within the free classification framework which 
pits the importance of words against that of referential information. Pairs of native 
English speakers conducted a sequence of thirty free classification tasks involving 
a fluid domain of triangle-like stimuli. In each task, participants had to individu­
ally sort a set of eleven stimuli into two categories, and to label their categories. 
Their goal was to partition the stimuli into the same (or as similar as possible) 
two groups as their partner (irrespective of the labels used). Participants could not 
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interact or communicate freely during the experiment, but they did receive feed­
back at the end of each task. All participants were shown their partnership's joint 
task score, and, depending on the condition that they were assigned to, either their 
partner's category groupings, category labels, both or neither (thus the experiment 
had a 2x2 between-pairs design). 

The results revealed several patterns. First, although label agreement within 
pairs correlated with higher task scores, there were plenty of exceptions, where 
the participants used the same labels but differed in their category groupings, or 
achieved identical groupings despite using different labels. Second, averaging 
across the tasks, grouping feedback resulted in significantly higher scores, and 
these were higher still if accompanied by label feedback as well. On the other 
hand, label feedback on its own did not result in higher scores. Third, although 
there was a lot of fluctuation in scores even within pairs, they tended to go up over 
time, except in the groupings-only condition, where they stayed about the same. 
Due to these last two patterns, by the end of the experiment, the scores in the 
both condition were significantly higher than in the other three conditions. Thus 
it was only in the condition with both kinds of feedback that pairs started off with 
relatively high scores and improved over time. 

Together, these results suggest that rich referential information is more useful 
than words for conceptual coordination, but that high levels of coordination can 
only be achieved when both types are available. Of course, it would be absurd 
to suggest that early hominins huddled together and explicitly sorted things into 
categories to coordinate their concepts. However, the current results shed light on 
the extent to which language may have revolutionised human cognition. Language 
does not seem to be crucial for conceptual coordination, but it does enhance it. 
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Human language is too complex to have emerged in the absence of any 
evolutionary precursors, which suggests that primitive forms of pre-linguistic 
communication can be found in animals. Whether this was based on acoustic or 
gestural communication is an ongoing debate. An argument against a vocal 
origin is the absence of vocal flexibility and complexity in non-human primates. 

However, human language is primarily a vocal behaviour, and vocal flexibility­
as assessed by vocal plasticity, semanticity, compositionality, and intentional 
signalling - is not a uniquely human trait. Our research focuses on the precursors 
of the various types of vocal flexibility in forest guenons (Cercopithecus spp). 
The vocal tract of nonhuman primates is in principle capable of producing 
speech-like sounds (Riede et al 2005) and one puzzle is why nonhuman primates 
do not make greater use of this feature. Instead, primates produce a finite range 
of calls that develop under strong genetic control. Within some call types, 
however, some flexibility can be seen at the level of call morphology, as for 
example demonstrated by socially-determined vocal plasticity and vocal sharing 
in Campbell's monkey contact calls used in conversation-like socially controlled 
vocal exchanges (Lemasson & Hausberger 2004; Lemasson et aI2010). Second, 

many primates produce acoustically distinct calls to specific external events, 
including Diana and Campbell's monkeys. In both species, the adult males and 
females produce acoustically different alarm calls to the same predator (Ouattara 
et al 2009a), but calls are meaningful to others, both within and between species. 
Alarm calls are not only predator-specific but also vary depending on the 
modality by which the predator is discovered, i.e. the visual or acoustic domain. 
In Campbell's monkeys females produced a complex alarm call repertoire, 
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although differences were found between captive and wild individuals. Captive 
ones did not produce predator-specific calls but had a unique call to humans 
(Ouattara et al 2009a). For males, we found a repertoire of six call types, which 
could be classified into different morphs, according to the frequency contour and 
whether calls were trailed by an acoustically invariable suffix. Suffixed calls 
carried a broader meaning than un suffixed ones (Ouattara et al 2009b). The six 
calls were concatenated into context-specific call sequences, following basic 
combinatorial principles (Ouattara et al 2009c). In sum, the vocal abilities in 
guenons go significantly beyond the currently assumed default case for 
nonhuman primates. Flexibility can be seen at all relevant levels, including 
limited control over call morphology, conversational rules, ability to produce 
context-specific calls, and some basic combinatorial properties. The data are at 
odds with a gestural origins of language theory. Gestural signals do not appear 
to play a key role in these species, while vocal flexibility is seen in all key 
components despite the fact that they have split from the human line about 30 
million years ago. Field playback experiments will be needed to confirm 
whether receivers utilise these rich patterns to guide their behavioural decisions. 
But even in the absence of such evidence data suggest that a strong dichotomy 
between human language and nonhuman primate communication may no longer 
be tenable in the vocal domain. The visually dense forest habitat may have 
played a key role in the evolution of advanced vocalisation skills. 
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It is well-known that primates - as opposed to, say, songbirds (Marler, 
1970; Nottebohm, 1999) or cetaceans (Sayigh et aI., 1990; Miller et aI., 2004) -
are poor vocal imitators, lacking volitional control over their vocal signals. It is 
equally evident that in this particular respect, humans are a puzzling aberration: 
evolution seems to have aligned us much closer to ravens or parrots than 
monkeys or apes! To explain this, it is not satisfactory to work backwards from 
speech. Speech in its modem form is a massively complex expression of the 
ability to control vocal signals. During earlier stages In the evolution of 
language, we would expect less developed capacities, more closely related to the 
situation among our primate cousins. We would also expect communicative 
reliance on manual and other visible gestures. This is simply because all 
primates (for obvious functional reasons) must be neurally equipped to 
cognitively sequence and control movements of their limbs, fingers and hands. 

As and when enhanced capacities for vocal imitation and control in the 
human lineage evolved, we would expect selection pressures not initially for 
speech. Instead, on the model of songbirds and cetaceans, we might expect 
innovations serving purposes associated with vocal chorusing, song 
transmission, mimicry, deception and play. The evolutionary emergence of 
speech depends on the antecedent evolution of such vocal capacities; it cannot 
be invoked retrospectively to explain them. 

There are good Darwinian reasons why non-human primates find it difficult 
to subject vocal communication to volitional control. Much more than facial or 
manual gestures, which are primarily useful in face-to-face interactions, the 
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more complex sound signals of primates must carry over distances. This means 
that receivers are less in a position to immediately check veracity, hence more 

under pressure to insist on signal reliability. A vocal signal which can be 
manipulated at will is one which can easily be faked; if primate vocalizations 
are overwhelmingly 'hard-to-fake' it is because receivers over evolutionary time 
have listened to nothing else. Vocal signals whose acoustic properties suggested 
that they might possibly be fakes were ignored. 

So what changed during the evolution of humans? One context in which 
hominins might routinely have deployed vocal manipulations could have been 
hunting, entailing deception of other species. Among Central African Forest 
hunters, sound signatures of the forest are systematically faked to lure prey. In 
this paper, we outline a model in which successful deception of non-humans, 

unable to develop resistance, is redeployed within human groups as the basis for 
mimetic storytelling, ritual and vocal play. In this perspective, 'language' is 
interpreted broadly, going beyond narrowly defined speech to consider all the 
ways that sounds can be strung together to effectively convey meanings. 
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Certain subsystems of human languages can be profitably studied as self­
organizing or emergent systems. In this presentation we will show that the birth 
of productive affixes from borrowed vocabulary can be treated as an emergent 
system, using modem databases and the Internet. We present two types of 
evidence. The first addresses the question of how a language borrows affixes at 
all. We examine the history of two suffixes in English, -ment and -ity, both of 
which came into English from French, using the OED on CD-Rom as a 
database. Both suffixes had their origins in words borrowed individually from 
French. Before 1600, the great majority of new words in -ity were borrowed; 
beginning around 1600, the percentage of coinages increased rapidly, soon 
reaching 80% and plateauing at 95% by 1800. Since 1900, only two words 
ending in -ity have been borrowed, while close to 500 have been coined. We 
thus have evidence that -ity became a productive suffix once there were enough 
exemplars for a tipping point to be reached, which is typical for self-organizing 
systems. The history of -ment shows that the story is not so simple. Here, 
although newly coined words outnumbered borrowed words two-to-one by 
1600, paralleling -ity, the pattern never became a truly productive suffix. Since 
1900, only 30 words ending in -ment have been coined, as opposed to almost 
500 in -ity, showing that the number of exemplars is not the only factor in 
determining whether a system self-organizes. 

The second study addresses the synonymous suffix pair -ic and -ical, 
which we analyze in greater detail. The overall goal in studying such pairs is to 
discover why a language would systematize synonymous productive affixes. 
English exhibits a large number of doublets containing both rival suffixes, e.g. 
geographic and geographical; but with many pairs one member is strongly 
preferred over the other: statistical is much more common than statistic, while 
heuristic is much more common than heuristical. First we ask whether both 
suffixes are in fact productive and whether one suffix is more productive than 
the other overall. In this study, we measure productivity as the total number of 
Google hits for every word ending in each suffix: for every word, we do a 
Google search on the exact word and list the number of hits, which provides a 
much larger sample than if we measured frequency within a preexisting corpus. 
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From Merriam-Webster's Second International Dictionary, available 
online, we identified 11966 stems of English words ending in either -ic or -ical. 
For each stem, either one or both derivatives was listed in the dictionary. We 
then searched for words ending in both -ic and -ical in each of the 11966 stems. 
For some stems, a search will record hits for both -ic and -ical words (e.g. 
historic and historical), while for some, only one is found (e.g. transoceanic vs. 
*transoceanical but pseudo psychological vs. *pseudopsychologic). We then 
determined for each pair whether -ic or -ical had more hits. The one with more 
hits is the 'winner' for that pair. 

We then put this database of -ic and -ical pairs and associated numbers of 
Google hits in an Excel spreadsheet and subjected it to analysis. Overall, we 
identified 10613 -ic winners vs. 1353 -ical winners, with an overall ratio of 
7.84 in favor of -ic. This demonstrates that overall -ic is more productive than 
-ical. Finer-grained analysis, however, reveals a subtler story. First, we sorted 
all the items in our database into reverse-alphabetical neighborhoods of from 
three to seven letters, not including final -al. When we sort the words in this 
way, the only set of words ending in -ical with a neighborhood> 1 00 in size is 
-ological; for this subset only, -ical is the winner over -ic (e.g. psychological 
over psychologic), by a total ratio of 8.30, almost the exact reverse of the ratio 
of the full set (7.84 in favor of -ic). In other words, although overall-ic is more 
productive than -ical, the reverse is true for words ending in -ological. Another 
set of words for which -ical is more productive than expected comprises those 
based on nouns ending in -ics (e.g. physics. physical. physic). For these, 
adjectives in -ic still outnumber those in -ical. but -ical words are twice as 
common as normal, outnumbered only four to one by -ic, instead of the normal 
8.30. Overall, and somewhat surprisingly, English derivational morphology, 
especially when it involves the emergence of productive affixes from sets of 
borrowed words (in which English is especially rich), is a fertile proving ground 
for the study of self-organizing systems in languages, in part because of the 
databases that electronic resources provide. 
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Understanding the extra-communicative functions of language (e.g., Clark, 
1998) is central for constraining theories of language evolution. If, in addition to 
its communicative functions, language has extra-communicative functions­
affecting nonverbal cognitive and perceptual processes-then an important force 
in the evolution of language may have been the effect language had and 
continues to have on such processes. Such reasoning helps to address a question 
central to the evolution of language: what adaptive benefits did early language 
users derive from rudimentary linguistic systems? 

In the present work I will present an overview of the past 4 years of 
research in which we find that, across a range of paradigms, language exerts a 
rapid and automatic influence on basic visual processes. These results provide 
(indirect) evidence that even in rudimentary forms, language systems may have 
conferred basic perceptual (and non-communicative) benefits to their users. 

A critical aspect of human development is the development of conceptual 
and perceptual categories-learning that things with feathers tend to fly, that 
animals possessing certain features are dogs, and that foods of a certain color 
and shape are edible (Rogers & McClelland, 2004; Keil, 1992; Carey, 1987). 
This conceptual acquisition is, in principle, separable from the acquisition of 
language (a child can have a conceptual category of "dog" without having a 
verbal label associated with the category). However, in practice the two 
processes appear to be intimately linked. Not only does conceptual development 
shape linguistic development (Snedeker & Gleitman, 2004), but linguistic 
development, specifically learning words for things, appears to be impact 
conceptual development (Gentner & Goldin-Meadow, 2003; Lupyan, Rakison, 
& McClelland, 2007; Waxman & Markow, 1995). The empirical findings in the 
present work argue that such effects of language are not limited to long-term 
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effects on conceptual development. It is argued that language exerts a on-line 
modulatory role on even the most basic perceptual processes. 

The data come from standard paradigms from the vision sciences: visual 
search, mental rotation, cued target-detection, simple detection, and picture 
verification. These experiments license the following broad conclusions: 

1. Hearing a category label such as "chair" facilitates the visual processing 
of the named category compared to trials on which participants know the 
relevant object category but do not actually hear its name. In some instances, 
producing the verbal label has similar facilitatory effects (Lupyan, 2007, 2008b, 
under review). 

2. The above effects are transient, having a characteristic temporal profile, 
and are heavily modulated by the typicality of the visual exemplar. Visual 
processing of more typical items is more facilitated by hearing their name 
(Lupyan, 2007; 2008b; under review). 

3. Hearing a label increases the perceptual saliency of the named category, 
enabling people to detect objects that are otherwise invisible (Lupyan & Spivey, 
2008; under review). 

4. Very brief amounts of training can alter the associations between labels 
and object categories suggesting that, at least in adults, such linguistic 
modulation of perception is highly flexible (Lupyan, 2007; Lupyan, Thompson­
Schill, & Swingley, in press). 

Ongoing work is showing that verbal labels evoke associated perceptual 
representations faster and more reliably than nonverbal stimuli. For example, 
people activate the visual properties of a cat faster when they hear the word 
"cat" than when they hear a meowing sound. Specifically, it appears that verbal 
labels come to have a special status of being able to activate categorical 
representations. 

This linguistic modulation of perception may have important consequences 
for higher-level cognition such as the learning of new categories (Lupyan et aI., 
2007), memory (Lupyan, 2008), and conceptually grouping items along a 
particular dimension (e.g., color) (Lupyan, 2009) as well as inference in 
reasoning. 

Theories of language evolution have maintained an almost exclusive focus 
on the communicative aspects of language. The present findings show that 
simple word-object pairings can modulate even basic visual processes, providing 
support for the idea that even in its early stages, languages may have conferred 
cognitive and perceptual benefits on their users. 



DECLARA TIVES IN APES: IMPACT OF ENVIRONMENT ON 
PURELY INFOMATIVE COMMUNICATIONS 

HEIDILYN' 
PA TRICIA GREENFIELDb 

SUE SAVAGE-RUMBAUGHc 

JAMIE L. RUSSELL d 

KRISTEN GILLESPE-L YNCHb 

WILLIAM D. HOPKINS·· d 

a. Department of Psychology, Agnes Scott College. 141 E. College Ave, 
Decatur, GA, 30030 USA 

b. Department of Psychology and FPR-UCLA Center for Culture, Brain. and 
Development. University of California, Los Angeles CA 90095 

c. Great Ape Trust of Iowa, Des Moines, IA 50320 

d. Department of Psychobiology, Yerkes National Primate Research Center, Emory 
University. 954 Gatewood Rd. NE, 

Atlanta, GA 30329 USA 

Recent discussions about the evolution of communication have stressed a 
perceived qualitative distinction between humans and our closest evolutionary 
relatives, the great apes, wherein human nature is described as uniquely 
cooperative relative to the more competitive great apes (e.g. Tomasello, 2007). 
One major argument at the root of this cooperative hypothesis of the origin of 
language is the relative lack of declarative as opposed to imperative (request­
driven) communication demonstrated by apes. For instance, it has been reported 
in multiple studies that apes cannot, as a rule, glean information from a human's 
declarative cue in a cooperative paradigm, although other, arguably more 
cooperative species can do so' (see Lyn & Hopkins, 2009 for a review). 
We recently tested apes reared in different environments on a declarative 
comprehension object choice task (Lyn, Russell, & Hopkins, in press). 
Significantly higher scores on the task were obtained from the two groups of 
apes that were reared in a socio-Iinguistically complex environment (as part of a 
language project at the Language Research Center, Atlanta, GA (LRC) 
compared to the two standard-reared groups (F(3, 57) = 6.54, p<.OI). This 
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rearing difference was seen in both proximal and distal pointing tasks. The 

results further showed that bonobos, an allegedly more cooperative species, did 

not outperform chimpanzees (t(59) = 1.78, p>.05). Our results demonstrated that 

environmental factors, specifically access to a socio-linguistically rich 
environment, directly influence apes' ability to comprehend declarative signals. 
To determine the ability of great apes to produce declaratives, we compared the 
lexigram and gesture utterances of two bonobos and one chimpanzee reared at 

the LRC to the verbal utterances of two normally-developing children. All three 
apes made declarative gestures and lexigram utterances. These utterances fell 
into most of the same categories as the declaratives made by the children, 
including declaratives about past events, future behavior, and naming concrete 

and nonconcrete items, among others. Apes and children did differ in the 

frequency of declaratives (l(1, n=11 0074) = 8315, p<.OO 1) and the frequencies 
of certain declarative types (e.g. the children had more declaratives that were 

con~rete naming (X2{l, n=7 451) = 283.8, p<.OO 1), and the apes had more 
declaratives about future plans (l(1, n=7451) = 572.3, p<.OOI)). 

According to our results, both chimpanzees and bonobos are capable of utilizing 

the environment to support declarative communication . As the end result is a 

distinction of quantity, we must look elsewhere for a qualitative communicative 
difference between ourselves and our nearest evolutionary relatives, for 
instance, in the formation of social structures that support these abilities. 
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1. Introduction 

In recent years Darwinian theories of evolution have started to be applied not 
only to the biological evolution of the language faculty, but also to the cultural 
evolution of languages (Croft 2000, Ritt 2004). This paper considers differences 
between cultural and biological evolution, with regards to their influence on the 
question of "at what level is linguistic information subject to selection?" It is 
shown that rather than viewing languages as jointly evolving entities, it is more 
appropriate to view them as evolutionary aggregates, comprised of a large 
number of independently evolving features. Moreover, it is argued that the 
degree of evolutionary independence of these features is far higher than that of 
Dawkins' (1976) selfish genes in biology. This has implications for evolutionary 
explanations of language changes and certain kinds of structuralist reasoning. 

2. Differing Mechanisms of Inheritance and Selection 

The prototypical example of biological evolution is that observed in sexually 
reproducing macroscopic organisms. Reproduction of any genetic material from 
such organisms is dependent upon the reproduction of host organisms in their 
entirety. In such organisms the reproductive success of individual genes is 
dependent on the phenotype of the whole organism, not just on those genes' 
specific contribution to it. 

In the case of language evolution the situation is different. Linguistic 
information corresponding to any language feature can be reproduced in another 
speaker independently of the reproduction of other features. Additionally an 
individual's linguistic knowledge can originate from interactions with any 
number of other speakers. But most importantly, the reproductive success of any 
language feature is only dependent on its individual success in getting itself 
replicated by speakers (Keller 1990). 
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3. Languages as Evolutionary Aggregates 

One consequence of these differences is that the features of a language each 
have separate evolutionary histories, where at each stage they have been selected 
based primarily on their own merits. They have no constraints forcing them to 
be selected/reproduce together as a group. This results in a far higher degree of 
independence than is observed in biology, with each separately learnable feature 
ofa language evolving on its own, largely independent of surrounding features . 

The concept of "languages" becomes more abstract, referring to collections 
of independently evolving, but interacting features; evolutionary aggregates, 
analogous to biological "communities". And as with communities, their internal 
features can potentially interact in many ways, from cooperation to competition. 

4. Linguistic Evidence 

In areal linguistics it has long been realized that not only can parts of languages 
diffuse separately, but following diffusion, those parts are often modified for 
integration into the destination language (Haugen 1950). Both independent 
diffusion and subsequent integration are used to show that linguistic information 
is not tied to a particular linguistic system. Sociolinguistic evidence is taken 
from examples of intra-language competition between features that would not be 
expected if it were whole languages that were being selected. 

5. Linguistic Consequences 

A consequence of languages being evolutionary aggregates is that we should not 
simply assume cooperation between all of their features. A degree of co­
adaption can be expected to arise (Dawkins 1982), but only in so far as it 
benefits each feature individually. This has consequences for the validity of 
many kinds of linguistic reasoning; only those explanations that show benefit to 
all relevant features can be justified. This effects not only explanations of 
diachronic changes, but also explanations of synchronic patterns they produce. 
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Although chimpanzees have an equally long evolutionary history as our own 
since the last common ancestor of these two species, their morphology is often 
taken as a closer approximation of the ancestral condition. Early chimp language 
training experiments failed to elicit language-like output in the vocal channel, 
for reasons that may relate both to neural control systems and to the morphology 
of the vocal tract itself. It therefore remains relevant to ask whether the 
geometry and muscle architecture of the chimpanzee vocal tract could enable the 
stable deformations required to produce a human-like phonological repertoire. If 
not, then it also becomes relevant to ask at what point in human evolution the 
hominin vocal tract evolved a shape that was consistent with such articulatory 
manoeuvres . 

We obtained CT-scans of an ontogenetic series of chimpanzee cadavers 
from the Zurich Anthropology Institute collections, and isolated their vocal 
tracts for morphological analysis and acoustic/articulatory modelling. We 
analysed these vocal tracts in three dimensions, and identified a set of 
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anatomical features that define characteristic constrictions and expansions along 
their lengths. Acoustic modelling of these tracts in a multi-tube configuration 
(which best approximated the observed morphology) enabled us to predict their 
passive or resting-state acoustic potential, and also enabled us to digitally 
perturb this resting-state configuration to explore their phonetic potential in 
relation to the human vowel triangle. We will compare our anatomical results 
with those of Nishimura (e.g. 2005), and our acoustic results with those of 
Lieberman, Crelin and Klatt (1972). 

We also analysed this chimpanzee head-and-neck CT scan series and a 
sample of 20 adult human head-and-neck CT scans, to identify hard-tissue 
landmarks and inter-landmark relationships that constrain the position of soft 
tissue features of the vocal tract of each of these extant species. We then applied 
these relationships to predict hyoid position in Neanderthals using an additional 
set of 3D-scanned fossil skulls from this extinct species. We report a potential 
envelope of hyoid positions for adult Neanderthals based on linear regression 
analysis, in which we predict their hyoid positions from inter-landmark 
distances of skull and mandible in three dimensions (using human and 
chimpanzee as alternative reference models). The human models result in 
anatomically-viable hyoid positions for Neanderthals whereas the chimpanzee 
models result in less anatomically plausible Neanderthal hyoid positions. The 
Neanderthal hyoid bone most likely occupied similar positions in relation to 
skull and mandible (and the vertebral column) to those observed in modem 
humans, which means that it cannot be used to discount the presence of human­
like speech in this species. 
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The structure of language is the result of a complex interaction between 
biologically given prior biases, the arena of language use, and the space of 
meanings that language users convey (see, e.g., Hurford, 1990). Recent research 
has attempted to understand these interactions by focussing on the way in which 
languages persist over time by repeated cycles of learning and use - a process 
called iterated learning (e.g. Kirby et aI., 2007). 

Previous work has used a combination of artificial language learning and 
diffusion chain methodologies to observe the iterated learning of language in 
human participants in laboratory conditions (Kirby et aI., 2008). The results 
from these studies demonstrate that compositional structure gradually emerges 
as an adaptation by language to various pressures placed on it during cultural 
transmission. 

A noticeable feature of this work, however, is that the language structure 
that emerges is bound to reflect precisely the fixed (and finite) structure of the 
set of meanings that experimenters have pre-specified. In particular, the 
meanings used in these kinds of studies have typically been made up of a finite 
set of features each taking one of a fixed finite set of values. 

Of course, in reality we use language to convey meanings from a set that is 
neither finite nor parceled neatly into features and values. Instead, the world is 
by-and-Iarge characterised by continuously variable dimensions which permit a 
wide range of possible categorisations. Put crudely, although language is digital, 
the world it refers to is analogue. 

If the broad conclusion of previous work on iterated learning is correct -
that language structure is an adaptive consequence of being culturally 
transmitted - then we should expect languages to evolve whose signals reflect 
structure in meanings even if those meanings are drawn from a continuous 
space. To test this, we ran a modified form of Kirby et al. 's (2008) cultural 
transmission experiment in which participants were asked to try and learn 
strings in an "alien" language that was in fact the previous participant's output at 
test (with the first participant being exposed to a completely unstructured, 
random seed language). Whereas Kirby et al. (2008) used pictures to represent 
the alien meanings, which contained one of three shapes in one of three colours 
moving in one of three possible ways, we used pictures drawn from a continuous 
space of shapes that smoothly vary between triangles and rectangles (see Fig. I). 

451 



452 

I I I • • .. ............ 
I I I • • .............. 
I I I • • .. ........... • I • • • II .......... • • • • • II ...... .. a a a .. .. .. .. • • • 
.6 .6A A .. • • • • • 
AAA A .. • • • • .. 
AAAA .. • • • .. .. 
AAAA A • • • .. III 

Figure 1. The meaning space used in our experiments. The "meaning" at each point in the space is a 
shape that is an average of the four comer shapes inversely weighted by distance to that comer. Each 
participant learned a language that labels points in this space and then was asked to generalise these 
labels to unseen shapes. Each participant's output became the training data for the next. 

The results are striking: just as in the previous work, the languages adapt to 
become more learnable as they are passed down each of the different chains of 
participants in the study. The measure of learnability is determined by the 
transmission error in the language from one participant to the next in each chain 
of participants. In addition, as before, linguistic structure emerges out of the 
random initial state. However, in this experiment there are no clear dimensions 
or pre-specified category boundaries for language to adapt to. Instead, each 
chain of participants in the experiment gives rise to a language that supports a 
distinct way of conceptual ising the space. That is, we find chain-specific 
variation in the categories that emerge in each language (e.g., some categories 
account for rotation, while others do not). The particular scheme a language uses 
emerges gradually in the experiment, often out of a competition between 
different ways in which similarity can be defined between shapes, and is reliably 
maintained after the sixth generation (of a total ten generations). 

This study supports the general conclusions of the ongoing work on iterated 
learning, that language structure arises from the cycle of repeated learning by 
individuals in a population. In addition, it demonstrates that iterated learning can 
be used to explore the emergence not only of features like compositionality, but 
also of categorisation and conceptualisation. 
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Human language is an extraordinary and unique means of communication 
involving left-hemispheric specialization for both production and 
comprehension, and specific properties such as intentionality, flexibility, 
categorization, referential properties, etc. Since nonhuman primates are very 
close to humans from a phylogenetic standpoint, research on their 
communicative systems might provide elements for inferring the features of our 
ancestral communicative systems. There is a considerable debate about whether 
precursors of language may be found either in the gestural or in the vocal 
communicative systems of our primate cousins within theoretical framework 
about the origins of language (e.g., Ghazanfar & Hauser, 1999, Corballis, 2002). 

In the present paper, we propose that the advocates of gestural vs vocal 
origins of language might be reconciled if we foresee distinguishing the origins 
of the linguistic perceptive system from the human speech production system. 
In fact, it turns out that most of the arguments proposed by the proponents of the 
vocal hypothesis come from the findings that are specifically related to the 
perception of vocalizations, that might involves amodal processes of 
categorization and understanding of the external world, rather than the vocal 
modality itself (Meguerditchian & Vauclair, 2008). It is largely admitted that 
conspecific vocalizations are referential since listeners are able to extract 
information from vocal signals such as the identity of the caller, the nature of 
the social relationships among conspecifics, matrilineal kin, dominance rank. In 
congruence with such a potential behavioral continuity with speech 
comprehension, behavioral asymmetries and neurobiological studies showed 
that perception of vocalizations involve a left-hemispheric dominance and a 
cerebral circuit that might be related to Wernicke's area in humans (involved in 
language comprehension). Concerning the production of vocal signals, contrary 
to speech production, although a certain degree of audience's effect and of 
plasticity of the vocal system have been demonstrated in nonhuman primates, 
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(l) they fail to be dissociated from their appropriated emotional context and are 
related to a whole group rather than a specific recipient; (2) the vocal repertoire 
remains inextensible across groups of a given species and the subtle inter- or 
intra-group structural variations reported in some vocal signals concern only 
existing species-specific vocalizations of this repertoire; (3) there is no evidence 
that vocal production involves left-hemispheric specialization and homologous 

language's areas, but rather subcortical areas and the limbic system (related to 

emotions in humans). By contrast, as in human language production, the use of 

communicative gestures appears to be (1) much more flexible within a 

extensible gestural repertoire, (2) independent of a specific social context; (3) 

clearly intentional, exclusively directed to a specific recipient (Pika, 2008); (4) 

to involve left-hemispheric specialization and homologous of Broca's area in 

chimpanzees according to both behavioural asymmetries studies and 
neuroanatomical and neurofunctional imaging studies (Taglialatela et aI., 2008). 

In conclusion, we suggest that the abilities in nonhuman primates for processing 
meaningful vocalizations are better related to their remarkable capacity to 
understand and categorize the external world, including vocalizations and visual 

events (Cheney & Seyfarth, 1990), rather than to their specific vocal production 
system. Then, such features might constitute the precursor of the 
representational processes involved in the comprehension of language in 

humans whereas the properties of gestural communication appear more 

convincing for inferring the prerequisites of the speech production system. 

Research funded by National Research Agency ANR-08-BLAN-00 11_01. 
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Introduction: The use of word order for signaling participants' roles is an 
important property of human languages. Yet the particular order employed may 
vary across languages . Indeed, all six possible orders of the components of a 
transitive event - the subject/actor (S), the patient/object (0) and the action (V)­
appear in the worlds' languages. This fact suggests that there is no order which is 
cognitively or linguistically impossible. However, the distribution of these 
orders in languages is uneven. Of the six possible orders, two are by far more 
common than the others: SOy and SVO. This uneven distribution suggests the 
possibility that cognitive and/or communicative factors are involved in 
determining word order. 

In evolutionary terms, several researchers have argued that SOY is the basic 
word order, and that other orders developed later, as a response to various 
processing efficiency and communicative demands. The study presented 
here investigates the question of what gives rise to different word orders. We 
suggest that different types of clauses present different communicative 
challenges, and that one means of coping with these different challenges is the 
use of differential word order. Two types of transitive clauses are considered 
here: canonical clauses and reversible clauses. In canonical clauses, the 
subject/actor (S) is animate and the object/patient inanimate. In such cases, the 
clause may be understood on the basis of semantics alone. In reversible clauses, 
both arguments are animate, and special machinery is needed to mark one 

455 



456 

argument as S and the other is o. We show that in a communication system 
invented on the spot, the two types of sentences give rise to two different word 
order patterns. 

Method: Thirty three hearing subjects, native speakers of Hebrew (a 
SVO language) that were not previously exposed to a sign language were 
asked to describe by gesture alone a set of 18 short video clips, each depicting a 
single transitive or di-transitive event. The clips varied with respect to whether 
the object participant is human (e.g., the girl pulled the man) or inanimate (the 
girl pulled the cart). Their gesture productions were videotaped and then 
analyzed according to the order of the gestures representing the instigator of the 
action (S), the affected argument (0) and the action (Y). 

Results: A statistically significant distinction was found between the two 
types of clauses in terms of word order. In clauses with an inanimate object, 
SOY order is dominant (65% of responses) and SYO appeared only in 31 % of 
the clauses. In clauses with human object the reverse pattern was found: the 
dominant order is SYO (64%), and SOY occurring in 31 % of the responses. 
Furthermore, subjects invented additional devices when describing sentences 
with human objects, such as gesturing that there were two human participants: 
'Two: man, woman, man look!. 

Discussion: The fact that SOY was the dominant order in canonical clauses 
supports the hypothesis that SOY is cognitively more basic. In these clauses the 
message can be understood based on the semantics alone. The consistent SOY 
order seems to serve more of a cognitive than communicative function. But this 
basic order is used less in reversible clauses, most likely because they are 
potentially ambiguous, and demand specific mechanisms to disambiguate the 
message. Word order, as well as other special devices (not included in the word 
order count), is used to cope with these challenges. Preliminary results from nine 
Turkish speakers who performed the same task support the suggestion that 
reversible clauses call for special machinery. Though SOY (the dominant order 
in Turkish) was dominant in both types of clauses, in clauses with inanimate 
object it was almost the only order (accounting for 88% of the productions), 
while in clauses with a human object it accounted for 64%, and another order, 
OSY, occurred in 28% of their responses. 

Our study shows that different types of clauses pose different 
communicative challenges, and different word orders and other devices may 
emerge to cope with them. It may be, then, that a language begins with more 
than one word order, and conventionalizes to a particular order later in its 
development. 
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Behavioural and brain asymmetries at a population level have been historically 
considered as unique to human evolution and exclusively associated to the 
emergence of speech. But the recent highlighting of similar asymmetries in 
numerous species of vertebrates questions the validity of this hypothesis (see Rogers 
& Andrews, 2002; Vallortigara & Rogers, 2005; Hopkins, 2007 for reviews) and 
opens new debates concerning the neurobiological origin of language. This very 
controversial topic opposes two basic ways of thinking: (1) the gestural origin of 
language (see Meguerditchian & Vauclair, 2008 for a review) and (2) the vocal 
origin of language (e.g. Zuberbiihler, 2005). However, an increasing number of 
studies converge to the hypothesis according to which language is the product of the 
evolution of gestural communication rather than vocal communication (Corballis, 
2002; Arbib, 2005). Because non human primates are phylogenetically closed to 
humans and show behavioural asymmetries at the population level, they appear to be 
an ideal model to investigate the precursors of brain hemispheric specialization in 
humans. Studies on great apes (Hopkins, 1995; see also Pika, Liebal, Call, & 
Tomasello, 2005 for a review) and other non human primates (V auclair, 
Meguerditchian, & Hopkins, 2005) showed a significant hand preference at a group 
level for a coordinated bimanual task and, with a stronger effect, for a 
communicative gesture. This latter result indicates that gestural communication in 
those species could involve a specific cerebral system, different from the one 
involved in non communicative bimanual coordinated tasks. In this context, the 
study of hand specialization in gestural communication appears necessary to 
investigate the precursors of speech. Because the existence of such a specific system 
involving a higher degree of lateralization is still uncertain, more comparative 
studies between tasks and species, including similar experimental procedures are 
needed. The present study aims to bring such elements using an adaptation of the 
Bishop's Quantifying Hand Preference task (QHP, Hill & Bishop, 1998), which 
allows the precise and comparable measurement of the degree of handedness in 
different tasks. We used the QHP test with two different species of non human 
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primates, olive baboons (Papio Anubis) and rhesus macaques (Macaca mulatta), to 
conduct three experiments: (1) a simple reaching task, (2) a bimanual coordinated 
task and (3) a gestural communication task, in which subjects have to point at an 
object in order to obtain it. Results from simple reaching task revealed the crucial 
influence of item position on handedness in both species, even from position 
separated of only 30° from the sagittal median plan of the subject. For this task, 
although numerous baboons and macaques were individually lateralized, we did not 
observe population-level handedness for the central position. On the other hand, 
preliminary results of the gestural communication task showed a population-level 
right handedness for the same central position. Concerning the other positions, 
individuals tended to use more their right hand to point than to reach an object. Data 
from the bimanual coordinated task are currently under analysis. This set of results 
will be discussed within the theoretical framework about hemispheric specialization 
for objects manipulations, communicative gestures and the origin of language. 
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Among the many theories of language evolution, the Gestural Origins 
Hypothesis (Hewes, 1973; Corballis, 2002) makes clear and testable predictions 
about common neural substrates for language and complex body actions. In 
particular, there is growing evidence that the left hemisphere is responsible for 
action planning (Frey , 2008). While the archaeological data are silent about 
language origins, they clearly show an increase in tool complexity at I .7 million 
years ago with the beginning of the Acheulean industries. A co-evolution of 
complex language and hand actions would predict shared neural areas for 
language and Acheulean tool-making. 

This paper will present the first ever study to directly compare cerebral blood 
flow lateralisation for a language task and a complex stone-tool-making task, 
using functional transcranial Doppler ultrasound. This non-invasive method 
measures relative blood flow changes between the cerebral hemispheres at all 
moments during task execution, allowing the study of precise temporal events 
(Deppe et at., 2004). In addition, it is well suited to studying stone tool-making 
because it does not restrict participants' natural postures or movements. 

According to previous studies using PET (Stout & Chaminade, 2007, 2009; 
Stout et at., 2008), complex stone tool making (Acheulean) caused increased 
lateralisation to right Broca's homolog, but no activation of action planning 
circuits was found. However, according to Kroliczak & Frey (2009) there should 
be left hemisphere activation for tool-use planning. Our experiment was 
designed to isolate the complex planning component of Acheulean handaxe 
production, so that the motor execution of the task was controlled for. In the 
tool-making task we contrasted cerebral blood flow during handaxe production 
with a control condition in which hammerstones were struck together. In the 
language task we used the standard paradigm of silent word-generation. 

We will present the results from ten subjects and discuss their implications for 
the Gestural Origins Hypothesis of language evolution. Our previous work on 
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body action and speech recognition (Meyer et al., 2009) shows that both tasks 
invoke shared circuitry in the brain and is consistent with the view that complex 
action planning and speech may have co-evolved. Our functional transcranial 
Doppler ultrasound data isolate the motor planning components required for the 
creation of the earliest complex tools and therefore allow a direct test of whether 
complex action planning and speech both are left-Iateralised. We show highly 
correlated (p<O.05) relative lateralisation changes in the target compared with 
the rest condition. 
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One of the most prominent questions when working on dialogue is why speak­
ers of all languages have different ways to express the same idea depending on 
different communicative circumstances. Research on information structure ad­
dresses exactly this question. This paper presents an ongoing study of the evo­
lution of information structure through computational experiments in which au­
tonomous communicative agents engage in a series of language games. 

Information structure can formally be represented in various ways, such as 
through prosody, grammatical markers, order of syntactic constituents in the form 
of complex grammatical constructions, depending on which language strategy 
is accepted by the language community (Steels, to appear). A language strat­
egy consists of a set of procedures helping members of a community to become 
and remain successful in communication. More specifically, these are procedures 
for acquiring or inventing new concepts, words or grammatical constructions de­
manded by the context. Additionally, a language strategy provides a mechanism 
for aligning the language systems of interacting agents. 

This research presents a computational implementation of the language strate­
gies that are needed for investigating the evolution of information structure 
through a case study of German, which expresses information structure through 
word order influenced by case, focus and determination constraints (Lenerz, 
1977). Speakers of German have to establish knowledge about those constraints to 
produce and understand utterances correctly. Typologically speaking, German is 
an interesting case because its combination of syntax and focus structure does not 
nicely fit the cross-linguistic tendency of either having a rigid syntactic structure 
combined with a flexible focus structure or a rigid focus structure combined with 
a flexible syntax. 

In the first phase of the experiments, we operationalized the German language 
system for expressing information structure by reverse engineering the necessary 
production and comprehension procedures in Fluid Construction Grammar (FCG) 
(De Beule & Steels, 2005). This formalization effort includes the ontology, lexi­
con and grammatical constructions that are necessary for handling German declar-
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ative sentences including intransitive, transitive and ditransitive verbs. In the next 
step, we designed a language game for studying the function of this language sys­
tem in symbolic communication. We propose a Question-Answering (QA) game, 
in which two agents are randomly picked from the population. One agent asks a 
wh-question about a jointly observed scene. Joint attention between the agents is 
required and assumed. The other agent has to respond to the question accordingly. 

The next set of experiments investigates the learning mechanisms which are 
necessary for agents to acquire information structure in communication. The 
population includes 'tutor agents' and 'learning agents', not possessing the same 
grammatical proficiency. Interlocutor-l (I-I) chooses one of the observed events 
and picks a topic, which corresponds to one of the event participants. I-I pro­
duces a question by using the FCG rules and expects an appropriate answer from 
Interlocutor-2. All agents can always play both interlocutor roles. The experi­
ments use local measures for steering linguistic behavior: communicative success 
and cognitive effort. The results show that even though explicit focus-marking 
is not necessary for reaching communicative success, learners acquire the correct 
rules for emphasizing the participant asked for in order to reduce cognitive ef­
fort. Cognitive effort is measured by calculating the number of processes that are 
needed for retrieving the topic of the question (e.g. case comparison). As argued 
by e.g. Selkirk (1986), questions allow control over which syntactic constituent 
in the answer has LO be emphasized. In the current scenario this means that it has 
to be focus-marked by using a grammatical rule. 

The final set of experiments investigates the emergence of information struc­
ture, by allowing the agents to innovate if they experience too much processing 
effort or if they want to avoid ambiguity. It is shown that given the right language 
strategy agents can develop language systems for conventionalizing the position 
of the topic in an utterance, on top of existing determination and case systems. 

The current set-up only involves one language strategy, but future research in­
cludes how multiple strategies, such as fronting, intonation and word order, com­
pete with each other in a single population, and how this might lead to different 
kinds of language systems for expressing information structure. 
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Within the growing perspective of cultural transmission as a pivotal component 
to language evolution (e.g., Kirby, Christiansen & Chater, 2009; Tomasello, 
2008), it has been proposed that language has been substantially shaped by the 
human brain--<:onstrained in its evolution by socio-pragmatic, perceptuo-motor, 
cognitive and other non linguistically-specific factors defining the nature of 
human learning and processing biases (Christiansen & Chater, 2008). As one 
such factor, pre-existing learning mechanisms for the processing of sequential 
structure may have played a substantial role in the evolution of human language. 
This hypothesis is supported from artificial grammar/language learning studies 
and computational simulations examining the relationship between sequential 
learning biases and the structure of evolved languages (see, e.g., Kirby et aI., 
2009), but few studies exist that directly test within individuals for an empirical 
link between such learning and language. 

A clear prediction of the above theoretical view would be that observed 
variation in language processing performance should be associated with 
variation in sequential learning abilities. We investigated this hypothesis, using a 
within-subjects design in which 50 monolingual native English speakers were 
assessed on both sequence learning and on-line language processing. In our 
sequence-learning task, an artificial language (Gomez, 2002) was instantiated 
within an adapted serial reaction time (SRT) task, thereby providing continuous 
reaction-time (RT) measures of learning as it unfolded. The group learning 
trajectory revealed a gradually emerging sensitivity to nonadjacent dependencies 
in the artificial language. Learning was further confirmed by an offline standard 
grammaticality judgment post-test in which scores were significantly above 
chance. Crucial to our study aim, we calculated a learning score for each 
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participant by subtracting their RT performance in the initial training block of 
string-trials from that in the final training block, with resulting scores reflecting 
substantial individual differences in pattern-specific sequential learning. 

To determine whether good sequential learners are also good at tracking the 
long-distance dependencies characteristic of natural language, the same 
participants completed a word-by-word self-paced reading task involving 
sentences with center-embedded subject- (SR) and object-relative (OR) clauses. 
Individual differences in processing these sentences are well documented, with 
ORs eliciting longer reading times, especially at the main verb (King & Just, 
1991). We found a positive relationship between continuous individual 
differences in sequential learning and better processing performance for the 
relative clauses at the main verb. Additionally, when classifying learners as 
"good"/"poor" based on scores from the sequence learning task, good learners 
displayed reading patterns characteristic of more proficient language processors, 
with less difficulty at the OR main verb and less of a divergence in processing 
patterns for the two clause-types. 

These findings thus provide an empirical association between individuals' 
on-line sequential learning of nonadjacencies and their on-line processing of 
complex, long-distance dependencies in natural language. These results further 
dovetail with recent molecular genetics findings implicating the involvement of 
FOXP2 in sequential learning on a SRT task. Common allelic variation in 
FOXP2 was associated with differences in sequential learning patterns, which in 
turn were linked to variation in grammatical abilities (Tomblin et aI., 2007). 
This suggests that FOXP2 may have served as a pre-adaptation for human 
sequential learning mechanisms, while providing further evidence for a key role 
of such abilities in the cultural transmission of language. By empirically 
connecting sequential learning and language, these studies thus offer a 
heretofore missing link in the cultural evolution of language. 
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In 1866, the Societe de Linguistique of Paris met to issue a moratorium on 
papers concerning language evolution. Less well known is that the same meeting 
also prohibited papers discussing universal languages. These universal language 
studies were speculative attempts to rediscover the pre-Babel tongue, and 
several proposed that the arbitrariness of the mapping between the spoken form 
and the meaning of words was an indication of imperfection in human 
communication . If one could describe a perfectly systematic language in terms 
of form-meaning mappings then one could rediscover the universal language 
(see Eco, 1995, for a review). This ideology led to artificially constructed 
languages such as Wilkins' "Analytical Language" (1668), in which similar 
concepts had orthographically similar referents. However, systematicity results 

in confusions because similar sounding words are being used in similar contexts, 
with survival: "edible plants could be confused with poisonous ones, and 
animals that attack be confused with benign ones" (Corballis, 2002, p.186). 

We contend, instead, that the cultural evolution oflanguage has resulted in a 
crucial balance between arbitrariness and systematicity (see also Tamariz, 
2008). Though arbitrariness may be advantageous for individuating referents, it 
impairs recognition of similarities among words. Indeed, form-syntactic 
category mappings demonstrate a high degree of systematicity in natural 
language (Monaghan et aI., 2007). In a series of computational simulations and 
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experiments we tested the extent to which arbitrariness benefits individuation 
and systematicity benefits categorization in a language learning task. 

In two simulations, we trained a feedforward connectionist model to learn 
mappings between form and meaning representations for 12 words referring to 6 
actions and 6 objects. The representations were either correlated (systematic) or 
uncorrelated (arbitrary). The second simulation had additional contextual 
information as a part of the model's input by indicating whether the word was an 
action or an object, more realistically representing the multiple contextual cues 
available in the language learner's environment. In two experiments, we trained 
undergraduate participants on the same 12 words and pictures of actions and 
objects, either with or without contextual information in the form of distinct 
words preceding either the object or the action word. We tested performance at 

four points in training in terms of learning to: (1) individuate the meanings of 

the words and (2) categorise the words into objects or actions. 
Without context, for both the simulation and the experiment, there was a 

systematic advantage for individuation and categorisation. Learners exploited 
the generalizations in the systematic relationships. With context, for the 
categorization task there was a systematic advantage for both the simulation and 

the experiment. However, for individuation, there was a significant interaction 
between training time and systematic/arbitrary condition - an initial systematic 
advantage became an arbitrary advantage later in training. 

Our studies illustrate the importance of both arbitrariness and systematicity, 
and indicate how each contributes to learning different aspects of language, 
interacting in complex ways with contextual information in the environment. 

We suggest that because word-learning involves not only discovering its form­
meaning mapping but also how to use it in syntactic contexts, language has 
evolved to balance arbitrariness and systematicity. 
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Human speech is a hierarchically organized coding system in which meaningless 
sounds, called phonemes, are combined into larger meaningful units: words. An 
important role in the coding process is played by formants - vocal tract 
resonances that can be altered rapidly by changing the geometry of the vocal 
tract using different articulators such as tongue and lips. Changing the formant 
pattern of an articulation results in a different vowel produced. Although human 
voices differ in acoustic parameters such as fundamental frequency and spectral 
distribution the relative formant frequencies of an utterance enable intelligibility 
of speech regardless of individual variation across speakers. Although it has 
been argued originally that speech is special and uniquely human (Lieberman 
1975), several studies have shown that some aspects of speech perception also 
apply to other species. Chinchillas for example show the same phonetic 
boundary effect as humans do when discriminating between Idl and It I 
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consonant-vowel syllables (Kuhl & Miller, 1975). Nevertheless, there is still an 
ongoing debate about which characteristics of speech production and perception 
are unique to humans and which are shared with other species (Hauser et al., 
2002; Trout, 2003; Pinker & lackendoff, 2005). In this study (Ohms et al., 2010) 
we addressed the question whether birds (zebra finches) are able to distinguish 
between spoken words with a minimal difference in acoustic features, and, if so, 
which cues they might use to do so. We trained 8 zebra finches on a go/no-go 
operant conditioning task to discriminate between the Dutch words wit (wIt) and 
wet (WEt) which differ in their vowels only and which were recorded from 
several native speakers. The results show that zebra finches when trained to 
discriminate a single minimal pair can transfer this discrimination to unfamiliar 
voices of the same and even to the other sex. When confronted with new voices 
the discrimination performance was immediately clearly above chance level. 
However, our data also revealed a learning process since performance increased 
constantly. This suggests that both intrinsic and extrinsic speaker normalization 
are involved in discriminating between the two words. These results indicate 
that formant normalization and the capability of normalizing formant patterns 
across different speakers and sexes is a perceptual trait that not only occurs in 
humans but also in songbirds. 
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Most language evolution research focuses on primates, positing a hominid 
transitional link with the beginnings of learned vocal communication. Interest in 
primate models of language evolution increased after apes, humans' closest 
genetic relatives-although incapable of acquiring full, complex human 
language-learned elements of human communication systems. But how vocal 
language, and vocal learning, developed from what was likely a precursor 
gestural communication system is still a matter of speculation. Other species, 
however, phylogenetically distant from primates, notably Grey parrots 
(Psittacus erithacus) and cetaceans, acquire human-like communication skills 
comparable to those of great apes (Hillix & Rumbaugh, 2003), and, unlike 
present-day nonhuman primates, engage in vocal learning. Many studies have 
also demonstrated striking parallels between both the ontogeny and the 
neurological underpinnings of vocal communication in birds and humans (e.g., 
Jarvis et al. 2005). Recently, an avian species, once thought to be incapable of 
vocal learning, has shown elements of such acquisition (Kroodsma, 2005; 
Saranathan et al. 2007), suggesting that it might be a living avian model for the 
transitional link between our nonvocal-learning and vocal-learning hominid 
ancestors. This paper explores the data supporting use of such an avian model 
for language evolution. 
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Chimpanzees vocalizations are referential, but only functionally (Mitani & 
Brandt, 1994; Slocombe & Zuberbiihler, 2006). Contrary to human linguistic 
signs - which are used to influence what others know, think, believe, or desire 
(Grice, 1957) - they don't intentionally provide con specifics with 
information(Seyfarth & Cheney, 2003). On the other hand, research on gestural 
abilities of human-reared or language-trained great apes showed that signalers 

use gestures in intentional and referential ways (Gardner et aI., 1989; Savage­
Rumbaugh et aI., 1986). Furthermore, Pika and Mitani (2006) recently described 
a distinct gesture, the 'directed scratch', used by adult chimpanzee males in the 
wild to indicate just where on their bodies they wished to be groomed. 

The present study aims to provide further insight on the meaning and 
function of 'directed scratches' and other related grooming gestures by 
distinguishing between the perspectives of signalers and receivers (Smith, 
1965). Analyses are based on behavioral observations of -100 grooming 
sessions between twenty adult male chimpanzees, collected during June and July 
2008 at the Ngogo community, Kibale National Park, Uganda. 

The results reveal that chimpanzee signalers use their grooming gestures in 
flexible, manifold ways to request an intended meaning, which is understood by 
chimpanzee recipients. "Answers" to these request however vary in relation to 
rank, age and strength of social bonds between signalers and recipients. These 
results will be discussed with a special focus on recent theories of gesture 

acquisition, signal evolution, and cooperation. 
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The crucial component uniting contemporary theories that posit a role for sexual 
selection in language evolution is the postulation that language, or some aspect 
of it, served as an honest indicator of an individual's genetic or phenotypic 
quality. Okanoya (2002) and Mithen (2005) have proposed the existence of an 
ancestral 'proto language' constituting elaborately structured vocalisations and 

body movements that was driven in part by sexual selection . 
An interesting question that follows from this hypothesis concerns the nature 

of the relationship between such a proto language and underlying genetic quality. 

The answer may lie in the developmental stress hypothesis (DSH) which has 
been formulated as a result of findings from experimental studies involving 
observations or manipulations of early stress conditions in avian species. 
Environmental stress affects the development of forebrain structures necessary 
for the production of song features shown to be important to females when 
selecting mates, and also affects other aspects of male phenotypic quality 
(Nowicki et al. 1998). There is also some evidence that certain genotypes fare 
better than others in conferring resistance to developmental stressors (see 
Buchanan et al. 2004). Given the striking similarities between birdsong and 

human language, it is important that the DSH is acknowledged, investigated, and 
applied to understanding language evolution. As Ritchie, Kirby & Hawkey 
(2008) suggest, the DSH may provide an explanation for the evolutionary 

maintenance of vocal learning in both songbirds and humans. Perhaps at some 
stage in language evolution, the ability to learn and produce structurally 
complex vocalisations served as an indicator of an individual's ability to cope 

with the costs involved in the growth of neural substrates underlying fine motor 

control in the face of environmental stress. 
A concomitant issue concerns whether developmental stress influences 

language development in contemporary humans. One hypothesis that can be 
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investigated empirically is that individuals use linguistic adeptness to evaluate 
the developmental stability of potential mates or in maximizing indirect benefits 
by choosing mates who possess high quality genotypes or those that confer 
resistance to environmental stressors. The first main prediction to be tested is 
that developmental stress affects brain development and linguistic competence. 
The second is that developmental stress affects the ability to produce linguistic 
parameters important in mate choice. A recent developmental study following a 
natural disaster provides support for the former (Laplante et 01. 2008). The 
longitudinal extension of studies such as this is encouraged to determine 
whether linguistic deficits persist in later life, and it may be fruitful to involve 
subjects in studies of human mating preferences that focus on linguistic 
parameters in order to investigate the latter prediction. Moreover, the close 
examination of individual differences in groups exposed to similar levels of 
stress may reveal whether certain genotypes cope better with environmental 
stress than others. This may help to ascertain whether linguistic competence 
functions as a marker of developmental stability or if it is intrinsically related to 
underlying genetic quality. These large-scale studies can be complemented by 
experiments investigating possible relationships between linguistic ability and 
proposed morphological measures of developmental stability. 
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Human populations are organised in social networks, which are structurally 
distinct from other types of network (Newman & Park, 2003). Social structure 
provides a constraint on the transmission of language, such that language is influ­
enced by the structure of the population over which it is transmitted (Chambers, 
2003), a relationship which is often ignored in models of language evolution. Fur­
thermore, social networks and languages might co-evolve: human social networks 
may have the form they do in part due to the transmission of language over those 
networks. We present a model of the co-evolution of social network structure 
and language by means of learning and interaction among agents in a dynamic 
population. This study models network growth and language evolution using a 
plausible mechanism, namely homophily, the tendency of individuals to establish 
and maintain social bonds based on similarity (McPherson et aI., 2001). 

Boguiia et al. (2004) have shown that the presence of communities in a social 
space is sufficient to trigger social structure when the agents show a preference for 
similarity. However, they treat communities as predefined static entities. Centola 
et al. (2007) demonstrate the influence of homophily in the co-evolution of both 
network structure and cultural diversity. 

We define a model of cultural transmission over a dynamic network using ho­
mophily and cultural learning. The model consists of a popUlation of agents. Each 
agent is randomly assigned a position in the social space, represented by a vector 
of continuous real numbers. This is analogous to a number of linguistic traits that 
an individual possesses. The social distance between two agents is defined as the 
sum of the difference between each trait. The population is represented by an un­
weighted, undirected network of vertices. It is initially unconnected and evolves 
by three methods - attachment to similar vertices, detachment from dissimilar 
vertices, and learning from adjacent vertices. These correspond to mechanisms of 
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homophily and cultural learning events such as language learning. 

(a) (b) (c) (d) 

Figure 1. Typical evolved networks. The language is represented by the vertex's shade. 

Evolved networks (Fig. 1) possess the characteristic measures of social net­
works: assortativity, transitivity and community structure (Newman & Park, 
20(3). Social distance shows a positive correlation with network distance, dis­
playing emergent social clusters of similar languages. This shows that individuals 
communicative success decreases with social distance. The rate of learning af­
feets the size, density and linguistic diversity of the communities that form. The 
model demonstrates that the existence of a learnable language and a preference for 
establishing and maintaining connections with similar individuals can lead natu­
rally to social structure. The co-evolutionary dynamic of homophily and learning 
influences both the topology of the resulting network and the type and distribution 
of the emergent languages. 
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Social markers appear to originate, at least partly, in the need to protect cooper­
ative networks from outsiders (Nettle & Dunbar, 1997). Simulations suggest that 
the use of language as a source of such markers introduces a selective pressure­
social selection-to language evolution, which contributes significantly to the de­
velopment of linguistic diversity (Nettle & Dunbar, 1997; Nettle, 1999). Other 
simulations, however, have challenged these findings (Livingstone, 2002), sug­
gesting that a high level of diversity can emerge through variation in the frequency 
of interaction, without the need for social selection. Similar disagreements exist 
in sociolinguistics (e.g. Labov, 200 1; Trudgill, 2008; Baxter et aI., 2009). 

To investigate this question experimentally, a study was carried out in which 
participants played an economic game that involved negotiating anonymously, on 
an instant-messenger-style program, to exchange resources. The experiment in­
volved 80 participants and had a 2 x 2 design, with five games of four players 
each in every condition (see Table 1). Each game consisted of a series of rounds 
in which every player was partnered with one of the other three players; no two 
players were paired up for more than two rounds in a row. Each player began 
the game with 28 points of resources and, during each round, negotiated to ex­
change resources by typing messages to their partner in an artificial 'alien lan­
guage' of twenty randomly generated words (e.g. seduki, kago). All four players 
were trained on the same language. After negotiation, players could give resources 
away to their partners; any resource given was worth double to the receiver. In the 
cooperative conditions, all four players in a game belonged to one team, and the 
object was to accumulate resources for the team. In the competitive conditions, 
players were divided into two teams of two, and the object was to acquire more 
resources for one's own team than the opposing team. It was thus advantageous to 
give gifts to team-mates, but not to opponents. Except in the first round, however, 
players were not told whether they were negotiating with a team-mate or oppo­
nent until the end of the round. Since the alien language contained only twenty 
basic lexical items (e.g. I, want, meat, thanks etc.), there was little scope for de­
veloping explicit strategies, and players had to rely on linguistic cues to identify 
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team-mates. 
The frequency with which players were paired was also manipulated (see Ta­

ble I); players were not made aware of the frequency or order of pairings. 

Table I. Summary of conditions 

High-frequency 
Competitive 2 teams. 

Paired half the time with team-mate. 
quarter of time with each opponent. 

Cooperative I team. 

Low-frequency 
2 teams. 
Paired third of time 
with every other player. 
I team. 

Paired half the time with one player. Paired third of time 
quarter the time with each of the others. with every other player. 

Players in the high-frequency competitive condition did significantly better 
than chance at recognising when they were paired with team-mates (S = 75 in­
correct guesses out of 285; p < .(01). In addition. the alien language diverged 
significantly into team 'dialects' in this condition only (p < .001), based on how 
often different players used different variant forms in the alien language (new 
variants having arisen chiefly through error). This suggests that a combination of 
frequent interaction and a pressure to mark identity can lead to divergence over a 
short time period. Neither factor, however, was sufficient on its own. 
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Language is considered as the great divide between the cognitive and social 
ability of humans and those of other animals. How did language emerge and 
evolve into such a complex system? A promising approach to this is to compare 
and contrast language with animal signal systems, which involve key substrates 
for language. We focus on birdsong development from the aspect that language is 
a learned vocal behavior. Although bird song is different from language in many 
ways, they share biological foundations for vocal learning. So far bird song study 
has yielded significant implications for language evolution; for example, a cultural 
evolution of bird song (Feher, Wang, Saar, Mitra, & Tchernichovski, 2009). 

Here we study the development of phonology and syntax in Bengalese finch 
song. Adults sing complex song that consists of a number of chunks, which in tum 
consist of a few patterned notes (Okanoya, 2004). Juveniles learn individually dis­
tinct song by imitating adult males. To track the entire song development, 24-hour 
recording was conducted for 16 juveniles every 4 to 5 days after hatching. When 
recording, each juvenile was kept in a soundproof box with a microphone, and all 
singing activities were recorded. From all the recordings, we computed six acous­
tic features of notes, such as note duration, mean pitch, and mean Wiener entropy. 
Figure I shows (a) a phonological development in the acoustic feature space, and 
(b) a syntactic development. At day 50, every note was acoustically similar to 
each other. At day 60, notes with longer duration emerged abruptly, and then 
ones with harmonics diverged from the residuals, which gradually differentiated 
with development. Finally, eight types of notes emerged from a single acoustic 
stem-cluster. The recorded songs were converted to texts by annotating letters to 
identical note types, and then a grammatical inference method (Kakishita, Sasa­
hara, Nishino, Takahasi, & Okanoya, 2009) was applied. Before day 70, it was 
not able to extract a syntax due to the transitional instability of notes. Song notes 
stabilized with development, becoming some patterned chunks, and the transitions 
also gradually stabilized. After day 100, the song syntax was crystallized. 
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Figure 1, (a) Each point shows a note and each cluster shows a note type in the acoustic feature 
space. (b) Letters denote note types, and the song syntax is represented as a finite automaton. 

The results demonstrated a co-developmental process of phonology and syn­
tax in birdsong; exposed in a social environment, juveniles developed note types 
and sequential and sub-sequential structures as well. While the striking parallels 
between birdsong and language in development, there is a significant difference. 
It is known that human infants develop words with the aid of contextual semantic 
cues. Thus words develop based not only on phonological rules but also on se­
mantic constraints. Songchunks look similar to words in form, but they develop 
without any atomic meanings. Birdsong therefore lacks 'double articulation,' by 
which small meaningless sound units combine into large meaningful units. These 
suggest that a precursor of syntax, like song syntax, could emerge from a learned 
vocal behavior, evolving relatively independent of semantics; however, to become 
syntax with double articulation, semantic constraints are indispensable in devel­
opment. What adaptation mechanism is required for the syntax-semantics entarI­
glement to become exist? Our findings raise further questions to be solved. 
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1. Situated grammar learning from partially word-detected string 

The concept of semantic bootstrapping of grammar, though tracing back at least to 
Pinker (1984), has not been explored fully in applied computational linguistics as 
a grammar learning algorithm. Experimental methods with embodied robots may 
however open up the possibility to exploit their fine sensori-motor capabilities to 
examine the feasibility of such an algorithm. We report one such attempt. 

In view of the difficulty of word segmentation from audio stream, we start 
from the stage where only some of the constituent words have been detected in an 
utterance, marking a departure from most grammar induction methods, semanti­
cally oriented or not, which presuppose the full set of terminal symbols. 

Such partially word-detected strings are obtained from the human-robot in­
teraction experiments, in which the human participant is asked to explain sim­
ple objects verbally to the robot. The recorded speech is first converted with a 
speech recogniser to phoneme strings. We then create a small vocabulary of the 
frequently ocurring words and convert only those phoneme sequences that have 
a match in this vocabulary into words, creating what we call a phoneme-word 
list (PWL) . For example, if our vocabulary list is (sg:kl ('circle'), red ('red'), si: 
(' see'), jl1: ('you'»), then the phoneme string (j11:si:o<etrcdsta:Jelp) ('You see that 
red star shape') is converted into ([you], [see], o<et, [red], sta:Jelp), where the 
elements in square brackets represent 'detected' words. 

Another crucial piece of data is a possible meaning relevant to a given sit­
uation, i.e . meaning hypothesis. Thus, the proposal amounts to the learning of 
syntax from the pairs of a meaning hypothesis and a PWL, e.g.: 

see'(r,o) 1\ red'(o) 1\ star'(o) ((you], [see], o<et, [red], sta:Jelp) 

where rand 0 represent the individual constants for the robot learner and the 
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object talked about. Notice that the semantics is not fully spelt out: the predicate 
corresponding to shape is missing. We build consistent grammar hypotheses such 
an underspecified hypothesis in a manner to be described below. 

2. Grammar learning as lexical type induction 

Taking inspiration from Fulop's (2004) type-logical work on samantic grammar 
induction in a lexicalist but broadly Montagovian framework (Montague, 1973), 
we characterise grammar learning as the induction of syntactic behaviour of words 
from their semantic types that could compose a meaning hypothesis. However we 
employ a typed-feature structure (TFS) grammar in a manner of HPSG (Pollard & 
Sag, 1994), taking advantage of its underspecifiability inherent in unification, so 
that the intermediate stages of learning can be represented succinctly. Our PWL 
can be characterised as a list of underspecified TFSs, as below: 

word word word 

( 
PHNMS [~~nms] . PHNMS [~nms] . [Phnms]. PHNMS [:h;ms] ,[Phnms]) 

DiEt sto:Jetp 
SEM I TY 11 SEM I TY 11 SEM I TY 11 

SYN11 SYN 11 SYN11 

the first \\'ord becomes: 

word 

PHNMS [:;nms] 

SEMITYe 

SYN I LP -<et 

This PWL can be taken as a compact representation of any string that satisfies the 
given constraints. The grammar induction, then, boils down to populating the as 
yet empty features (with '?7') for the SEM(ANTICS) and SYN(TAX) features. 

As semantic bootstrapping, the immediate target of learning is the semantic 
TY(PE) feature. If, for example, the TY value of the first word,you, is hypothesised 
to the type e (individual) (see the right hand side in the above figure), then the 
hypothesising on the TY feature of the other words as well as the SYN feature can 
start: given the assumption that the utterance is a truth-value bearing type, t, one 
can predict that one of the following words is part of the et type, and that our 
present word, you, may be hypothesised to linearly precede the et type. 

3. Preliminary results and future tasks 

The preliminary evaluations of the initial experiment indicate that the size of the 
hypothesis space may be problematic. For a relatively quick convergence of hy­
potheses, it would need to be reduced. Possible methods include cognitively plau­
sible biases and, perhaps more contentiously, corrective feedback from humans. 
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Chimpanzees, like many other species, produce specific vocalisations when they 
encounter food (Goodall, 1986). In chimpanzees these are called rough grunts. 
Listening individuals often approach the caller and share the food source, 
imposing a cost on the caller. In order to for such a seemingly altruistic 
behaviour to be an evolutionary stable strategy, the caller must accrue some 
benefits to offset these costs. Chimpanzees, unlike many other smaller bodied 
species, do not benefit from a reduction in predation risk or vigilance costs when 
attracting others to a food source. Instead, we propose that in chimpanzees this 
vocal behaviour fulfils a similar social function to grooming: the benefits are in 
terms of increasing affiliative relationships with socially significant individuals. 

Manual grooming serves to establish and maintain strong affiliative social 
relationships between individuals, but it is time consuming and can only be 
conducted during rest periods. It has been proposed that as group size increases 
it becomes increasingly difficult to satisfactorily service all relationships with 
grooming (Dunbar 1996). It is suggested that in evolution when humans reached 
such a critically large group size, our own species supplemented physical 
grooming with 'vocal grooming', to maintain social cohesion (Dunbar 1996). 
The production of such affiliative social vocal signals, that functioned to 
increase social bonds between individuals, may have been one of the earliest 
driving forces behind the evolution of language (Dunbar 1996). In order to test 
the hypothesis that chimpanzee food-associated calls function as 'vocal 
grooming' signals we conducted a systematic study of the factors that determine 
whether chimpanzees produce food-associated calls or not. We predicted that 
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chimpanzees should be sensItIve to the composItIOn of their audience and 
preferentially produce calls in the presence of socially significant others, such as 
grooming partners. 

We collected data on 9 free ranging adult male chimpanzees of the Budongo 
Forest, Uganda for 9 months. We collected ecological data about the food 
source, including an estimate of patch quality (cumulative feeding time of all 
chimps present). We also recorded the arrival and departure of all individuals to 
the focal individual's feeding tree and the timing of all food-associated calls 
along with the identity of the callers. In addition we recorded social data on the 
focal individual, including all grooming interactions. 

We found that chimpanzees only produce calls in just over half of all feeding 
bouts, indicating that calls are not simply an involuntary emotional reaction to 
food. Instead, in line with our predictions, we found that chimpanzees were 
more likely to produce food-associated calls when individuals they choose to 
groom were present, rather than absent. The presence of such a grooming 
partner was the factor that accounted for most variance in whether rough grunts 
were produced or not. The quality of the food patch also influenced the 
likelihood of call production, with higher quality patches eliciting more grunts, 
however this explained less variance than the social factor. The presence of 
oestrus females and the number of individuals in the party did not influence 
calling behaviour. 

These findings show that chimpanzees are selectively producing food-associated 
calls in the presence of individuals they groom. Basic factors such as the number 
of individuals in the vicinity did not influence calling behaviour, indicating that 
simple mechanisms such as social facilitation can not explain our results. 
Feeding takes up a considerable proportion of a wild chimpanzee's day 
(Goodall, 1986) and during this time they cannot engage in grooming, the 
primary mechanism we know of for strengthening social bonds between 
individuals. Our data suggests that rough grunts may represent a kind of 'vocal 
grooming' that allows individuals to maintain positive relationships with 
important others in the feeding context. This may represent an empirical 
example of vocal signals functioning to maintain relationships, that Dunbar 
(1996) argues could be one of the driving forces behind the evolution of human 
language. 
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The evolution of language is a special case of the evolution of behavior. 
Evolutionary biologists have long recognized that behavioral change drives 
biological change, rather than the other way around (Mayr 1978). This has 
recently been highlighted specifically with respect to language evolution (e.g., 
Christiansen and Chater 2008). 

In the context of human evolution, this means that cultural evolution will, to 
a large extent, drive biological evolution. The transition from quadrupedalism 
to bipedalism, for example, was driven by behavioral changes (Hunt 1994). We 
didn't evolve bipedal anatomy first, only to stumble upon its usefulness later. 
The spread of agriculture lead to selection for sickle-cell alleles (Livingstone 
1958). The domestication of dairying animals lead to selection for continued 
lactase production (Durham 1991). 

Applying this logic to language evolution, for every generation in which 
greater facility at communication was adaptive, individuals would have used 
pre-existing cognitive abilities to communicate as best they could. Genetic 
changes would have therefore been strongly biased towards those that modified 
pre-existing abilities, rather than entirely new neural circuits devoted 
exclusively to language. This also means that we should expect homo logs of 
human language circuits in non-human primate brains (Schoenemann 1999). 

Homologs of Broca's and Wernicke's areas have in fact been located in 
primates (Striedter 2005), and finding out what they use them for is critical to 
understanding the coevolutionary process that lead to language in humans. One 
fruitful approach is to identify non-language abilities that are also processed in 
human language areas. Broca's area in humans has been implicated in non­
linguistic sequential processing (Christiansen and Ellefson 2002; Petersson et al. 
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2004), hand/tool manipulation (e.g., Binkofski et al. 2000; Higuchi et al. 2009), 
and non-verbal auditory processing (e.g., Muller et al. 2001). Because these are 
non-linguistic, their functional localization can also be explored in non-human 
primates. If they also activate Broca's area homologs, this would support the 
view that language adapted to pre-existing cognitive architectures, rather than 
requiring the creation of completely new, language-specific brain areas. 
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In the process of acquiring a second language outside the classroom. adult 
learners go through a stage that has been characterized as being (1) determined by 
a small number of organizational principles, (2) largely independent of the source 
or target language of the learner and (3) simple but successful for communication 
(Klein & Perdue, 1997). This stage is called the Basic Variety (henceforth BV). In 
the BV, a speaker constructs relatively short sentences and a striking characteristic 
of these sentences is that there is no inflection. Some examples of organizational 
principles of this variety are FocusLast ('put the information that is in focus, new 
information, in the end of the sentence') and AgentFirst ('the NP referent with the 
highest control comes first'). The BV is thus not seen as an imperfect version of 
the target language, but as an independent linguistic system. 

In the talk I focus on the expression of temporal displacement (reference to 
past and future) in the BV. Languages generally have sophisticated ways to express 
temporal structure (tense and aspect), quite often through inflection on the verb. 
In the BV, verbs are used but usually not infllected. Still, people refer to past and 
future, and the way they do it seems a very effective and robust strategy, as in the 
following example from Starren (200l): 

(1) 'Gisteren ik bergen gaan naar' (p. 149) 
Yesterday I mountains go to 

Yesterday, I went to the mountains 

In this example a temporal adverb is fronted to indicate that the event de­
scribed took place in the past. This strategy is observed in learners of different 
languages (even when it is highly marked or ungrammatical), as well as speakers 
of homesign (Benazzo, 2(09). 

The fact that strategies like the above are structurally found in the BV, and that 
they are largely independent from source and target language, plus the observation 
that there are similarities between the BV and other 'restricted linguistic systems' 
like homesign and pidgin, makes it interesting for the debate about the emergence 
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and evolution of language. Evolutionary claims have been made on the basis of 
observations from the BV. E.g., lackendoff (2002) hypothesises that the principles 
that govern the BV are fossil principles from protolanguage. 

Data from the BV would be very welcome as a source of evidence in the 
language evolution debate, especially because a lot of data is available from learn­
ers of different source and target languages (Perdue, 1993). But to avoid mere 
speculations, we need to formulate precisely what the structures in the BV tell us 
about which aspects of the evolution of language, and why. Unfortunately, not 
many people have concentrated on these questions, although a general framework 
is sketched in Botha (2005). In the presentation, I concentrate on the hypothesis 
that data from the BV reveals information about early human language forms, and 
justify this hypothesis on the basis of two strategies that seem implicitly present 
in recent literature on restricted linguistic systems. 

One strategy is to claim that the sentence structures found in BV utterances are 
direct reflections of cognitive biases, and that these biases were already present in 
our evolutionary ancestors. If we were to choose this strategy, we would have to 
explain why the cognitive structures that were relevant in our evolutionary ances­
tors are still relevant in speakers of the BY. 

Another strategy becomes relevant once we take the claim seriously that ut­
terances in the BV are shaped by communicative needs. The structure of the 
utterances in the BV might not be simply a reflection of the cognitive structures 
of their speakers, but be shaped indirectly by their usage of the structures in com­
munication, and whether they reach communicative success. 

I argue that, in order to arrive at a good justification for evolutionary claims 
on the basis of BV utterances, both strategies need to be taken into account, and 
I sketch a way to combine the two, by taking the second strategy as a basis, and 
showing that the role of cognitive biases can be incorporated in this approach. 
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Ambiguity is commonplace and indeed inevitable in everyday language; an 
utterance produced in one context can have a quite different meaning in another 
context. Despite this, listeners almost always converge upon the speaker's 
intended meaning. How is the achieved? Grice's cooperative principle (Grice, 
1975) provides a still widely accepted answer. It comprises four maxims of 
conversation: quality (tell the truth), quantity (do not say too much or too little), 
relation (be relevant) and manner (be clear and concise). It is, according to 
Grice, because listeners assume that speakers follow these maxims that they are 
able to interpret utterances in a contextually sensible way. 

Since Grice's seminal contribution, numerous refinements, additions and 
extensions to his work have been proposed (e.g. Hom, 1984; Levinson, 1983). 
The Gricean foundation, however, remains widely accepted. This acceptance 
means that the neo-Gricean framework has also been influential in several 
related disciplines, including psycho linguistics (Clark, 1996), the philosophy of 
language (Lycan, 2008), and indeed language evolution (Cheney & Seyfarth, 
2005; Gardenfors, 2006; Haiman, 1996; Hurford, 2007). One alternative is 
Relevance Theory (Sperber & Wilson, 1995), which supplants the four maxims 
with a single notion of relevance, which is claimed to be more basic than the 
Gricean maxims. As such, Relevance Theory constitutes "an ambitious bid for a 
paradigm-change in pragmatics" (Levinson, 1989, p.469). 

One way in which we can choose between competing theories in linguistics 
is to use evolutionary considerations (Kinsella, 2009). This presentation (which 
is based upon Scott-Phillips, in press) will describe a very basic and simple 
evolutionary game-theoretic model of the evolution of communication. It 
assumes only that listeners maximise their payoffs, and that speakers do the 
same, given that listeners will do this . Two entirely general statements about the 
evolution of communication are generated. These are functional descriptions 
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that will apply to all evolved communication systems. It is then asked what they 
imply for linguistic communication in particular. 

The answer is that they predict, quite precisely, the two principles of 
relevance that lie at the heart of Relevance Theory: that listeners will seek to 
maximise relevance, and that the very production of an utterance brings with it a 
guarantee of relevance. This suggests that something like Relevance Theory, and 
the cognitive mechanisms that it posits, must be correct; and hence that 
Relevance Theory, rather than the Gricean paradigm, should be the default 
framework for pragmatics. 
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1. Hypothesis 

Our hypothesis is that the bipartite organization of clauses stems from a central 
communicative function of language, namely (1) to identify what you are talking 
about, and (2) to give new information about what you are talking about. We label 
this the pragmatic hypothesis. It contrasts with a semantic hypothesis, which is 
that humans instinctively encode the difference between actions and objects into 
major syntactic categories, which become the basis of the bipartite organization. 
According to this semantic hypothesis, an innate template for sentence organiza­
tion determines the two main parts of a sentence, and items denoting objects (i.e. 
nouns) occupy the Subject part, and items denoting actions (i .e. verbs) occupy the 
Predicate part. 

Our pragmatic hypothesis is that speakers identify what is constant in a chang­
ing world, and assume that a hearer will be aware of this constancy. The speaker 
then uses a term identifying the constant factor to indicate what he is talking about. 
The speaker also identifies what is changeable in the world he is communicating 
about, and assumes that the hearer does not know of the change that the speaker 
has observed. The speaker uses a term identifying the changing element in the 
world. Thus the bipartite organization of sentences reflects, we claim, a distinc­
tion between constant and changing, and not between objects and actions. 

2. Experiment 

Our experiment aims to tease these distinctions apart, by presenting people with 
an untypical world in which what is constant is the motion of an object, and what 
is changeable is the sortal type of an object. Translating our broad hypothesis into 
narrower experimental terms, we hypothesize that people attempting to commu­
nicate about this abnormal world will segregate their utterances into two parts, 
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one identifying what is constant, i.e. the action/motion type (spin, bounce, wave), 
and the other part identifying the changing sortal type of the constantly moving 
object (cow, cat, pig). For interpretation of our results, we rely on the fact that, 
almost universally, the Topics of sentences are placed in initial position, with the 
Comment portion following. We think it comes naturally to identify what you 
are talking about before you go on to say anything about it. Further, given that 
our experimental subjects are English speakers, we also rely on the fact that ver­
bal morphology (e.g. the suffix -ing) identifies changing states. Put simply, we 
predict that our experimental subjects, confronted with the task of communicat­
ing successfully about this abnormal world, will come up with expressions like 
bounce cowing (as opposed to cow bouncing, more to be expected in a normal 
world), or spin pigging (as opposed to pig spinning). 

The experimental stimuli and protocols are complete, and we have run a pilot 
study to fine-tune details of the experimental procedures. 

3. Results 

The pilot study suggests that in the experimental condition, subjects do change 
their communicative behaviour from the 'normal'. Results at present are too few 
to interpret sensibly. By April 2010, we will have run many more trials with many 
more subjects, and can present our full results. 
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Both ontogenetically and phylogenetically feeding tasks precede speaking tasks, 
two of the major functions of the human vocal tract (VT). Researchers have 
therefore suggested that speech cyclicity, in particular tongue movements, 
derives from feeding cyclicity (MacNeilage, 1998; Hiiemae and Palmer 2003). 
Our study explores this hypothesis using articulatory modelling to determine .if 
the tongue movements in speech are a subset of those in feeding. In a previous 
study (Serrurier et aI., 2008) we used ElectroMagnetic Articulography, however 
this is an invasive technique that further gives no VT boundaries. To overcome 
these limitations we here use Digital VideoFluoroscopy (DVF). We wish to 
explore if we can extract from the raw data and from an articulatory model based 
on the data, articulations which are geometrically and acoustically close to the 
quantal vowels fa i uf. Their typical FI-F2 values and their typical geometric 
shape constitute respectively our acoustic and articulatory targets. 

2. Method and results 

Two swallows of pourable custard were recorded with DVF on a single female 
subject. Each image was manually segmented to extract the tongue contour. 
Following Serrurier et al. (2008), a mid-sagittal articulatory model of the tongue 
was built. Three tongue articulations optimally approaching our two targets 
simultaneously were extracted from the raw data and also reconstructed from the 
model. The articulatory model has the advantage over the raw data of 
encompassing all task-derivable articulations theoretically producible by the 
tongue. The six articulations were placed in a fixed, midsagittal VT outline; the 
area functions in 3D were derived; the planar acoustic wave propagation was 
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simulated and FI-F2 (see Figure I) values were extracted. For the articulations 
extracted from the data, none of the FI-F2 points are inside the target ellipses; 
those computed from the model fall on the border or just inside. 
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Figure 1. Position in the FI-F2 plane of the six articulations extracted in the study (data = dashed 
line; model = solid line). The ellipses for the vowels are adapted from Peterson and Barney (1952). 

3. Conclusion 

The recorded feeding movements allow articulation of tongue shapes close to 

typical midsagittal patterns found for /a i u/ with predicted FI-F2 just touching 
the corresponding ellipses. It seems thus just reasonable to claim that speech 
movements are a subset of feeding movements based on this data set. This study 
complements our previous study with a new recording technique and further 
subject and supports its general conclusion, that speech movements could have 
evolved from feeding movements, with the caveat that we have neglected any 
control considerations. A similar approach using ape data had been considered 
but could not been carried out due to the lack of data. 
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Theoretical accounts of language evolution usually argue exclusively for a vocal 
or gestural origin of language. Such theories draw heavily on comparative 
evidence of the communicative competencies of extant primates. Similarities 
between language and primate communication, in terms of gestures being 
flexible, intentional and generative and vocalisations being referential and 
following simple combinatorial rules, are often highlighted by the respective 
theories. Currently many theories also place significant weight on the 
comparison of primate abilities across the vocal and gestural modalities (e.g. 
Tomasello 2008; Corballis 2002). Arguments directly comparing the evidence 
from the two modalities, and using the absence of a certain facet in the opposing 
modality as evidence in favour of the other, are common. Does the evidence 
warrant such comparisons? 

We present a systematic review of comparative communication studies that have 
been published in peer review journals between 1960 and 2008. We suggest that 
cross-modal comparisons are problematic due to inherent biases in the 
methodological approach, study species and focus of unimodal research. For 
instance % of gestural studies focus on great apes, compared to just 1 in 10 of 
the vocal studies. The relative number of studies conducted with wild and 
captive primates also shows considerable divergence depending on the modality 
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being studied. The proportion of experimental and observational studies in each 
modalities is also inconsistent. Finally, partly due to methodological constraints, 
vocal and gestural researchers have tended to focus on communication in 
different contexts (evolutionarily urgent vs relaxed social). The review 
demonstrates that 95% of studies focus on only one modality. Given the stark 
differences in the profile of the research in each modality it seems many direct 
cross-modal comparisons are problematic. In particular it is important to be 
aware of the relative lack of vocal research on apes, gestural work conducted in 
the wild and with monkeys and facial research conducted in the wild and of an 
experimental nature, making direct comparisons problematic. 

We question the validity of the arguments favouring one modality over the other 
in terms of language evolution that are based on such an incomplete comparative 
dataset. We argue therefore that absence of evidence for a certain competence in 
a particular modality cannot be cited as absence of ability: it may simply reflect 
the inherent biases in methodological approaches of studying each modality. We 
propose the way forward is firstly to focus research effort into filling in the 
critical gaps in our knowledge. Secondly, as a complement to unimodal 
research, integrated multimodal research should be encouraged. This could offer 
a number of advantages: First, by studying modalities side by side we will use 
comparable methods and contexts for each modality, which is vital for the 
generation of data for the purpose of direct comparison. The second reason to 
focus on multi-modal communication in primates is that as human language is 
customarily exchanged in a multi-modal format, this may be the appropriate 
comparison to language. Communication is important not simply to transfer 
information about the external environment, but also to learn about others' 
emotion and motivation. By examining how vocal, gestural and facial 
communication interact we may be able to enhance our understanding of 
emotional and cognitive integration in communication and consequently better 
understand the phylogenetic pre-cursors to human language. 

In conclusion we urge proponents of unimodal theories of language origin to 
consider the validity of critically comparing the competencies of primates in 
different modalities without consideration of the inherent biases and gaps in our 
present understanding of each modality. We propose that empirical primate 
research should focus on addressing the gaps in our knowledge and integrated 
multi modal research should be encouraged . 
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Natural languages do not differ arbitrarily, but are constrained so that certain 

properties recur across the languages of the world. These constraints presumably 
arise, at least in part, from the nature of the human brain, but the nature of the 
mapping from brain to language structure is unclear. One theory argues that 
strong (or even absolute) constraints are built into the language faculty and 
imposed by individual learners (Chomsky, 1965). An alternative suggestion (e.g. 
Kirby, Dowman & Griffiths, 2007) is that the same typological distributions 
could arise given only weak biases in individual learners, as a consequence of 
cultural transmission within populations. This debate has profound implications 
for theories of the origins and evolution of language, because the culturally­
mediated mapping between learner biases and language structure complicates 

the biological evolution of the language faculty (see e.g. Smith & Kirby, 2008). 
A test-case for the relationship between cognitive biases of individuals and 

structural properties of language is linguistic variation. Variation in language 
tends to be predictable: in general, no two linguistic forms will occur in 
precisely the same environments and perform precisely the same functions. 

Instead, usage of alternate forms is conditioned in accordance with 
phonological, semantic, pragmatic or sociolinguistic criteria. Experimental 
studies (e.g. Hudson Kam & Newport, 2005) show that, given a language in 
which two forms are in free variation, adult learners tend to probability match 

(i.e. produce each variant according to its frequency in the input), whereas 
children are more likely to regularize, suggesting that unpredictable variation is 
absent from natural languages simply because it cannot be acquired by children. 
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We show here that iterated learning can produce linguistically-conditioned 

stable variability (see also Reali & Griffiths, 2009). 25 adult participants were 
trained on an artificial language exhibiting unpredictable variation (plurality 

could be marked using two forms, which alternated freely). These participants 

showed no evidence of having eliminated this variability, i.e. they appeared to 
probability match. Ten of these participants were then used as the first 
generation for ten independent iterated learning chains, with the language 
produced by the first generation on test being used to train the second 
generation, and so on. Variability was preserved across five generations in 

seven of the ten chains. However, the predictability of that variability gradually 
increased, until nine of ten chains exhibited entirely predictable plural marking: 

the choice of marker became conditioned on the noun being marked. This 

demonstrates that adult learners have a relatively weak bias against 

unpredictable variation (not detectable in a sample of 25 individual learners), 

which nonetheless becomes apparent through iterated learning. The 
predictability of variation in natural language might therefore be explained as a 

consequence of either strong learner biases against unpredictability (in children), 

or the repeated application of far weaker biases (in adults, or children, or both). 

Cultural transmission may act to amplify weak biases, and therefore obscure 
the relationship between learner biases and linguistic consequences of those 

biases. This implies that we cannot simply read off the biases of learners from 
population-level behaviour, nor extrapolate with confidence from individual­
based experiments to population-level phenomena. Furthermore, evolutionary 

pressures acting on the language faculty face a similarly opaque mapping 

between the structure of the languages (over which selection presumably acts) 
and the cognitive traits that produce those linguistic structures 

References 

Chomsky, N. (1965). Aspects o/the theory o/syntax. Cambridge: MIT Press. 
Hudson Kam, c., & Newport, E. L. (2005). Regularizing unpredictable 

variation: The roles of adult and child learners in language formation and 
change. Language Learning and Development, I, 151-195. 

Kirby, S., Dowman, M., & Griffiths, T. L. (2007). Innateness and culture in the 
evolution of language. PNAS, 104, 5241-5245. 

Reali, F., & Griffiths, T. L. (2009). The evolution of frequency distributions: 
Relating regularization to inductive biases through iterated learning. 
Cognition, III, 317-328. 

Smith, K., & Kirby, S. (2008). Cultural evolution: implications 
for understanding the human language faculty and its evolution. 
Philosophical Transactions of the Royal Society B, 363,3591- 3603. 



IMPLAUSIBLY COOPERATIVE ROBOTS MEET THEIR 
SELFISH GENE COUNTERPARTS 

LUC STEELS 

Vrije Universiteit Brussel. AI lab. IOG-725. Pleinlaan 2, B-I050 Brussels Belgium 

CHRIS KNIGHT 

Comenius University, Fakulta socialnych vied, Odbojarov lOlA, 82005 Bratislava, 
Slovakia 

The use and testing of computational models has become a core methodology 
for formalising, operationalising and testing theories across the natural sciences. 
Applied to language origins research, such methods can make explicit the 
assumptions needed to make a particular theory work, leading to conclusions 
potentially useful to evolutionary linguists, psychologists, archaeologists and 
anthropologists. 

A frequent objection to the computational models and experiments 
developed by Steels and his team (e.g. Steels 2009) is that they are biologically 
implausible. Steels' robotic agents spontaneously evolving lexicons and 
grammars as they repeatedly interact are not Darwinian organisms . Lacking 
selfish genes, they don't fight or deploy their signalling capacities for purposes 
of deception. Since their signals need not demonstrate honesty or reliability, the 
strategic costs of producing an effective signal in the animal world (Maynard 
Smith & Harper 2003) are absent by experimental design. Many of the problems 
likely to have been encountered by ancestral humans attempting to establish 
linguistic communication are consequently not represented. 

Steels' work is useful to the extent that it differentiates problems already 
solved from those which cry out to be addressed using other methods and 
assumptions. Symbolic communication by its very nature presupposes 
intentional honesty and communal coherence. Speakers might occasionally 
cheat once a linguistic code is in place, but a shared code cannot be established 
unless honesty is the default. It is not difficult to release robots into a 
community free of competition or conflict. Signallers may then communicate on 
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the basis of infinite trust. In fact, levels of trust beyond anything biologically 
plausible have been shown to be optimal for linguistic self-organization across a 
community (Steels 2009). This is an interesting result, confronting Darwinians 
with a theoretical challenge. Can natural selection design minds to expect 
'infinite trust'? 

What if Steels' robots could be designated male and female, each male 
seeking out fertile females and calculating whether to invest in his current 
partner's offspring or abandon her in favour of mating opportunities elsewhere? 
Female robots seeking to attract investment for their offspring would develop 
strategies aimed at maximizing the costs of philanderering. The Female 
Cosmetic Coalitions (FCC) model (Power 2009) sets out from assumptions in 
Darwinian behavioural ecology. Instead of invoking principles such as kin 
selection or reciprocal altrusim in the abstract, it accounts for distinctively 
human ultrasociality under specified conditions, distinguishing female fitness­
enhancing strategies from male ones, differentiating between adjacent 
generations and connecting the logic at all stages to palaoanthropological and 
archaeological data. It posits costly communal ritual as the mechanism capable 
of enforcing cooperation across whole communities, and explains why such 
ritual should be focused on initiation, especially female initiation timed to 
coincide with first menstruation. It explains how the experience of initiation 
transposes language-ready minds from 'brute' reality into 'virtual' or 
'institutional' reality - a world of patent fictions collectively taken on trust. It 
makes fine-grained predictions testable in the light of archaeological data -
predictions recently vindicated by finds of Middle Stone Age ochre pigments at 
Blombos Cave and comparable South African sites. Until a rival hypothesis 
emerges, FCC seems the most promising way of connecting Steels' experiments 
and findings with the available archaeological and other empirical data. 
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Different models of language change and evolution place emphasis on different 
factors driving evolution. Croft (2000), for instance, highlights the effects of 
social prestige as a selective pressure behind language change. This paper 
outlines a new methodology to quantitatively assess whether a proposed factor 
exerts selective pressure on the evolution of linguistic variants, or whether 
evolution is neutral with respect to that factor. The method involves running 
simulations of the spread of linguistic variants (using P61ya urn dynamics, see 
below) and then applying the Price equation, a tool from evolutionary biology 
(Price, 1970) recently applied to models of language evolution (Jaeger, 2008), to 
the simulation outcomes. A P61ya urn contains a number of tokens of different 
variant types. At each time step a token is drawn at random and then it is 
returned to the urn and n tokens of the same type are added to the urn. Urns 
represent agents and the tokens are exemplars of cultural variants. Drawing a 
token stands for production of an exemplar and addition of new tokens 
represents storage of perceived exemplars. The variant population evolves as the 
relative proportions of the types change. 
The price equation (Eqn. 1) quantifies the respective contribution of selection 
(the covariance term in Eqn. 1) and transmission error (the expectation term in 
Eqn. I) to change in a quantifiable feature z of the tokens (ru- in Eqn. I). In this 
paper we focus on selection: if we find that the covariance term is different from 
zero, we can infer that the feature constitutes a selective pressure. The proposed 
methodology is illustrated by examining whether the factor "variant prestige" 
exerts selective pressure on variant evolution in the P61ya urn simulations or not. 
In a simulation with variant prestige in place, when a high-prestige variant is 
selected, three tokens of that type are added to the urn (modeling production of a 
high-prestige variant having a high impact on hearers); conversely, when a low­
prestige variant is drawn, only one token of that type is added to the urn. In the 
"no prestige" condition, one token is added regardless of which type is drawn. 

(1) & = cov(; 'zi) + ~ ; ~i) 
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The Price equation is applied at every timestep in the simulation by 
comparing the state of the urn at the current and the previous timestep. Fig. 1 
shows the average covariance values with and without prestige. Positive 
covariance on the right-hand plot indicates that prestige level covaries with 
fitness, therefore prestige poses positive selective pressure on variant evolution. 
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Figure 1. Covariance term of the Price equation calculated at each timestep of a P61ya urn simulation 
(values averaged for each timestep over 1000 simulation runs). Decreasing values over time reflect 
the fact that adding one or two tokens has diminishing impact on the increasing population of tokens 
that accumulates in the urn. 

This is a simple illustration of a methodology that can be extended in 

multiple ways: by examining the second term of the Price equation, transmission 
error can be investigated; the P61ya urn simulation can be extended to include 
social network structure, learning algorithms, generation tumover, random or 
directed mutation, etc.; the feature of interest can be not only social prestige, but 
also novelty value, resilience to noise, ease of production etc. 
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Inspired by the assumption that all evolutionary systems are instantiations of the 
same process of random variation and differential retention of variants (Hull, 
1988), a number of scholars have based their models of language change and 
evolution on evolutionary biology. The convention in evolutionary anthropology 
and archaeology tends to be that knowledge, skills and values residing in 
people's brains constitute the cultural genotype, while artifacts and behaviours 
constitute the phenotype (e.g. Boyd & Richerson, 1995). Some models of 
language evolution also see the genotype in mental entities such as rules (Kirby, 
1999) or information in neural assemblies (Ritt, 2004). Others, however, define 
mental phenotypes: grammars, or sets of learned rules (Croft, 2000; Mufwene, 
2008) and public, behavioural genotypes residing in usage data (utterances). 
This paper offers theoretical support and evidence for the latter option. 

The relationship between phenotype and genotype is an asymmetric one: 
the central dogma of molecular biology (Crick, 1970) states that information 
cannot flow back from protein to gene. Generalising, phenotypic features, 
acquired during development, cannot be encoded in the genotype and therefore 
cannot be inherited. Genotypic information acquired during replication or 
mutation, on the other hand, is indeed heritable. 

Let us consider two examples from language change: First, the ongoing 
collapse of a three-gender into a two-gender system in Dutch. Dutch masculine 
and feminine nouns take the definite article de (while neuter nouns take the 
article het), and speakers in some communities can't tell the gender of 
etymologically masculine or feminine words. When prompted to produce an 
utterance where a de-noun requires a (gendered) possessive, some speakers will 
apply the feminine possessive and others the masculine. This is evidence that, 
from the same usage data, some learners induce the masculine rule for a given 
noun while others induce the feminine rule. If the rules are the genotype, which 
replicate when speakers induce rules from data, and the data is the phenotype, 
we have here a case where genotypic information is not being faithfully 
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replicated from generation to generation: different people have different rules in 
their grammars, but this is not noticed during communication because de-nouns 
seldom have gendered modifiers. However, if the data is the genotype and the 
rules are the phenotype that develops from the interaction between the data and 
the leamer's brain, the different rules induced by different learners are simply 
phenotypes with different developmental trajectories. These different rules, as 
expected, are nevertheless faithfully replicate the genotypic information (de 
followed by noun) in the data they produce. 

Second, during the process of degemination where a double consonant 
becomes a single consonant (e.g. Latin cuppa becomes Spanish copa), speakers 
before the change had a rule that distinguished between double and single 
consonants. After the change, speakers have a new rule for pronouncing the 
consonants that does not include such distinction. During the transition, speakers 
with the distinction rule produced data where double and single consonants were 
barely distinguishable; learners exposed to such data must have induced the no­
distinction rule. If the rule is the genotype and the data is the phenotype that 
develops from the interaction between the rule and the social communicative 
environment, the loss of distinction between double and single consonants is 
acquired during development of the phenotype (production of data). The central 
dogma would not allow that information from being encoded into the genotype 
(the learners' rule); yet here phenotypic information does precisely that and 
continues to be inherited over subsequent generations. This is why it has been 
proposed that cultural evolution is Lamarckian, as it allows inheritance of 
acquired characters. A solution to this problem that does not require appealing to 
Lamarckism is to take the data to be the genotype and the rule to be the 
phenotype that develops from the interaction between the data and the brain 
during social communication. Now, the loss of distinction is an error in 
replication of the genotype (a mutation), which is, as expected, heritable. 
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1. Introduction 

In nonhuman Primates there is evidence that some vocalizations can be 
combined according to structural rules to form complex utterances (Zuberbiihler, 
2002). This combinatory ability, which resembles human language, is 
sometimes linked with changes in vocalizations meaning in relation to the 
context in which the vocal signal is emitted. Long-distance calls are relatively 
common among primates, including lemurs. However, indri (lndri indri) 
represents a unique case because of its impressive howling cries, known as "the 
song of the indri" (Sorrentino et aI., 20 I 0). The song is a complex sequence of 
vocalizations emitted by group members in a coordinated manner. The song 
informs neighbouring groups about the occupation of a territory and also may 
serve a cohesion function for the group members (Pollock, 1986). Within this 
study, we analyzed the acoustic features of indri's songs given in two different 
contexts: when the group members are in visual contact (Territorial songs, 
hereafter TS) and when indris are dispersed in their territory (Cohesion, 
hereafter CS). We aimed to investigate to what extent songs given in the two 
contexts showed acoustic differences that could show a potential for reference­
like communication in these lemurs. 

2. Materials and Methods 

For the purpose of this work we studied 59 songs of II groups from different 
populations of indris (lndri indri) in Eastern Madagascar. We audio-recorded 31 
individuals, both males and females, both adults and sub-adults. We recognized 
individual contribution to the song. For each song we measured: the number of 
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notes, song duration, the percentage of individual contribution and the number 
of signallers. Statistical analyses were performed using SPSS 17.0 for Mac. 

3. Results 

We observed that while the group members usually did not show specific 
movements after TS, movements towards the direction of one of the emitters 
always followed the emission of CS . Analyzing the timing of each individual 
contribution we have found out that TS showed longer duration (127.4 s ± 74.8 
s) than CS (74.6 s ± 24.8 s; t-test, N = 59, t = 2.918, P = 0.005). TS showed a 
higher number of notes uttered (70 ± 37), on average twice the number of the 
notes given in CS (35 ± 18; t-test, N = 59, t = 3.752, p < 0.001). Even ifindris 
have shown that they do generally produce more calls during TS, the percentage 
of individual contribution is greater in CS (t-test, N = 59, t = -2.378, P = 0.021). 
Notes emitted during TS and CS showed differences in Fundamental frequency 
modulation in relation to the sex of the emitters. 

4. Discussion and conclusion 

This study provides evidence that the acoustic potential for functionally 
referential communication is present in the loud vocalizations of free-ranging 
strepsirrhines. Our results showed that songs given by the indris differ in timing 
of sound production and duration of the individual song depending on the 
context of emission (territorial vs. cohesion) and on the sex of signallers. 
These differences are in agreement with the prediction that utterances serving 
different functions show characteristic acoustic cues (Clarke et aI., 2006), even 
if, in the indris' song, they are mainly related to temporal parameters. 
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According to a controversial hypothesis, a characteristic unique to human language 
is recursion (Hauser, Chomsky and Fitch, 2002). Contradicting this hypothesis, it 
has been claimed that the starling, one of the two animal species tested for this 
ability to date, is able to distinguish between acoustic stimuli based on the presence 
or absence of an abstract, center-embedded recursive structure i.e. they did 
distinguish between song fragments (A, B, etc) structured as AABB (recursive) and 
ABAB (non-recursive) (Gentner et aI, 2006). In our experiment (van Heijningen et 
aI, 2009) we show that another songbird species, the zebra finch, can also 
discriminate between artificial song stimuli with these structures. Zebra finches are 
able to generalize this to new songs constructed using novel elements belonging to 
the same categories, similar to starlings, i.e. new A and B type exemplars. However, 
to demonstrate that this is based on the ability to detect the putative recursive 
structure it is critical to test whether the birds can also distinguish songs with the 
same structure consisting of elements belonging to novel, unfamiliar categories, in 
this case C's and D's. We performed this test and show that seven out of eight zebra 
finches failed it. This suggests that the acquired discrimination was based on 
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phonetic rather than syntactic generalization. The eighth bird, however, must have 
used more abstract, structural, cues. Nevertheless, further probe testing showed that 
the results of this bird, as well as those of others, could be explained by simpler rules 
than recursive ones. The eight bird for instance, used 'recency xx', meaning that he 
seemed to respond to structures ending with a repeated element and so made the 
distinction between AABB and ABAB instead of using all elements. Although our 
study casts doubts on whether the rules used by starlings and zebra finches really 
provide evidence for the ability to detect recursion as present in 'context-free' 
syntax, it does provide clear evidence for abstract learning of vocal structure in a 
songbird. 
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The critical period for language acquisition is often assumed to be nothing more 
than a by-product of development. However, evolutionary computer simulations 
show that it can be explained as a result of biological evolution (Hurford, 1991). 
In the present study the aim is not to explain how and why this age sensitivity 
evolved but to investigate the consequences of this individual-level disadvantage 
on a culturally evolving vowel system as a whole. Using two different agent-based 
computer models it will be argued that a difference in learning ability between 
children and adults can improve the stabilization and preservation of complexity 
of vowel systems in a changing population. 

The first model is a re-implementation of the one described by de Boer and 
Vogt (1999), which consists of a population of agents that interact through imita­
tion games using realistic mechanisms for production and perception of vowels. 
The agents have a vowel memory in which they store learned prototypes of vowels 
and in response to their interactions with other agents they update their memory 
and learn new sounds. Analogous to the results of de Boer and Vogt (1999) the 
model shows that a population in which new members are born and old mem­
bers die, a critical period stabilizes vowel systems over the generations. In this 
case the adults provide the learners with a stable target facilitating the acquisition 
process. Figure I shows the difference in the changes of the vowel system after 
transmission in a population with and without age structure. 

The second model is a variation on the first which integrates the linguistic 
paradigm of Optimality Theory (aT). In this version of the model, the agents 
imitate each other using their own bidirectional stochastic aT grammar (Boersma 
& Hamann, 2008) consisting of a ranked set of articulatory and cue constraints. To 
produce or perceive a speech signal, a set of possible candidate forms is evaluated 
by the grammar. The candidate that violates the fewest highly ranked constraints is 
selected. In response to their interactions with other agents they learn by adjusting 
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Figure I. Emerged vowel systems in the first model. Initial vowel system in grey. 

the ranking values in their grammar. This new approach replicates the stabilizing 
effects on the emerged vowel systems. 

The results suggest that the critical period might be more than just an unfor­
tunate consequence of development since its influence can be beneficial at the 
population level. If complexity can be more faithfully transmitted from one gen­
eration to the next, there is less need for new agents to reinvent structures that 
were already present. A cultural behavior can lead to biological adaptations for 
this behavior (the Baldwin effect). However, in language, one of the obstacles 
involved in this process is change (Christiansen & Chater, 2(08). Biological evo­
lution takes a long time to evolve adaptations, so the more stable the linguistic 
environment, the higher the expected role of the Baldwin effect. We propose that 
the age structure plays a role in the evolution of adaptations for functional fea­
tures of language. It may provide the stability needed for the evolution of learning 
biases that favor the acquisition of more complex speech (and language). 
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1. Unidirectionality in linguistic change 

The study of language change is relevant for theories of language evolution in 
various ways. One important connection emerging from grammaticalization the­
ory is the unidirectionality hypothesis (Hopper & Traugott, 2003): the idea that 
language change is a directed rather than a cyclical process. While not without 
its critics, (cf. Fischer (2000), Newmeyer (2006)), unidirectionality allows for the 
reconstruction of earlier language states, including, at least in principle, the earli­
est stage of human language (Heine & Kuteva, 2002). The aim of this paper is to 
study the plausibility of unidirectionality and the possibility of cyclical processes 
from the perspective of social factors in language change, using computer models 
of cultural transmission. 

2. A simulation of socio-linguistic change 

We present a number of high-level computer models simulating the social factors 
involved in language change. The models all build on the concept of a linguistic 
community, consisting of interacting agents that adapt their use of linguistic items 
to their peers. Linguistic items are treated as cultural traits: pieces of information 
that are transmitted through the population by social learning. 

We study the effects of different transmission models, inspired by Nettle's 
(1999) adaptation of Social Impact Theory. We simulate language learning, where 
the linguistic items acquired by an individual are a function of the community's 
linguistic behaviour. This function incorporates differences in social status, prox­
imity of agents to each other and the number of individuals carrying different 
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traits. The result is a high-level description of a heterogeneous linguistic com­
munity that allows us to efficiently study processes involved in language change, 
while considering different community structures, learning algorithms and lan­
guage structures. We incorporate insights from socio-linguistic theories on the 
transmission of linguistic forms; in particular, we model William Labov's (2001) 
investigations into probability matching in variant use by formalizing the social 
pressures on language users in a game-theoretic framework. 

3. Results 

The results of our simulations show that, due to the social factors we included 
in our models, language change frequently shows reversals, where two states of 
the language alternate. Moreover, we find that the direction of change, even in a 
small community, is often unpredictable. To the best of our knowledge, ours is the 
first model to show ongoing linguistic change, where the process neither settles 
in a fixed point nor continues to drift driven by stochasticity alone. Our findings 
imply that language change does not necessarily proceed unidirectionally, and 
thus call into question attempts to reconstruct early language states by backward 
application of general trends observed in diachronic change. This means that the 
results from historical linguistics need to be treated with caution when applied to 
the study of language evolution. 
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To gain insight into possible scenarios for evolution from what we know about 
the development oflanguage it is useful to distinguish what is 'old' from what is 
'new' in the species. I take just two properties of human language to be critically 
'new': the wide diversity of sound patterns made possible by our uniquely 
flexible speech production mechanism - whereas the corresponding perceptual 
apparatus, widely shared by other mammals, is evolutionarily ancient (Hauser, 
1996) and our capacity for declarative memory, which makes it possible to 
rapidly retain arbitrary sound-meaning pairings and thus to encode symbolic 
meaning (Deacon, 1997) - whereas the slow mechanisms of procedural memory 
are broadly characteristic of biological species (O'Reilly & Norman, 2002). 

To understand ontogenetic development from (i) the production of speech­
like or 'canonical' syllables, which emerge quite suddenly in the middle of the 
first year of life, through (ii) interpersonal discourse, which supports the 
construction of meaning, to (iii) symbolic word use and the beginnings of 
phonological systematicity in the second year, just two more characteristics of 
human brain function must be added: the Mirror Neuron response (di Pellegrino 
et aI., 1992), which makes the actions of others salient sources of imitative 
behavior once a child's own repertoire includes those actions (Vihman, 2002), 
and the rhythmic underpinning of emergent motor skills (Thelen, 1981), 
including canonical babbling (Oller, 2000). One key element in this 
developmental profile cannot be projected back to evolutionary time - namely, 
'interpersonal discourse'. However, Knight (2000) argued persuasively that 
vocal exploration in the safety of the mother-child relationship, with instinctive 
tum-taking and mutual imitation, is a highly plausible source for the 'discovery' 
of the potential of distinctive sound patterns for carrying referential meaning. 

The first vocal symbols take on meaning from their use in consistent 
situational or affective contexts, whether learned from adults or, in the case of 
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'protowords', 'invented' as a response to the expressive impulse (Vihman, 
1996). The next step is the formation of categories of prosodic shapes or 
'templates' based on distributional learning over the early vocal forms (or 
exemplars), as is found in both first and second language learning (Ellis, 2005; 
Vihman & Croft, 2007). Here the principles of rhythm, alliteration, assonance, 
etc. which underlie adult poetic practice (and which serve a mnemonic as well as 
an aesthetic function) must be at work. Since subtle templatic patterns have been 
identified in both Semitic (McCarthy & Prince, 1995) and non-Semitic adult 
languages (Scheer, 2004), this patterning in the service of memory, which we 
see as the origins of system in the child, could have arisen in a similar way in 
prehistory, through cycles of declarative and procedural learning - once vocal 
exploration had led to the first symbolic expression. 
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The heterogeneous category of phenomena covered by the term body language 
(roughly equivalent to nonverbal coinmunication, NVC), although essential to 
human day-to-day communication, is also largely dissociable from human verbal 
behaviour. As such, it has received little attention in the area of evolution of 
language research. In this paper we point to an important factor - signal 
reliability (honesty) as an elementary constraint on communication as an 
evolutionarily stable strategy (ESS) - which shows promise of restoring the 
relevance of broadly construed body language to the evolution of language. 

Contemporary research on the emergence of language-like communication 
has tended to target the language-related cognitive capacities, with relatively less 
focus on the fundamental game-theoretic constraints as dictated by evolutionary 
logic. Communication, in order to remain an ESS, must be honest, i.e. signals 
must be reliably correlated with those aspects of the environment for which they 
are shorthand!. Despite suggestions at possible mechanisms (e.g. Scott-Phillips 
2008), the origin of honest, cooperative signalling in human phylogeny remains 
among the least understood aspects of the evolution of language. 

It has been compellingly argued that the evolution of communication in 
nonhuman animals is reception-driven, i.e. it is the receivers that are selected to 
"acquire information from signalers who do not, in the human sense, intend to 
provide it" (Seyfarth & Cheney 2003: 168). Body language is characterised by 
similar properties, that is the transfer of information not intentionally provided 
by the signaller. Crucially, it is this last property that makes body language 
resistant to manipulation, and thus endows it with relatively high signal 
reliability (honesty). At the same time, in mimetic (Donald 1991) creatures, body 

1 The full argument, principally an extension of the reasoning already extremely well established in 
evolutionary literature, is made in Wacewicz & ZywiczyiIski (2008), section 2. 
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language can be brought under limited voluntary control by the signaller, with its 
elements selected as self-contained individual communicative segments. 
Consequently, although lacking continuity in most other respects, in this respect 
body language becomes continuous with language-like communication. This fact 
is most clearly reflected in gesture studies where gesticulations are placed on a 
continuum, through pantomime and emblems, to linguistic signs (McNeill 2005). 

We argue that the set of phenomena subsumed under the term 'body 
language' is very likely to have played an essential role at the critical 
bootstrapping stages of (proto)language evolution by attenuating its initial 
fragility. At a minimum, body language could have provided a reliable frame of 
reference to check against during exchanges of first language-like messages (e.g. 
Laver & Hutcheson 1972 for examples from modem human communication). 
More boldly, however, it can be proposed that microbehaviours originating in 
body language could have themselves become taken over and employed as 
segments in a qualitatively new communicative system. This possibility is 
relevant to increasingly popular 'gesture-first' theories (e.g. Corballis 2002), and 
still more relevant to 'gesture-together-with-speech' theories (e.g. McNeill 
2005), providing a noteworthy alternative to the assumption that the first signs 
had their origins, through ritualisation or otherwise, in instrumental action. We 
offer this last suggestion merely as an interesting conjecture, which nevertheless 
has the merit of pointing to a yet unexplored research area. 
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In humans, facial expressions, associated or not with speech, constitute a mean 
of communication in itself. By contrast, facial and vocal productions in 
nonhuman primate are essential communicative signals that form an integral part 
of inter-individual social interactions. The measures of asymmetrical facial 
expressions in humans show a right hemi-face bias when speaking and a left side 
bias for expressing facial emotions (Graves & Landis, 1990). These findings 
demonstrate the right hemispheric dominance theory for the control of emotions 
whatever the emotional valence (i.e., Borod et a!., 1997). However, Davidson et 
a!. (1990) have formulated a hypothesis named the valence theory for which 
negative emotions are controlled by the right cerebral hemisphere and positive 
ones by the left cerebral hemisphere. Few studies have investigated hemispheric 
lateralization for vocal and facial productions in nonhuman primates. In 
chimpanzees and in rhesus monkeys, a significant leftward bias (hence right 
hemisphere dominance) for emotional expressions was found, whereas a 
significant left bias for positive emotions and a right bias for the negative ones 
was reported in marmosets (for a review, see Hopkins & Fernandez-Carriba, 
2002). Reynold Losin et a!. (2008) have found a right hemi-face bias for 
producing learned vocal signals (atypical sounds intentionally produced by 
captive chimpanzees). In view of these few studies, one of our primary interests 
is to study the presence of asymmetrical oro-facial productions in baboons in 
order to determinate if these communicative signals reflect cerebral control that 
are related to homologues of the language area, or by contrast are of a purely 
emotional nature. According to the emotional hemispheric dominance theory, it 
is expected that the left side of the baboon's face, and thus the right hemisphere, 
would be more involved in the production of vocal and facial expressions 
whatever the emotional valence. However, in compliance with the valence 
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theory, we should observe an involvement of the right hemisphere for negative 
emotions and a left hemisphere specialization for positive emotions. Still images 
of full expressions from videos were obtained on a sample of 73 captive baboons 
(Papio anubis) concerning affiliative (lipsmack, copulation calls) and agonistic 
behaviors (screeching, eyebrow rising). To analyze still pictures, a line is drawn 
between the inner comers of the eyes and compared to the horizontal lines on a 
fixed grid in order to rotate the face into a vertical position. A perpendicular 
vertical line is drawn at the midpoint of the line between the inner comers of the 
eyes that split the face into two halves. To measure the hemi-mouth's area, a 
freehand line on the inner side of each hemi-mouth is drawn and the surface (in 
pixels) is calculated for the two herni-mouths. A Facial Asymmetry Index (FAI) 
is calculated by subtracting the left hemi-mouth area from the right hemi-mouth 
area and divided by the sum of right and left measures. The results are still under 
analysis. However some interesting findings are already available. Thus, for 
screeching, an agonistic behavior, a significant leftward bias appeared (t(4S) = -
0.07, P = <.01). The results will be discussed in the light of the available 
literature concerning asymmetrical facial and vocal emotional productions in 
nonhuman primates and hypotheses regarding language evolution from the 
perspective of our primate heritage. 

This research was supported by a French National Research Agency (ANR) 
grant reference ANR-OS-BLAN-OOI L01. 
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Several insights of evolutionary biologist Richard Dawkins have contributed to 
the study of language evolution. One often cited is the meme - a cuIturally­
transmitted replicator (Dawkins, 1976). In addition, the work of Krebs and 
Dawkins (1984) on animal signaling is widely referenced. One less-cited 
Dawkins concept is the extended phenotype (Dawkins, 1982). Kirby observed 
that language is "part of our extended phenotype" (1998, emphasis his), and 
Levinson and Evans state that humans have "a very highly developed 'extended 
phenotype'" (2009), but how might this apply to language evolution? 

It is the view of Dawkins that the somatic phenotype is incomplete, that the 
effects of genes can also constitute an extended phenotype ("EP ") in the form 
of artifacts or effects on the behavior of others. This concept was introduced as 
part of his larger project of developing a "gene-centric" view of evolution, so his 
book on the topic (Dawkins, 1982) does not discuss language as such. 

For example, consider the spider's web. Although an artifact, the web is as 
much a part of her phenotype as her legs or eyes, "a huge extension of the 
effective catchment area of her predatory organs" (Dawkins, 1982). The work of 
beavers is a related artifactual example, although there is a key difference. The 
web is transient; its functional value disappears with the death of the spider. A 
dam, on the other hand, can outlive the beaver(s) that built it and continue to 
function for future populations. 

Dawkins also considers phenotypes extended not by construction but by 
instruction. Many examples can be found in the somewhat gruesome world of 
animal parasites. At some stage in their often complex life cycles, many 
parasites use chemical signals to control the behavior of their intermediate hosts, 
often to the hosts' detriment (Moore, 2002). This is a different sort of EP, not 
artifactual but behavioral. 

A more complex behavioral example is the alarm system ofvervet monkeys 
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(Cheney & Seyfarth, 1990). They use three calls - one for each of three predator 

classes and each yielding a specific evasive behavior. When one monkey sees a 

predator, it emits the characteristic alann and nearby monkeys engage in the 

appropriate behavior. The "lookout" is part of the EP of every other monkey, but 

the others also are part of the lookout's EP. The monkeys appear to share a 
common, socially-constructed EP, but their audible behavioral controls work 
only in the present time and in the local environment. 

Do these examples clarify whether the EP is relevant to language evolution? 
Two thoughts come to mind. First, language is an artifact like a spider's web or 

a beaver's dam. It persists as long as new speakers come into being, and its 
functionality outlives its creators. But it is also an artifact that can continue to 

influence the behavior of others - not only a construction, but a construction 

that embodies instruction. Through language, the human phenotype can extend 
without limit spatially and temporally. 

One constraint is that the EP is limited to the effects of language on others' 

behavior, and while these effects contribute raw material to natural selection 

(Waddington, 1972), they are not the entire story. Also, it is debatable whether a 

strict "gene-centric" reading of Dawkins includes artifacts and influences that 
are not under direct genetic control. Perhaps when Kirby and others speak of the 

EP, they are speaking metaphorically. But metaphor or not, the EP appears 
worthy of further analysis for thinking about language evolution. 
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In all human languages, the link between forms and meanings is highly sys­
tematic. Particular forms correspond to particular meanings, and particular com­
positions of forms correspond to particular compositions of meanings (composi­
tionality). The conditions under which compositional languages may evolve have 
been extensively studied, often employing computational models (Briscoe, 2002). 
Such conditions are for instance the presence of a learning bottleneck (Kirby, 
2002) and the presence of certain innate or acquired learning biases (Smith, 2003). 

Smith (2003) developed a model to investigate which learning biases are re­
quired for a compositional language to evolve in a population of agents. In the 
model, each agent is modelled as an association network linking signals to mean­
ings. The algorithms for signal production and signal interpretation strongly re­
semble encoding and decoding. For instance, interpreting a signal amounts to 
retrieving the meaning to which the signal is most strongly associated. 

Smith (2003) concluded that two learning biases are necessary for the emer­
gence of a highly compositional language. First, the agents in the population need 
a bias in favour of one-to-one mappings between signals and meanings. Second, 
the agents need a bias in favour of decomposing signals and meanings into smaller 
parts. In a population of agents lacking one or both of these biases, a composi­
tionallanguage cannot be maintained through a learning bottleneck. 

This conclusion holds, at least, when the agents involved do not possess any 
inferential capabilities. The model in (Smith, 2003) is based on the code model 
of communication, which assumes that signal production and interpretation can 
be fully described as a matter of encoding and decoding (Shannon & Weaver, 
1949). The central position of the code model in many computational models of 
language evolution has been food for discussion during previous editions of the 
Evolang conference. What will happen to the necessity of certain learning biases, 
as proposed by Smith (2003), if the assumptions underlying the code model of 
communication are dropped? 

I will present a re-implementation of the model by Smith (2003) that addresses 
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this question in two ways. First, following Langacker (1987) the model attempts 
to embed linguistic knowledge into the more general framework of conceptual 
knowledge. Utterance production and interpretation are regarded as the same cog­
nitive process, rather than the antagonistic encoding and decoding. Additionally, 
following Hoefler (2009) the (cognitive) distinction between signals and meanings 
is entirely dropped. 

Second, the model incorporates the inferential account of communication as 
formulated within Relevance Theory (Sperber & Wilson, 1995). The inferential 
account of communication describes utterance interpretation as an inferential pro­
cess, rather than a mere decoding. Relevance Theory grounds inference in the 
fundamental principle that all cognitive processes tend to the maximisation of rel­
evance, i.e. obtaining the highest effect, which is context-dependent, with the least 
effort. Context, finally, is modelled using the notions of ignorable and inferable 
information as introduced by Hoefler (2009). 

Abandoning the code model as such has resulted in a synthesis of the model 
developed by Smith (2003) to simulate learning biases and the model developed 
by Hoefler (2009) to simulate the role of context. The results obtained with this 
synthesis confirm the findings of Smith (2003) and Hoefler (2009) individually. 
However, exploring the parameter space further, by combining different learning 
biases with different kinds of contexts, has so far revealed an interesting and com­
plex interplay of language learning and language use. 

I will explain how the learning bottleneck, learning biases and inference may 
together determine the evolution of systematic languages. Based on the results 
obtained, I will discuss the validity of the code model of communication for sim­
ulations of language evolution. 
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Over the last decade, the potential explanatory power of cultural evolution has 
been widely promoted in the field of language evolution. However, a recent study 
reports an intriguing case of cultural evolution (Feher, Wang, Saar, Mitra, & Tch­
ernichovski, 2009). Birds reared in a deprived, unexposed environment consisting 
of singing males acquire different types of songs to the wild-type. Interestingly, if 
their offspring of the captive birds are exclusively exposed to songs in this lineage, 
within a few generations, their songs converge back to the wild-type. This sug­
gests that cultural evolution may not complexify a cognitive system if it is strongly 
genetically biased. 

Deacon (2003) has proposed that the complexification of a cognitive system 
is often triggered by the degradation of genetic biases. Masked from natural se­
lection, a given cognitive system would be unharnessed from its genetic biases: it 
would accept a novel information flow from various neural modules, and syner­
gistically exhibit a new property. He termed this "genetic redistribution." Given 
this, Deacon hypothesizes that the perplexing case of the song evolution of the 
Bengalese finch (Okanoya, 2004) is due to the degradation of the genetic bias 
of song learning. He proposes that the domestication of the species allows novel 
neural modules to affect its song learning, and consequently complexifies the song 
pattern of the finch compared to that of its feral ancestor. 

We model this hypothesis within the Iterated Learning Framework. Agents 
are represented as Jordan recurrent neural networks (Figure. I ). The network is 
specifically chosen as it can naturally model sequential song production based on 
auditory feedback. During the learning period, a learning agent receives song in­
puts from an adult. Before the experiment begins, a neural network is trained to 
master a simple, linear song, and its weight configuration is then transferred to the 
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first agent as the genetic bias. Although this bias is inherited by the agent's de­
scendants in order to model a masked situation, no selection is introduced. Thus, 
mutations gradually erode the original weight configuration over the generations, 
and degrade the genetic bias. Finally, to model the redistributional nature of the 
masking process an extra set of input nodes is designed to provide an additional 
source of information flow and random noises are constantly added to the nodes. 
In the early generations, inputs from these nodes may be ignored as the network is 
trained to focus only on inputs fed back from the output layer in order to acquire 
the simple song provided during the training mode. 

Our result demonstrates that as the genetic bias degrades over the generations, 
agents start to acquire more complex songs. This tendency is further strengthened 
by the iteration of learning, as later generations receive the deformed songs as 
their inputs. By and large, the result is on a par with (Ritchie & Kirby, 2005). 
However, we find that as noise is removed from the network, the bird song tends 
to increase in single note repetition, and hence decreases in its complexity. The 
result supports Deacon's hypothesis. 
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In the mid 1990's, Chomsky started a new research program called "the Mini­
malist program". He abductively infers that the kernel of the language faculty (the 
faculty of language in the narrow sense, FLN) would be perfect in an ontological 
sense: one which is similarly found in physical systems such as snow flakes or 
soap films (Chomsky, 2004). These physical entities can spontaneously optimize 
their states against restrictions acting as their boundary conditions. Along the 
same line, Chomsky writes that the peculiar property of FLN is mostly described 
as the result of its spontaneous reaction to constraints imposed by other neural 
modules where FLN is inserted. Using its strongest thesis, Minimalism postulates 
that FLN is completely comparable with physical, non-adaptive principles. 

One of the secondary effects of this thesis is its implications for language evo­
lution: If it is really proven, Chomsky claims, a teleonomic explanation of the 
ontological emergence of FLN becomes unnecessary (Chomsky, 2004). Instead, 
one can consider the emergence of FLN as a result of non-organismal processes 
in living organisms. Mayr (1974) has pointed out that apparently end-directed 
processes also exist in physical systems (such as the fact that a pendulum always 
stopping at the plumb line). He called such a propensity in physics "teleomatic", 
although he did not himself believe that teIeomatic properties have a causal power 
in evolution. Yet, this line of thinking has been elaborated on recently. For in­
stance, Kauffman (1989) assumes that self-organization, a teleomatic process in 
non-equilibrium systems, would be utilized a number of times during the history 
of biological evolution. Minimalism follows this avenue, and this is partly why 
self-organization has become one of the key terms in the program. 

We believe, however, that this derived conclusion seems to be a little far­
fetched. For example, while approving his creative contribution to evolution­
ary biology, Gould (Gould, 1971) refuted D' Arcy Thompson's view of physico­
mathematical regularities in living organisms. Thompson indicated that such reg­
ularities found in various forms of organisms are traces of physical principles 
working on them, and there is no need to invoke adaptive explanations. However, 
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this does not necessarily mean that there is no teleonomic cause involve. Con­
sider the case of honeycomb, one of the most cited examples of perfect physico­
mathematical regularities found in living organisms. If its ontological emergence 
is purely teleomatic, how do we explain its obvious function as a nest (e.g., struc­
tural strength, minimal usage of resources, and/or maximized capacity with min­
imized surface occupation)? If these functions are not teleofunctional, they must 
be somehow exapted. However, this claim is implausible as it suggests that the 
ancestral honeybees had somehow started to create honeycomb (with the perfect 
form) for nothing, and then began to use it as a nest. 

We identify as a problem with the program that it vests teleomatic processes 
with too much explanatory power. The strong minimalist thesis seems like an 
attempt to expel all possible teleonomic factors from the kernel of the language 
faculty. To rectify this view (and while allowing for the possibility of optimality 
in FLN), we hypothesize that FLN has taken advantage of teleomatic properties at 
various stages in its evolution. In other words, teleomatic processes are subsumed 
within teleonomic processes in evolution. Adaptive evolution is an optimization 
process of a number of parameters distributed on a higher-order space. As Kauff­
man (1989) has eloquently expressed, teleomatic processes enable organisms to 
establish orders for free. Together with the fact that breaking physical stabilities 
would be a costly option, evolution may sometimes leave organisms under local 
minima in adaptation (This is somewhat similar to the fact that historical con­
tingencies often interfere optimizing adaptation), but carve physico-mathematical 
traces on their forms. This is why, we believe, parts of the language faculty ap­
pears as though they are defying potential adaptive values of the system. We also 
assume that cultural evolution is a part of this synergy of teleonomic and tel eo­
matic processes: by cascading information through learning, the parasitic knowl­
edge of language becomes self-organized to take constraints imposed by the brain. 
Therefore, boundary conditions mostly hold in the acquisition process, as, for ex­
ample, in the poverty of the stimulus. 
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We aim to add some clarity to the ongoing debate between gesture-primacy and 
speech-primacy theories of language evolution by addressing the questions: 
(1) What is meant by "gestural primacy"? (2) What kind of evidence can be 
adduced for (or against) it? With respect to (1), we must distinguish between 
theories of (1 a) an evol~tionary stage of gestural language (Corballis 2002), (1 b) 
gestural protolanguage ("protosign") (Arbib 2005) and (Ic) gestural, and more 
generally mimetic prerequisites for (proto )Ianguage (Donald 1991, 1999; Zlatev 
2003,2008). 
Concerning (2), a wealth of convergent evidence in favor of gestural primacy 
has been presented over the past decade: (2a) the Ubiquity and universality of 
gesticulation (which differs from signed languages by not being fully 
conventional), in both speakers and signers; (2b) the overlap between the 
cortical regions involved in action, gesture and speech, with BA 45 standing out 
as a late specialization for the latter; (2c) the fact that human non-verbal 
communication is multi-modal, involving the whole body, and largely preserved 
in aphasia; (2d) the primacy of iconic and pointing gestures (and joint attention) 
with respect to speech in ontogenetic development; (2e) paleontological and 
archeological evidence showing adaptations in early Homo for tool use, but not 
for anatomical structures that have been associated specifically with speech, 
such as an enlarged hypoglossal canal and the canal down to the thorax: 
evidence for improved motor control of the tongue and breathing, respectively; 
(2f) the greater flexibility (of a limited range) of gestures in non-human apes 
compared to vocalizations. 
While all of these can be (and have been) debated, when taken together they 
constitute a strong case for early Homo communication being carried out with 
the whole body, serving as a basis for the gradual recruiting of voluntary vocal 
signs (i.e. speech) overlying bodily communication as the main channel of 
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language in hearing people - without replacing it, i.e. for theories of the type 
(I c). 

If speech had evolved first, as a specific adaptation similar to birdsong, there 
would be no rationale for the late evolution of a multi-modal communication 
system. If a purely manual signed language (1 a), or even proto language (1 b), 
had evolved first, the evolution of speech remains problematic, as the constant 
recurrence of the counter-argument "why then don't we all use signed 
languages?" testifies. If speech and gesture evolved simultaneously and 
constitute an inseparable "single system", evidence of the type (2b-2f), and 
especially the preservation of whole body communication in speech breakdown 
becomes extremely difficult to account for. 

The remaining alternative is that of the title: not "from hand to mouth" 
(Corballis 2002), but from whole-body communication, supported by species­
specific adaptation(s) for bodily mimesis, to the multi-modal system of 
linguistic communication which we use today, involving both speech and 
"gesture", in a wide sense of the term (Zlatev and Andren 2009). 
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