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Preface

VMware Virtual SAN (VSAN) is the converged storage solution for VMware vSphere.

Integrated directly into the hypervisor, this is a native solution with no VM-based
intermediaries for storage delivery. As a result, VSAN is fast, simple to deploy and
manage, and integrates tightly with the existing VMware vSphere product suite.

As the solution is native to ESXi and runs on the hypervisor itself, its architecture is simplified
and the storage-delivery mechanism is tightly integrated and uniquely suited to the needs

of vSphere infrastructures. VSAN is an object-oriented storage solution, where each VM

is comprised of a number of objects physically distributed across the ESXi cluster. This
object-oriented nature means that access to your data happens natively, without the need
for traditional intermediate storage protocols like iSCSI or Fibre Channel.

VSAN's object-oriented nature also means that your VMs exist as a series of distributed
objects rather than a series of monolithic files. Whereas, with traditional storage, you have a
series of files (configuration files, virtual disks, swap, snapshots, and so on), with VSAN you
have a coordinated and related series of objects. These objects are a container for small
configuration files (the namespace object, also called VM Home), objects for each virtual
disk, objects for each snapshot, and an object for the VM swap space.

The key point when discussing VSAN's architecture, is how it integrates into the existing
hypervisor infrastructure to deliver the final service of any hypervisor: production virtual
machines. Behind this integration of the storage and compute virtualization layers is the
notion of hyper-converged infrastructure. VSAN is one element of converged infrastructure.
The goal of hyper-converged infrastructure is to abstract the traditional demarcations within
the environment (compute, network, and storage) by converging all aspects of the datacenter
into a software-defined model with a centralized control plane and a distributed data/IO plane.
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VSAN is the storage element of the software-defined datacenter. User data (VMs) is abstracted
and distributed across the compute cluster. Each VM exists as a collection of related objects,
distributed optimally within the compute resources. VSAN natively integrates with vCenter

and its associated management tools. As a result, VSAN brings truly native, truly integrated
management of the storage system into the existing and familiar vSphere operating structure.

A major benefit to this new operating model of the storage system is its simplicity and
centralized management. VSAN obviates the need for traditional monolithic storage arrays
connected via traditional protocols. It also significantly improves on existing virtualization-centric
distributed storage solutions, typically delivered as virtual storage appliances (VSAs). Embedding
the distributed storage system into the hypervisor allows for gains in performance and
management. Native management through the vCenter Server means that storage for the
virtual infrastructure can now be deployed and managed by the virtualization engineer.

What this book covers

Chapter 1, Hardware Selection for Your VSAN Cluster, provides guidance on how to build your
own VSAN cluster hardware, or how to select from a VSAN Ready Node.

Chapter 2, Initial Configuration and Validation of Your VSAN Cluster, provides the step-by-step
procedure to configure your new VSAN cluster and ensure that it is working properly.

Chapter 3, Storage Policy-based Management, introduces the concept of policy-based
management, outlines how and why it is useful, and shows how to implement and use
storage policies.

Chapter 4, Monitoring VSAN, outlines how to monitor the VSAN cluster following deployment
and into production.

Chapter 5, VSAN Maintenance Operations, describes how VSAN maintenance is performed,
from cluster expansion to patching to modifying virtual machines.

Chapter 6, Ruby vSphere Console, covers the VSAN-related aspects of the powerful RVC utility
that is bundled with the vCenter Server.

Chapter 7, Troubleshooting VSAN, discusses how to identify and resolve various problems that
may occur in the Virtual SAN environment.

Chapter 8, Support Success, should you need to contact VMware Support to pursue issue
resolution, this chapter sets you up for success by outlining the steps you should take
to ensure a smooth and rapid support engagement.

Chapter 9, VSAN 6.0, covers specific changes in VSAN 6.0 and calls out procedural
differences between VSAN 6.0 and VSAN 5.5.

i |
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Appendix A, Chapter-specific Expansion, highlights a number of VSAN concepts that we
discussed throughout this book, which can be expanded with supplementary information
to improve comprehension. This information is presented on a chapter-by-chapter basis.

Appendix B, Additional VSAN Information, highlights additional technical details about Virtual
SAN and provides information about useful third-party tools.

What you need for this book

For this book to be meaningful and useful, you should have a VMware vSphere infrastructure
that you wish to enhance with Virtual SAN, or a plan to deploy Virtual SAN in your computing
environment. The typical vSphere utilities, such as a web browser and Adobe Flash Player, are
required. Additionally, you will need an SSH client to access ESXi hosts and/or the vCenter
Server command lines.

Who this book is for

This book is for administrators of the VMware vSphere infrastructure who want to simplify
storage delivery by integrating storage into vSphere. No extensive storage background is
needed as VMware Virtual SAN integrates into the existing vSphere solutions, with which
you are already familiar.

In this book, you will find several headings that appear frequently (Getting ready, How to do it,
How it works, There's more, and See also).

To give clear instructions on how to complete a recipe, we use these sections as follows:

Getting ready

This section tells you what to expect in the recipe, and describes how to set up any software or
any preliminary settings required for the recipe.

How to do it...

This section contains the steps required to follow the recipe.

This section usually consists of a detailed explanation of what happened in the
previous section.
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There's more...

This section consists of additional information about the recipe in order to make the reader
more knowledgeable about the recipe.

See also

This section provides helpful links to other useful information for the recipe.

In this book, you will find a number of text styles that distinguish between different kinds of
information. Here are some examples of these styles and an explanation of their meaning.

Code words in text, database table names, folder names, filenames, file extensions,
pathnames, dummy URLs, user input, and Twitter handles are shown as follows: "This will
usually begin with naa ., but depending on your storage controller type, it could also begin
with mpx., t10., or eui."

A block of code is set as follows:

[default]

exten => s,1,Dial(Zap/1]|30)
exten => s,2,Voicemail (ul00)
exten => s,102,Voicemail (b100)
exten => 1i,1,Voicemail (s0)

Any command-line input or output is written as follows:

# esxcli storage core claiming reclaim --device naa.6000c29580eef5fec51c9
84a7a662bbc

New terms and important words are shown in bold. Words that you see on the screen,
for example, in menus or dialog boxes, appear in the text like this: "Examine the registered
storage providers. There should be a group for veanDatastore."

Warnings or important notes appear in a box like this.

Q Tips and tricks appear like this.
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Reader feedback

Feedback from our readers is always welcome. Let us know what you think about this
book—what you liked or disliked. Reader feedback is important for us as it helps us
develop titles that you will really get the most out of.

To send us general feedback, simply e-mail feedback@packtpub.com, and mention the
book's title in the subject of your message.

If there is a topic that you have expertise in and you are interested in either writing or
contributing to a book, see our author guide at www.packtpub.com/authors.

Customer support

Now that you are the proud owner of a Packt book, we have a number of things to help you
to get the most from your purchase.

Although we have taken every care to ensure the accuracy of our content, mistakes do happen.
If you find a mistake in one of our books—maybe a mistake in the text or the code—we would be
grateful if you could report this to us. By doing so, you can save other readers from frustration
and help us improve subsequent versions of this book. If you find any errata, please report them
by visiting http://www.packtpub.com/submit-errata, selecting your book, clicking on
the Errata Submission Form link, and entering the details of your errata. Once your errata are
verified, your submission will be accepted and the errata will be uploaded to our website or
added to any list of existing errata under the Errata section of that title.

To view the previously submitted errata, go to https://www.packtpub.com/books/
content/support and enter the name of the book in the search field. The required
information will appear under the Errata section.

Piracy of copyrighted material on the Internet is an ongoing problem across all media. At
Packt, we take the protection of our copyright and licenses very seriously. If you come across
any illegal copies of our works in any form on the Internet, please provide us with the location
address or website name immediately so that we can pursue a remedy.

Please contact us at copyright@packtpub.com with a link to the suspected pirated material.

We appreciate your help in protecting our authors and our ability to bring you valuable content.

[ix |-
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If you have a problem with any aspect of this book, you can contact us at questionse
packtpub.com, and we will do our best to address the problem.




Hardware Selection for
Your VSAN Cluster

In this chapter, we will discuss the following topics, with a recipe for each:

» Using the VMware Compatibility Guides

» Selecting a server platform

» Selecting a storage controller

» Selecting a solid-state drive (SSD) for the cache tier
» Selecting hard disk drives/magnetic disks

» Deciding on a network standard

» Choosing a VSAN Ready Node (an alternative option)

Introduction

VSAN can only be as good as the hardware on which it runs. VSAN has special requirements
for its hardware, and so elements of your VSAN hardware will need to be selected against

a stricter subset of the overall VMware Compatibility Guide. Each element of your future
VSAN node will need to be compliant with the vSphere and VSAN Compatibility Guides to be
production-ready and ensure that the configuration will be supported by VMware.

Depending on your specific needs, you may find that the VSAN Ready Node will better fit your
needs. VSAN Ready Nodes are preconfigured systems built by the VMware hardware partners
to be VSAN ready, so the machines can simply be purchased and deployed.

You will need to decide whether specifying your own system configuration, or selecting a VSAN
Ready Node, is the best choice for your infrastructure. This chapter will prepare you for either
choice. VSAN Ready Nodes are covered in the last recipe in this chapter.

(1}
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Hardware Selection for Your VSAN Cluster

Using the VMware Compatibility Guides

While most system vendors offer hardware that is compatible with VMware vSphere, only a
subset of the hardware in the VMware Compatibility Guide is applicable for use for VSAN. It is
important to make sure that all applicable hardware exists in both guides. The storage-specific
components like hard-disk controllers and disks must meet the more-exhaustive performance
and reliability requirements for VSAN.

Getting ready
You should have some idea of your hardware requirements. This includes an estimate of your

needs for system memory (RAM), along with processor power, networking needs, and storage
requirements in terms of capacity and performance.

How to do it...

Go to your web browser and navigate to both the regular VMware vSphere Compatibility
Guide at http://www.vmware.com/resources/compatibility/search.php
and the VMware VSAN Compatibility Guide at http://www.vmware.com/resources/
compatibility/search.php?deviceCategory=vsan.

The first link will take you to the standard VMware Compatibility Guide, and the second
will take you to the VSAN sub-guide. By default, you will land on the system/server page,
to help you select a server platform.

Selecting a server platform

For VSAN, the only requirement in terms of the server platform is that it needs to appear in the
regular VMware Compatibility Guide for vSphere 5.5 or 6.0, as applicable to your deployment.
Any compatible/certified server is acceptable for use with VSAN.

Getting ready

You should be on the VMware Compatibility Guide Systems/Server page.

How to do it...

You will need to filter your selection to restrict output to only the relevant results. To do this,
carry out the following steps:

1. Within Product Release Version:, select the most recent vSphere ESXi 5.5 or
ESXi 6.0 update release.

—21
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If you have a brand preference, select it within Partner Name.

Chapter 1

While most systems in the Compatibility Guide are rack mount systems, if you have
other form-factor needs, select those within System Type.

4. If you need dedicated or expanded functionality (such as graphics acceleration for
VMware Horizon View or |/0 redirection), make that selection within Features.

5. Select your CPU socket/core and/or brand needs within the Sockets:, Max Cores
per Socket:, and CPU Series sections.

6. VSAN requires at least two CPU cores across one or more sockets. Any field left blank
assumes an inclusive search and all subcategories will be included.

7. Once you have selected all of your requirements, click on Update and View Results
to see a list of all the compatible systems meeting your criteria.

Example of the compatibility guide once filters are applied:

‘What are you looking for:

Systems / Servers

Partner Name

Intel

Product Release Version: System Type:

All - All <
| | |Blace

ESXiB.5 W Mather Board

ESXi5.5 Rack or Tower

ESXi BAU3 Rackmount

ESXiBIUZ - Tower -

Partner Hame: Features:

Inspur - All -

Fault Tolerant(FT)

Inventac Corp SR-IOV

INVESTROMICA Trusted Execution Technology(TXT)

Ipex ITG Virtual Dedicated Graphics Acceleration

ftautec S.A. D VM Direct Path IO

J&N Computer Services VM DirectPath IO for General Purpose G

Kontron

Kraftway

Leadman

Lenavo

Leo Computer -

Keyword:&

Click here to Read Important Support Information.

Server Device and Model Information

Model

Intel SR2612UR

- Compatibility Guides

Additional Criteria: (Collapse Al)

[=IMin Certified Memory:

Help Current Resuit:

[=IMax Certified Memory:

Al -

[ Sockets:

Al -

[=IEnhanced vMotion Capability Modes:

2 -

[=IMax Cores per Socket:

Al -

[=ICPU Series:
Al a
AMD Opteron 13:xx¢ Series |

AMD Opteron 22xx Series

AMD Opteron 23:xx Series

AMD Opteron 24xx Series

AMD Opteron 2xx Rev-C Series

AMD Opteran 2xx Rev-E (Dual Core) Ser ~

|=IPosted Date Range:

Al -

[The detailed lists show actual vendor devices that are either physically tested or are similar to the devices tested by VMware or VMware partners.
\VMware provides support only for the devices that are listed in this document
Click on the 'Model' to view more details and to subscribe to RSS feeds.

Search Recults: Your search for ™ Systems / Servers " returned 2 reculiz. Backto Top Turn Off Auto Scroll

CPU Series SBupported Releases

Intel Xeon 55xx Series ESX 4103 4102 41U1 41
ESXiInstallable 41U3 41u2 41uU1 41
ESXi BHU2 585U1 55 5103

All -
AMD Opteron™ Generation 1 E
AMD Opteron™ Generation 2

AMD Opteron™ Generation 3

AMD Opteron™ Generation 3 without 3DI

AMD Opteron™ Generation 4 -
[=IFault Tolerant C Sets:
All -

AMD Bulldozer Generation
AMD Opteron™ Generation 3
AMD Piledriver Generation
Haswell

Intel® Haswell Generation
Inte!® hvy-Bridge Generation
Inte® Nehalem Generation
Intel® Penryn Generation )

m

Bookmark | Print | Export to CSV]
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Hardware Selection for Your VSAN Cluster

There's more...

VSAN does also impose additional resource needs. Depending on the size of the disks you
choose and how many, VSAN will consume additional compute and memory resources. If you
typically run your systems close to the margins, in terms of compute/memory resources (or if
you are planning to with your new cluster), consider specifying a modest amount of additional
CPU and memory in the configuration. VSAN is capped at 10 percent resource utilization for
CPU and memory as a maximum, so adding at least 10 percent to your assumed consumption
should leave you with comfortable operating margins.

Additionally, VSAN requires a local boot device, either an SD card, or other low-performance
solid-state memory, or a dedicated hard disk drive, or SSD. The boot device should be at least
16GB, in accordance with standard VMware recommendations. If your server configuration
equals/exceeds 512 GB of system RAM, then you must use a hard disk drive or SSD as your
boot device to ensure supportability, otherwise, a core dump cannot be written in the event
of a system crash.

Selecting a storage controller

Selecting an appropriate storage controller is one of the most important decisions you will
make when creating a VSAN server configuration. The storage controller has tremendous
weight in terms of |/0 performance and reliability. Because of the importance of the storage
controller on the overall performance and reliability of your VSAN cluster the storage controller
must be selected from the VSAN-specific subset of the overall VMware Compatibility Guide.

Getting ready

You should be on the VMware VSAN Compatibility Guide page.

How to do it...

The initial landing page for the VSAN Compatibility Guide will allow you to browse through
VSAN Ready Node configurations. As we will be discussing the case of VSAN Ready Nodes
later in this chapter, for now please click the "Build Your Own based on Certified Components"
link from the main page of the VSAN Compatibility Guide:

g
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-
STEP 1: Refer to the "Virtual SAN Hardware Quick Reference Guide" for guidance on how to build a Virtual SAN Ready Node.

STEP 2: To build a Virtual SAN Ready Node:

Select your Virtual SAN Ready Node of choice based on following certified Ready Nodes.

Ready Node Types: Ready Node Vendors: Ready Node Profile:
Al - Al - All =
Cisco L HY-2 Series
Ready Node Supported DELL ' HY-4 Series =
Al - Fujitsu HY-5 Saries
ESXiB.0 Hitachi HY-8 Series
ESXiB.HUZ HP - AF-6 Series -
ESXibo N
Ready Node Generation:Q Ready Node Server Type:
Al - All
Genl- &G Blade
Gen2-12G Reckmount
Keyword:& Posted Date Range: Raw Storage Capacity (TB):
Al - All -

WMware strongly recommends using certified Ready Nodes that are validated to provide predictable performance and scalability for your Virtual SAN deployment.
If you would still like to build your own Virtual SAN with certified components, then click Build Your Own based on Certified Components.

Unlike the regular VMware Compatibility Guide, the VSAN-specific component guide is laid out
as a branching tree that you can use to drill down to your desired configuration, after which
time hardware choices will be displayed.

1. Inthe leftmost pane, select 1/0 Controller.
2. Inthe next pane, select the most-recent vSphere 5.5 or 6.0 update release.
3. Inthe next pane, select a brand name if desired.

4. Inthe next pane, specify whether you wish to view the SAS, SAS-RAID, or SAS/SATA
RAID controller types.

Some controllers for VSAN support the pass-through (JBOD) mode,
and some require you to create single-disk RAID-O sets. Pass-through
controllers tend to be easier to configure and make drive-replacement
s“ simpler. RAID-O controllers are more common and typically have larger
queue depths. When selecting controllers and disks, please keep in mind
the performance and reliability differences between drive technologies.
Generally speaking, SAS and Nearline SAS (NL-SAS) disks have deeper
queue depths and are higher-performance. SAS disks are typically more
reliable than their SATA and NL-SAS counterparts.
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After making your selections, choose Update and View Results to get a list of hardware that
matches your specifications.

Search For: Supported Brand Name: Device Type:

O Contrallr Al “] e -] O - |
Cisco SAS
ESXis& U1 DELL SAS-RAID
Fujitsu SAS/SATA-RAID
HP
IEM

Lsl
Quanta Computer Inc
Supermicro Computer Inc

Keyword:G Posted Date Range:
All hd

Update and View Results Reset

Click here to Read Important Support Information

IClick on the 'Model' to view more details and to subscribe to RSS feeds.

Bookmark | Print | Export to CSV

Search Results: Your search for ~ Virtual SAN 10 Conitroller ” returned 16 results. Back to Tep Turn Off Auto Seroll Display:

Brand Name Model Product Description Queue Depth Supported Releases

Intel Intel RAID Controller Virtual SAN Device Type: SAS-RAID @ ESXi55U2
RMS25CB040 RAID 0 VID: 1000 SVID: 8086 ESXi5.5U1

DID: DD5B SSID: 3514

There's more...

Aside from simply ensuring that you select a supported storage controller, the VSAN-specific
Compatibility Guide also provides you with additional detail that will be crucial to selecting
your storage controller.

This view will tell you whether or not the controller supports the pass-through/JBOD mode and,
vitally, it will tell you the controller's command queue depth. The controller's queue depth is a
vital consideration. If each node is relatively small with one disk group, any queue depth above
256 commands is acceptable. If you have two disk groups, please consider 512 commands to
be the minimum queue depth.

For large or high-performance configurations with several disk groups and extremely

large capacities, and/or very high-performance SSDs, you should choose the highest queue
depth you can. Standard controllers with maximum queue depths usually have around 1000
commands, like in the preceding example.

Queue depth can have a tremendous effect on the performance of streaming data. Opting for
controllers and disks with deeper queues will provide better overall performance, particularly
when VSAN is reconfiguring or resynchronizing data.

—e1
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Selecting a solid-state drive (SSD) for the

cache tier

In combination with the storage controller, the SSD for the cache tier is the most important
choice you can make in terms of the long-term reliability and performance of your VSAN
deployment. The cache-tier SSD is used for caching reads and writes in VSAN hybrid
configurations, and for caching writes only in all-flash configurations. SSDs are graded in
many ways, and these grades for performance, write resiliency, and fabrication technology will
all affect your selection. The VSAN Compatibility Guide gives you an overview of all of these
factors to help you make the best choice.

For the SSD:

» The write-performance class is on a scale of A-F, with the F class
being the fastest (class A is technically deprecated).

»  Write-resiliency is on a scale of A-D, with D being the most resilient.

\\I » Fabrication technology is either multi-layer cell (MLC), or single-layer
cell (SLC). SLC is usually more performant and resilient, at the cost
of lower capacities and higher price.

SSDs come in either SATA, SAS, or PCle connections. PCle SSD cards are
usually at the top end in terms of performance. Given that SAS and PCle
interfaces permit significantly higher device command queues, it is a good
idea to use SAS or PCle type SSDs, especially if you are using a pass-through/
JBOD controller that directly leverages device-level command queues.

Getting ready

You should be on the VMware VSAN Compatibility Guide component page.

How to do it...

The Compatibility Guide for SSD is navigated in the same way as for the 1/0 controller.

1. Inthe leftmost pane, select SSD.

In the next pane, select the most recent vSphere 5.5 or 6.0 update release.
In the next pane, select a brand name if desired.

Specify whether are searching for All Flash or Hybrid cache tier.

ok 0N

In the various other fields and drop-down menus, you can select the interface type,
manufacturer, performance class, capacity, and form-factor.

(7 -
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6. After making your selections, choose Update and View Results to get a list of
hardware that matches your specifications:

Search For: Supported Ri Virtual SAN Type: Endurance Class:
0 Controller ol (AN - Al All -
HDD ESXi 6.0 Endurance Class B >=1825 TBW
S5D ESXi5.5 U2 Tier: Endurance Class C »=3650 TBW
ESXiB.5WN All Endurance Class D >=7300 TBW =
Virtual SAM All Flash Capacity Tier
| |virtual SAN Hybrid Caching Tier Performance Class:
Wirtual SAM All Flash Caching Tier Al -
Partners: Class B: 5,000-10,000 writes per second
HP « Device Type: Class C:10,000-20,000 writes per secon|:|
BM Al - Class D: 20,000-30,000 writes per secor
Iritel D PCLE Class E: 30,000-100,000 writes per secor >
Lenovo 5AS B
Lite-On Technology Corporation SATA Capacity (GB):
~| | Micron - Morthem California - MRET M|
Keyword:g Posted Date Range: Interface Speed (Gbps): Form Factor:

| [ v Al v | [an v

Update and View Results Reset

Click here to Read Important Support Information

Click on the '"Model' to view more details and to subscribe to RSS feeds.

Bookmark | Print | Export to CSV|

Refer to the Hardware Quick Reference Guide on how to pick the right SSD for Virtual SAN
Search Recults: Your search for " Virtual SAN SSD " returned 28 resultz. Backto Top Turn Off Auto Scroll

Display: m

Partner Name Model Product Description Tier Supported Releases
Intel Intel® S50 DC 53500 Series Device Type:SATA Virtual SAN All Flash ESXi6.0
S8DSC2BB012T4 (1.2 7B, 2.5- Capacity: 1200 GB Capacity Tier
inch) Interface Speed: & Gbps

Form Factor: 2.5"

Endurance: 860 TBW

Endurance Class: Endurance Class A =365 TBW
Performance Class: Class C: 10,000-20,000 writes
per second

Flash Technology: MLC SSD

Determining the size of your capacity-tier (magnetic or SSD) storage will directly affect the
sizing decision for your cache-tier SSD. In general, the SSD should be 10 percent of the size
of the magnetic disks in the underlying disk group, for example, if your disk group will consist
of four 1.5 TB capacity-tier disks, you will have 6 TB of bulk storage. To accommodate this,
the SSD should be about 600 GB. Alternatively, you may choose to opt for two disk groups
consisting of three 1TB capacity disks each. In this case, each disk group should have a
cache-tier SSD of 300GB. The ratio of cache-tier SSD to capacity-tier disks or SSDs should
be approximately 1:10.
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For additional guidance regarding how to appropriately size the VSAN capacity and
cache tiers, please see the section Chapter 1 - VSAN Capacity Planning of Appendix A,
Chapter-specific Expansions.

Selecting capacity tier disks

The magnetic disks or SSDs you choose will be used for storage capacity and persistent data
that is destaged from cache. This is the capacity tier within VSAN, whereas the caching tier
SSD will act as the performance caching layer.

In general, you will want to select magnetic disks or SSDs that have adequate capacity to fit
your needs. For highly dynamic workloads where data will be frequently destaged from the
SSD write buffer and fetched into the SSD read cache, HDD performance is important and you
may wish to go with faster disks and/or SAS disks. Only SAS and SATA disks are supported for
use with VSAN.

Getting ready

You should be on the VMware VSAN Compatibility Guide component page.

How to do it...

The Compatibility Guide for SSD is navigated in the same way as for the 1/0 controller

1. Inthe leftmost pane, select HDD or SSD.

2. Inthe next pane, select the most recent vSphere 5.5 or 6.0 update release.
3. Inthe next pane, select a brand name if desired.
4

In the various other fields and drop-down menus, you can select the interface type,
manufacturer, disk speed (RPM), capacity, and form-factor.

o If we are pursuing an all-flash VSAN configuration, ensure that we select
Virtual SAN All Flash Capacity Tier from the Tier: pane.
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5. After making your selections, choose Update and View Results to get a list of
hardware that matches your specifications.

Search For: Supported Releases: Partners:
10 Controller «] [an ~| |ae ~| Interface Speed {Gbps):
1BM Al -
SSD ESXi 5.5 Ul Lenovo
NEC E|  capacity GB):
Interface: RPM: Form Factor:
Al ~] fan “ A -
SAS 7200
SATA 10000 Drive Format:
15000 Al -

Keyword:Q Posted Date Range:

All -
Update and View Results Reset

IClick here to Read Important Support Information.

IClick on the 'Model' to view more details and to subscribe to RSS feeds.

Bookmark | Print | Export to CS!

Search Results: Your search for * Virtual SAN HDD " returned 16 reculte. Backto Top Turn Off Auto Scroll Display:
Partner Name: Model Product Description Supported Releases
Seagate ST1000MM0023 Device Type: SAS ESXi55U2

Capacity: 1000 GB ESXi55U1

RPM: 7200

Interface Speed: 6 Gbps
Form Factor: 3.5" HDD

There's more...

In general, SAS disks outperform SATA disks of equivalent capacities and/or rotational speeds
because SAS drives use more robust recording technique, deeper queues or both. When cost
is a concern, slower SAS drives (typically 7200 RPM; also called near-line SAS or NL-SAS) are
usually built on cheaper SATA platforms but include enterprise-grade features like deeper
command queues, error-correction, dual-channel connections and native SCSI support.
Low-end SAS drives are typically better than high-end SATA drives despite the shared
technology platform and costs are usually not significantly higher. NL-SAS is a great alternative
to SATA for building out a cost-conscious capacity tier when HDD performance is a factor.
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See also

Before settling on a Cache + Capacity disk combination, please review the Chapter 1 -

VSAN Capacity Planning section of Appendix A, Chapter-specific Expansions for a verbose
description of the capacity expectations and recommended maximums to help you build your
VSAN cluster to an appropriate scale.

Deciding on a network standard

For smaller clusters, network speed is typically only a forefront concern during times of data
reconstruction in the event of a node/disk failure, rebalancing, or user-invoked configuration
changes. These are generally fairly rare operations and, for the most part, 1GbE networking
will be adequate for clusters with fewer than 5 nodes. 10GbE networking is recommended as
a VMware best practice for all clusters. 10GbE networking should be considered mandatory
for larger clusters, especially clusters of >8 nodes. If 1GbE network interfaces are being used
for VSAN, those interfaces need to be dedicated to use by VSAN. 10GbE interfaces can be
shared between VSAN and other workloads.

M Unlike disks and storage controllers, there is no special compatibility
Q guide for network controllers. Any vSphere-compatible network
controller is acceptable for use with VSAN.

Getting ready

You should be on the VMware Compatibility Guide 10 Devices page.

How to do it...

1. Within Product Release Version:, select the most recent vSphere 5.5 or 6.0
update release.

2. Ifyou have a brand preference, select it within Brand Name.

3. Select Network, within 1/0 Device Type.

s
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4. After making your selections, choose Update and View Results to get a list of
hardware that matches your specifications.

| El :
Product Release Version: Features: 'O Device Type: Additional Criteria: (Collapse All)
Al | |an | |an -
i IPvE Block “viD:
ESXiB.E W RSS CNA Al -
ESXi 6.5 SRV FC L
ESXi 51 U3 VSA FCoE CNAs 3
ESXi 51 U2 -| | VXLAN-Offload Memory Channel Attached Storage (MCH =/ DID:
NVMe Al -
Brand Name: [Networe |
HP = PATA =l sviD:
Huawei Technologies Co. Ltd PCI-E Al -
B PSCSI-RAID
neau il e _| EIMax ssiD:
Al -
Keyword:& Posted Date Range:
| A -

Click here to Read Important Support Information

I/O Device and Model Information

[The detailed lists show actual vendor devices that are either physically tested or are similar to the devices tested by VMware or VMware pariners.

Mware provides support only for the devices that are listed in this document.

[Click on the 'Model' to view more details and to subscribe to RSS feeds.

Bookmark | Print | Export

Search Results: Your search for ™ IO Devices " retumed 123 results. Back to Top Turn Off Auto Scroll Display- KU
Intel 82576 Gigabit Network Connection Network

ESXi5.1U3

ESXi5.1U2 ESX/ESKi4.0

ESXi5.1U1

Before settling on a networking standard, please take a look at a detailed description of the
VSAN networking options and recommendations in the VSAN Network Considerations section
of Appendix B, Additional VSAN Information.

Choosing a VSAN Ready Node

(an alternative option)

To help simplify the hardware selection process, numerous VMware partners have
preconfigured "VSAN Ready Nodes" that are compliant with the various aspects of the
vSphere and VSAN compatibility guides. With VSAN Ready Nodes, the sizing decisions, disk/
SSD technology, network standards, and so on, have already been determined by the systems
vendor. You may find that a VSAN Ready Node will simplify your purchasing and designing
decisions for new VSAN build-outs and/or if you have a preferred system vendor.

Sk
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You should be on the VMware VSAN Compatibility Guide landing page.

How to do it...

VSAN Ready Nodes are configured by the manufacturer and are designed
to target specific infrastructure scales, or for specific use cases, such as
virtual desktops (VDI). These scales are known as Ready Node Profiles.
~ A matrix that defines these profiles can be found by clicking on the

Virtual SAN Hardware Quick Reference Guide link at the top of the
VSAN Compatibility Guide page.

1. The VSAN Compatibility Guide for VSAN Ready Nodes is navigated in a similar manner
to the component-oriented Compatibility Guide. The guide is presented as a series of

drill-down categories.

2. Select the parameters that fit your needs from the Ready Node type (All Flash or
Hybrid), preferred manufacturer, performance/scale profile, form-factor, etc.

3. Once your choices have been selected, click the "Update and View Results"
button to populate a list of compliant ready-node configurations:

Ready Node Types:

Update and View Results Reset

Ready Node Vendors: Ready Node Profile:
Al All - All -
Cisco |: HY.2 Series B
Ready Node Supported Releases: u H'-4 Series =
All Fujitsu
Hitachi HY-8 Series.
ESXi BB U2 HP - AF-B Saries -
ESXiBEWU
Ready Node Generation:Q Ready Node Server Type:
- All -
Genl-8G Blade
Gen2 -12G
Keyword:G Posted Date Range: Raw Storage Capacity (TB):
Al - All -

Click here to Read Important Support Information

IClick on the 'Model' to view more details and to subscribe to RSS feeds.

Search Results: Your search for ™ Virtual SAN Ready Modes " returned one result  Back to Top  Turn Off Aute Seroll Display- m

Bookmark | Print | Export to CSV | Expand All | Collapse All

‘ » Ready Node Models For Vendor: DELL

[}
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4. The initial output will be a collapsed list of the various Ready Node configurations that
are compliant with your selected filters. The output is initially grouped by vendor.

5. To get additional information about the specific Ready Node configuration, twirl
down the arrow next to the vendor that you wish to use and then you can expand
configuration information about the specific server platform that is recommended:

~ Ready Node Models For Vendor: DELL

DELL HY-6 Series - 13G Server Platform Up to 8TB raw capacity, 30 Ready Node Generation: Gen2 - 126
Virtual Machines Profile: HY-G Series
{b Raw Storage Capacity: & TB

Components Details Quantity
SKU DellStar Solution ID: 5531885.1
tom =] rEdna O v runr. 4

6. You can then use the SKU number (pictured above) when you contact your preferred
vendor to get pricing and ordering information for the Ready Node.

See also

As with user-specified build-outs, please review the Chapter 1 - VSAN Capacity Planning
section of Appendix A, Chapter-specific Expansions for a verbose description of the capacity
expectations and recommended maximums, to help you select an appropriate VSAN

Ready Node.




Initial Configuration
and Validation of Your
VSAN Cluster

In this chapter, we will discuss the following topics, with a recipe for each:

» Preparing the vCenter cluster for VSAN

» Applying VSAN licensing (optional)

» Configuring VSAN networking on a new standard switch
» Configuring VSAN networking on an existing switch

» Enabling SSH on the ESXi hosts (if applicable)

» Tagging disks as local solid-state drives (if applicable)
» Enabling VSAN on your cluster

» Manually claiming disks for use by VSAN (if applicable)
» Performing initial validation of the new VSAN cluster

» Enabling vSphere HA

Introduction

In this chapter, you will learn how to pull together all of the bits that you have prepared into a
functional VSAN cluster.

By now, you will have selected the appropriate hardware to suit your needs by referencing the
VMware Compatibility Guide. You will also have physically deployed your hardware, installed
ESXi, created a cluster in vCenter, and added the hosts to that cluster.

]
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Preparing the vCenter cluster for VSAN

There are some cluster-level prerequisites that must be satisfied before VSAN can be enabled.
As we have already discussed, you will need a minimum of three hosts, with a minimum of
one SSD and one spinning disk or capacity-tier SSD per host. This is probably optional, but it
would help with 5.5/6.0 convergence of the text.

In addition, the following prerequisites need to be satisfied:

» Disable vSphere HA

» Apply licensing

» Configure networking

» Tagging disks as SSDs if using RAID-O mode

Getting ready

You should be logged in to the vSphere Web Client as an administrator or user, authorized to
alter cluster-level settings. All VSAN operations must be executed via the vSphere Web Client.
The legacy vSphere Client is not supported for VSAN operations.

How to do it...

1. To disable vSphere HA in preparation for VSAN enablement, you must browse
the vSphere Web Client. Navigate to Home | Hosts and Clusters | Datacenter |
Cluster | Manage:

4 Home D X | [J VSANCluster = Aclions ~

@ ‘Dﬂ =] Q Summary  Monitor | Manage = Related Objects
+ [ veenter.carp local

w [l7 Datacenter | Settings ‘ Alarm Definiions ‘ Tags ‘ Permissions | Scheduled Tasks
= T§ VSAN Cluster

ngx\.m corp.local “" vSphere HA is Turned OFF W_} Edit.

Besi-02comlocal ~ Senvices Runtime information for vSphere HA is reported under
B e=xi-03.corp.local vSphere DRS

vSphere HA
 Virtual SAN L
General
Disk Management

« Configuration

2. If vSphere HA is enabled, click on the Edit button, and then uncheck the Turn on
vSphere HA checkbox.

3. Click on OK, and then monitor the Recent Tasks until the process completes.
4. If vSphere HA is not enabled, then no further action is required.
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There's more...

Introducing VSAN into a vSphere infrastructure fundamentally changes how vSphere HA
works. To permit these changes, vSphere HA must be completely disabled so that we can
re-enable it after VSAN is activated. This permits vSphere HA to be reconfigured with
knowledge of the VSAN infrastructure and enable proper interoperability.

This step is not optional—disabling vSphere HA is enforced by the VSAN enablement process.

See also

» For much greater detail regarding VSAN and HA interoperability, please see
the section Chapter 2 - HA requirements for VSAN enablement in Appendix A,
Chapter-specific Expansions

Applying VSAN licensing (optional)

Although it is integrated with vSphere and exists as a native extension to the ESXi hypervisor,
VSAN is a separately licensed product. Like all vSphere products, VSAN will enable without

a license for the default 60-day evaluation period. Despite this, it is best to license the VSAN

cluster prior to full deployment, so as to avoid potential complications resulting from license

expiration.

Getting ready

You should be logged in to the vSphere Web Client as an administrator or user, authorized to
alter cluster-level settings and licensing/entitlement.

How to do it...

To add your VSAN license, you must browse the vSphere Web Client:

1. Navigate to Home | Licensing | License Keys.
2. Click on the green + icon to add a license key.
3. Enter or paste your license key into the textbox.
4. Click on Next.
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VSAN is licensed per-cluster. As VSAN is a distributed product, it is cluster-centric rather than
host-centric. The license is applied to the vSphere cluster within vCenter, and the license is
consumed by the ESXi hosts/VSAN nodes as applicable per the terms of your license.

If VSAN is using CPU-based licensing, all hosts in the VSAN cluster, even any
s nodes not contributing storage, will consume VSAN license capacity.

There's more...

There are a variety of licensing options for VSAN, depending on your use case. You can license
VSAN specifically for virtual desktop infrastructure (VDI) using VMware Horizon View, as a
service provider or for general-purpose production. Regardless of which license type you use,
you apply the license using this recipe.

For more information regarding which license type is best for your needs, please contact your
VMware representative or retail partner.

Configuring VSAN networking on a hew

standard switch

If you are using the distributed virtual switch or already have a vSwitch

configured, please skip this recipe and continue to the next recipe,
’ Configuring VSAN networking on an existing switch.

Networking is the glue that holds the VSAN distributed storage nodes together. To permit
redundancy, storage access, policy management, and so on, a robust and properly-configured
network is key. From within vSphere, VSAN is enabled on a network interface as a service.

If you are familiar with creating and enabling vMotion, management, and fault tolerance
interfaces, you are already familiar with this process!

This recipe will cover the creation of a new VMkernel network interface in a new vSwitch with
previously unused physical network adapters.
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Getting ready

» You should be logged in to the vSphere Web Client as an administrator or user,
authorized to alter cluster-level settings and networking.

» There should be physical 1GbE or 10GbE interfaces available for use by VSAN.

» VSAN network interfaces should be configured to use a unique IP subnet that is not
otherwise in use in the infrastructure. This IP subnet does not need to be routable.

» Aseparate VLAN for VSAN traffic is optional.

» Your upstream physical switch should be able to handle multicast traffic on the
interfaces used by VSAN.

How to do it...

1. Navigate to Home | Hosts and Clusters | Datacenter | Cluster | Host | Manage |
Networking:

4 Home © E [} esui0icomiocsl  Asans = -

L4 a g Summary  Monor | Manage | Related Otjects

Setings [[eWoRng| Storage | Alarm Defnons | Tags | Permissions
Vikernel adaptors
2 o O =

Wk @ ManagementNetw.. St vSwitchd 172.18.0.241 Defaut Disabled  Disabled  Enabled

2. Click on Add host networking:

14 Virtual switches

i%ié me /s X0

Add host networking
ﬂ VSWITCTL =

VMkernel adapters

Discovered lssues

i
(11}
(=1

Physical adapters

TCPIIP configuration

Advanced

[}




Initial Configuration and Validation of Your VSAN Cluster

3. Under Select connection type, choose vmkernel, and then click on Next:

[ esxi-01.corpiocal - Add Metworking

1 Select connection type Select Conmecton nypse
Select a connection fype fo create

2 Select targel device

3 Connection sattings =1 kel Neteork Adapler
Tha Vikernel TCPIP siack handes Fame fof ESX serdced such a8 vSphede vidolich, iISCEl
WFS FCoE. Fault Tolarance, Vitual SN and host managament

4. Under Select target device, choose New standard switch, and then click on Next:

[:&] esxi01.corplocal - Add Neteorking

W 1 Select connection type Sedact larget device
Seded a3 larged desace for e new connedion
3 Create a Standard Swaich Salécd an enEling Stancard Switch
¢ Conrecton seitings

& i Shandard Swilch

5. When prompted, select the applicable physical network adapters and click on OK,
and then on Next:

Add Phrysical Adapters to the Swich K

Failowar ofder group Actise adaphers -

Nabwoirn Adapbers

OK Cancal

=]
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6. Under Port properties, enter a label for the new interface, a VLAN ID if appropriate,

and check the Virtual SAN traffic box:

[d esxi-01.comuiocal - Add Hetworking

~* 1 Select conneciion type Fori properties
Speciy Viliosmel port seflings
" F Selecl targel davice

w3 Createa Standard Switch VMEarnel port seltings

4 Conneclicn seftngs

Available services

MNatwar [abe| WEAN Metwork
4a Por properties
VLAN ID Ham }
4b Pd selings ane
5 Ready bo complels IF settings adhend
TCPAP stack Dt

Enatle serices ] vWoton e
[ ] Fault Tolerance logging
[ ] Management rasic
(3 virtual SAN trafic

7. Apply your network address. Ideally, the subnet should be unique (not used for

management, vMotion, or fault tolerance):

| eswi-0d.corpiocal - Add Networking
IPud seitings
Specify Vidkems] IPvd selngs

+" 1 Select connecton fype
w7 Select larget device

" 3 Crawte o Stendong Switoh ) Cobin P4 = amin s autsmaticaly
4 Connection setlings

Lie $latic IPv4 seftings

d
W a Porl properies Pl addreas

[ dn Pedsatings [

5 Ready to complede
Dafault gateway for P

DNS senesr addresses

10 . 100 . 100
255 . 255 ?f:\
17216050
172180230

Complete the wizard.

9. Finally, complete this recipe on all hosts in the VSAN cluster.

s
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As VSAN is a unique service at the hypervisor level, the service is bound to a specific VMkernel
interface. This is similar behavior to vMotion and fault tolerance tagging. There is no best-
effort networking with VSAN. If there are no tagged interfaces, the host will not be able to join
the VSAN cluster and will be network isolated. Subsequently, HA configuration will also fail.

There's more...

The VSAN network should be in its own unique IP subnet to help avoid potential network
irregularities related to default routes (for example, to prevent routed traffic from using VSAN
VMkernel network interfaces to access the gateway). While VSAN interfaces can function in
existing subnets and traffic will be restricted to the tagged interface, it is the best practice to
give it its own subnet for maximum compatibility and reliability across the entire virtual and
physical infrastructures.

VSAN traffic can be shared with other VMkernel interfaces, such as those used for vMotion.
This is not ideal, however, as service separation across VMkernel interfaces is preferred.
There is no harm with sharing VSAN traffic and non-VSAN traffic across physical 10GbE
interfaces (for example, the VSAN VMkernel interface can exist in the same vSwitch/uplink set
with non-VSAN interfaces). If you are using 1GbE physical interfaces, those interfaces should
be dedicated to VSAN per VMware best practices.

See also

» For more information about physical networking requirements, multicast,
LACP/link-aggregation, and so on, please see the Appendix B, Additional VSAN
Information specifically, if desired.

Configuring VSAN networking on an existing

switch

If you need to create a new standard switch for VSAN traffic, please skip this

recipe and go back to the previous recipe, Configuring VSAN networking on a
’ new standard switch.
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Networking is the glue that holds the VSAN distributed storage nodes together. To permit
redundancy, storage delivery, policy management, and so on, a robust and properly-configured
network is key. From within vSphere, VSAN is enabled on a network interface as a service.

If you are familiar with creating and enabling vMotion, management, and fault tolerance
interfaces, you are already familiar with this process!

This recipe will cover the creation of a new VMkernel network interface in an existing vSwitch
or dvPortGroup.

Getting ready

» You should be logged in to the vSphere Web Client as an administrator or user,
authorized to alter cluster-level settings and networking

» There should be physical 1GbE or 10GbE interfaces available for use by VSAN
» You should have a unique IP subnet available for application to VSAN interfaces
» Aseparate VLAN for VSAN traffic is optional

» Your upstream physical switch should be able to handle multicast traffic on the
interfaces used by VSAN

How to do it...

1. Navigate to Home | Hosts and Clusters | Datacenter | Cluster | Host | Manage |
Networking:

B[] esnDbiomcs Addcs = -

o 3] & Serrenary  Uonsy | Massge | Asised Dopeas

i [ ety | rege W

2. Click on Add host networking:

“ Virtual switches

%E& RS /X0

B Add host networking
ﬁ VSWITCTTO =

VMkernel adapters

Discovered |ssues

Physical adapters

TCPIP configuration

Advanced
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3. Under Select connection type, choose vmkernel, and then click on Next:

i esxi-0%.corplocl - Add Hetworking

1 Selecl connection ype Select conmection fype

Select 3 conneclion type 10 create
2 Select targel device

LTINS Tins = Wk Ernel Hetwork Adapler
Thé& ViEginel TCPIP Siadk handes Falbe fof ESX Serdcad Such a3 vSpheds vilobah, i30S
MNFS FCoE. Faull Talasance, Viftudd SAN &hd Rast mand o mshl

4. Under Select target device, choose your existing vSwitch or distributed port group,
and then click on Next. This example uses a dvPortGroup called VSAN:

[ esxi-01.corp.local - Add Networking )

+ 1 Select connection type Select target device

Select a target device for the new connection
2 Select target device

3 Connection settings (=) Select an existing distributed port group
3a Port properties [ Browse... |
3b IPvd settings

() Select an existing standard switch
4 Ready to complete

() New standard switch

Back Hext Cancel

5. Under Port properties, enter a network label (if applicable), and then check the
Virtual SAN traffic checkbox, and then on click Next:

[ esxi-01.corp.local - Add Networking ?)

+ 1 Select connection type Port properties

Specify VMkernel port settings.
+ 2 Selecttarget device

3 Connection settings

3a Port properties

VMkernel port settings

Metwork label
3b IPv4 seftings S
4 Ready to complete IP seftings: |u|
TCPIP stack: | Default | | @

Available services

Enable senices: [] vMation traffic
|:| Fault Tolerance logging
[] Management traffic
[ virtual SAN traffic

*

Back Next Cancel

=
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6. Under IPv4 settings, assign an address in a subnet unique to VSAN, or choose
automatic configuration if you use DHCP. Then, click on Next:

[ esxi-01.corp.local - Add Networking )

+ 1 Select connection type IPv4 settings
Specify VMkernel IPvd settings.
" 2 Select target device

3 Connection settings (_) Obtain IPv4 settings automatically

+ 3a Porproperties (*) Use static IPv4 settings

3b IPvd settings

IPv4 address: 10 100 . 100 . 1
4 Ready to complete
Subnet mask: 255 . 255 . 255 . 0|
Default gateway for IPwd: 172.16.0.50
DNS server addresses: 172.16.0.230
4 L]
Back Next Cancel

7. Finish the wizard.

8. Complete this recipe on all hosts in the VSAN cluster.

As VSAN is a unique service at the hypervisor level, the service is bound to a specific VMkernel
interface. This is similar behavior to vMotion and fault tolerance tagging. There is no best-
effort networking with VSAN. If there are no tagged interfaces, the host will not be able to join
the VSAN cluster and will be network-isolated. Subsequently, HA configuration will also fail.

The VSAN network should be in its own unique IP subnet to help avoid potential network
irregularities related to default routes (for example, to prevent routed traffic from using VSAN
VMkernel network interfaces to access the gateway). While VSAN interfaces can function in
existing subnets, and traffic will be restricted to the tagged interface, it is the best practice to
give it its own subnet for maximum compatibility and reliability across the entire virtual and
physical infrastructures.

=]
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VSAN traffic can be shared with other VMkernel interfaces, such as those used for vMotion.
This is not ideal, however, as service separation across VMkernel interfaces is preferred.
There is no harm with sharing VSAN traffic and non-VSAN traffic across physical 10GbE
interfaces (for example, the VSAN VMkernel interface can exist in the same vSwitch/uplink
set with non-VSAN interfaces). If you are using 1GbE physical interfaces, those interfaces
should be dedicated to VSAN as per VMware best practices.

» For more information about physical networking requirements, multicast,
LACP/link-aggregation, and so on, please see the Appendix B, Additional VSAN
Information specifically, if desired.

Enabling SSH on the ESXi hosts

(if applicable)

If you are running vSphere 6.0, please skip this section and refer to the

Tagging disks as SSDs in vSphere 6.0 recipe in Chapter 9, VSAN 6.0, if you
T~ need to tag your disks as SSDs.

If you need to tag disks as SSD devices, you will need CLI access to the ESXi host. If we are
using RAID-O storage controllers, ESXi will detect the SSDs as normal magnetic drives due
to the way RAID-O controllers present storage to the operating system. The tagging process
will only be applicable to SSDs that were not correctly identified as such by default. The
SSD-tagging process requires several commands in vSphere 5.5 and it is easiest to perform
these steps via a remote console (SSH).

If SSH is already enabled on your hosts or if you will not need to tag SSDs,
i please skip this recipe.

Getting ready

You should be logged in to the vSphere Web Client as an administrator or user, authorized to
alter host-level security profile settings.
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How to do it...

To enable SSH, you must browse the vSphere Web Client.

1. Navigate to Home | Hosts and Clusters | Datacenter | Host | Manage | Settings |
Security Profile. Scroll down to Services and click on Edit...:

4 Home ) K| [] eswiotcomiccal | Adions *

-
Summary  Monfiot | Mamage | Related Objects
Eelings | Networking | Storage | Alarm Dedniions

s | Tags | Permissions

U I

 Virtual Machines

9{UDe)

23451 {LDP)
88 (UDP)
53 (UDP.TCP)
B0,8200,8100.8300 (UDP. TCP|

8999 (UDM)

vt v ageni e
et *
. —
5 escarce Allccation &é
|: —

2. Select SSH from the list, and then click on Start:

@ esxi-01.corp.local; Edit Security Profile

2l
To provide access to a service or client, check the corresponding box. =
By default, daemons will start automatically when any of their ports are opened, and stop when all of their
Name Daemon
Direct Console Ul Running
ESXi Shell Running
SSH Stopped
Ibtd Running
Local Security Authentication Server (Active Directory Servic...  Stopped
/0 Redirector (Active Directory Service) Stopped

= Sernvice Details  Stopped
Status Stopped

Start

Mote: Al:tior%ill take place immediately

3. Once the service starts, click on OK.

4. Complete this recipe on all hosts in the VSAN cluster.

e
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Once followed, this recipe will enable SSH access on all hosts. This will enable you to log
in to the ESXi host remotely using an SSH terminal emulator. The changes made here will
persist until you turn SSH off or until you reboot your ESXi host.

If you have previously enabled SSH or ESXi Shell service timeouts, you will be constrained by
those timeouts.

Tagging disks as local solid-state drives

(if applicable)

If you are running vSphere 6.0, please skip this section and refer to the
% Tagging disks as SSDs in vSphere 6.0 recipe in Chapter 9, VSAN 6.0, if you
T~ need to tag your disks as SSDs.

Depending on the type of storage controller you are using, you may need to tell ESXi which
disks are your solid-state drives. If your storage controllers present disks to the ESXi as a
RAID-0O device, you will need to follow this recipe to inform ESXi about which disks are your
SSDs. This recipe must be followed if devices that you know to be SSDs are detected as
non-SSDs.

If your storage controllers present disks to the ESXi host in pass-
through mode, you may skip this recipe as the ESXi storage stack would
i~ automatically detect the SSD devices.

Getting ready

» You should have enabled SSH on your ESXi hosts that are used for VSAN (see
previous recipe)

» You should know the size/capacity of your SSD device(s) so that they can be
identified and tagged

» You should be logged in to the vSphere Web Client as an administrator or user,
authorized to view host storage settings

» You should know your ESXi host root password(s)




How to do it...

1.

Cluster | Host | Manage | Storage | Storage Devices:

IEREEEES

Summary  Monitor | Manage | Relat

~ [ vcenter corp.local

vDatacenter | Settings | Metworking ‘ Storage ‘ Alarm
+ [J VSAN Cluster
i-01.corp local " Storg
3, esxi-02.corp.local Storage Adapters &
3, esxi-03.corp local Storage Devices
MNam:
Host Cache Configuration Loc
Log]
Lo

2. Find your SSD device in the list and highlight it. In this case, the SSD is the

17.00 GB device:

Chapter 2

In the vSphere Web Client, navigate to: Home | Hosts and Clusters | Datacenter |

" Storage Devices

Storage Adapters Ik
b B B =

Storage Devices

By

Hame

Type Capacity Operstional State Hardware Accelerstion  Drive Type Transport

Host Cache Configuration Local VMware Disk (naa 000c29580eefSfec51c984a7a662b0c)  disk 17.00GB Aftached Not supported Non-SSD Parallel SCSI
Local VMware Disk (naa.6000c293c68e4e2d8aacddec08503350)  disk 50.00 GB Attached Mot supported MNon-8SD Parallel SCSI
Local VMware Disk (naa.6000c2906b54d6193f46d249b4b19284)  disk 50.00 GB  Attached Not supported Non-S5D Parallel SCSI
Local NECYMWar CD-ROM (mpxvmhba32:C0:T0:LO) cdrom Attached Mot supported MNon-8SD Block Adapter
Local VMware Disk (naa.6000c2905013e40700c00f313a26ee43)  disk 50.00 GB  Attached Not supported Non-S5D Parallel SCSI
Local VMware Disk (naa.6000c299102e5f3eff0a376a93ce7be2) disk 5.00GB Aftached Mot supported MNon-8SD Parallel SCSI

Q Filte

3. Inthe lower pane, highlight and copy the identifier to the clipboard.

could also begin with mpx., t10., or eui.
5. Login to the ESXi host via SSH as the root user.

This will usually begin with naa ., but depending on your storage controller type, it

s
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6.

& device. If you need to perform this step, the command is:
S

Get disk information about the device. You should see information about the device,
including Is SSD: false. The command to run is:

# esxcli storage core device list -d <disk identifier>

For example:

# esxcli storage core device list -d naa.6000c29580eef5fec51c984a7
a662bbc

naa.6000c29580eef5fec51c984a7a662bbc

Display Name: Local VMware Disk (naa.6000c29580eef5fec51c984a7a
662bbc)

Has Settable Display Name: true
Size: 17408

Device Type: Direct-Access
Multipath Plugin: NMP

Devfs Path: /vmfs/devices/disks/naa.6000c29580eef5fec51c984a7a662b
bc

Vendor: VMware

Model: Virtual disk
Revision: 1.0

SCSI Level: 2

Is Pseudo: false
Status: on

Is RDM Capable: false
Is Local: true

Is Removable: false

Is SSD: false

Write an SATP claim rule to identify the disk as an SSD. The command to run this is:

# esxcli storage nmpsatp rule add --satp=VMW SATP LOCAL --device
<disk identifier> --option "enable ssd"

If the esxcli storage core device list outputindicates
Is Local: false, then you will also need to tag the disk as a local

# esxcli storage nmpsatp rule add --satp=VMW SATP
LOCAL --device <disk identifier> --option "enable ssd
enable local"
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10.

11.

12.

13.

For example:

# esxcli storage nmpsatp rule add --satp=VMW SATP LOCAL --device
naa.6000c29580eef5fec51c984a7a662bbc --option "enable ssd"

Load your new claim rule and execute it:

# esxcli storage core claimrule load

# esxcli storage core claimrule run

Unclaim your SSD device. This will permit it to be rediscovered as an SSD. The
command to do this is:

# esxcli storage core claiming unclaim --type=device --device
<disk identifier>

For example:

# esxcli storage core claiming unclaim --type=device --device naa.
6000c29580eef5fec51c984a7a662bbe

Rescan your storage adapters:

# esxcli storage core adapter rescan --all

Reclaim the storage device using the new rules. The command to do this is:

# esxcli storage core claiming reclaim --device <disk identifier>
For example:

# esxcli storage core claiming reclaim --device naa.6000c29580eef5
fec51c984a7a662bbc

Rerun the esxcli storage core device list -d <disk identifiers
command as in step 5. You should find that the disk now reads Is SSD: true and
Is Local: true

Complete this recipe on all the hosts in the VSAN cluster.

The reason this step is necessary relates to VSAN requirements in the context of how storage
controllers present devices to the hypervisor's storage stack. VSAN requires an SSD device,
and validates that the device is an SSD by reading the device inquiry data.

Es
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With pass-through devices (raw disks), this is easily achieved as the SSD will identify itself as
such during standard SCSI inquiry. On non-pass-through (RAID-0) devices, however, this is not
the case and the RAID device will not provide any SSD-related information during a standard
SCSI inquiry. When using RAID-O mode, ESXi is not being given a disk as such—it is being
given a logical RAID device provisioned by the storage controller. The fact that there is only
one disk in that RAID set and that the one disk is an SSD is unfortunately immaterial. The
storage controller presents a device to the ESXi host using its own presentation rules, and
that does not include SSD information on any controller currently certified for use with VSAN.

Because of this, we must manually override the default settings obtained through the SCSI
inquiry. The process outlined in this recipe does exactly that. We identify the device that

we, as administrators, know to be the SSD. We then write a custom rule to instruct ESXi to
override the information obtained via the SCSI inquiry with our pre-defined information. This
allows ESXi to identify the device as a local SSD. In turn, this will allow the VSAN processes
to identify the SSD and differentiate it from regular spinning disks when we build disk groups
later in this chapter.

Enabling VSAN on your cluster

Now that we have prepared the cluster, applied licensing, configured networking, and
prepared the physical disks, we are finally ready to enable VSAN on the cluster. The hard part
is done—from here, the process is very simple and we will have a functional VSAN cluster in
just a few more steps!

Getting ready

You should be logged in to the vSphere Web Client as an administrator or user, authorized
to alter cluster-level settings and VSAN.

How to do it...

1. From the vSphere Web Client, navigate to: Home | Hosts and Clusters | Datacenter
| Cluster | Manage | Virtual SAN | General, and click on the Edit... button:

g Summany  Monitor | Manage | Reltaled Objects

[
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2. Check the Turn ON Virtual SAN checkbox and select your disk-claiming rules by

selecting the appropriate option from the Add disks to storage drop-down menu,
and then click on OK.

You have two options for disk claiming

Automatic mode will automatically claim all unused disks and SSDs for use
by VSAN and will automatically construct your disk groups. When in Automatic
% mode, manual overrides and configuration changes (decommissioning disk
’ groups, selective expansion of disk groups, and so on) are not possible.
Manual mode will enable VSAN but will not claim any disks for you or build
any disk groups. If you choose this option, you must manually claim disks.

[ VSAN Cluster - Edit Virtual SAN Settings ?

[V] Turn ON Virtual SAN

Add disks to storage Automatic -

All empty disks on the included hosts will be automatically
claimed by Virtual SAN.

OK Cancel
[

3. VSAN will then be enabled, and if applicable, disk groups will be automatically
created. This process can take some time. Please monitor the task progress in
the Recent Tasks pane in the vSphere Web Client.

* 2| RecentTasks ]
All Running Failed
Update VSAN configuration =

E esxi-03.corp.local

Update VAN configuration

@ esxi-02. corp.local

Update YSAN configuration
@ esxi-01.complocal

s
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After checking the Turn ON Virtual SAN box, vCenter will coordinate cluster creation amongst
all hosts in the cluster. The cluster will be formed and all hosts will join following an election.
If you opted for automatic disk claiming, the disks will be partitioned and the disk group
relationships (spinning disks and SSDs) built.

If you opted for automatic claiming, the cluster will now be formed and storage will be
available and ready to use.

There's more...

Automatic disk-claiming mode can potentially preclude certain operations in the future.

In automatic mode, disks are managed in a totally automated way, with no possibility of
manual overrides. If you wish to destroy a disk group in the future, you will be unable to do
so if the cluster is set to automatic mode for disk claiming. To perform certain maintenance
tasks like decommissioning a group, you will need to move the cluster into Manual mode
from the VSAN general settings page. You can reach that field by repeating steps one and
two in this recipe.

See also

» For the manual disk claiming process, please see the next recipe

Manually claiming disks for use by VSAN

(if applicable)

If you opted for manual disk claiming, VSAN will be enabled but the datastore will have
no capacity. We will add capacity by manually determining which disks should be used
by Virtual SAN.

[ If you are using automatic disk claiming, please skip this recipe. ]
Getting ready

You should be logged in to the vSphere Web Client as an administrator or user, authorized to
alter cluster-level settings and VSAN.

S E
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How to do it...

1. From the vSphere Web Client, navigate to: Home | Hosts and Clusters | Datacenter
| Cluster | Manage | Virtual SAN | Disk Management and click on the Claim
disks button:

| B | & 8 e Summary  Monitor = Manage | Related Objects
w [ veenter.corp.local ) )
vDatacenter | Settings | Alarm Definitions ‘ Tags | Permissions | Scheduled Tasks |
esxi-01.corp.local “ Disk Groups
esxi-02.corp.local » Services

BB T EC

v, esxi-03.corp.local

vSphere DRS

vSphere HA = | Claim disks
. 7 Mt
v Virtual SAN [f esxi-03.corp.local
General [F esx-02.corplocal

Disk Management

2. Inthe resulting box, you can select which SSD and spinning disks to claim on a
per-host basis. If you want to claim everything, you can click on the Select all
eligible disks button. Once you have selected the disks you wish to use, click
on the OK button:

[ VSAN Cluster - Claim Disks for VSAN Use 2

When claiming disks for VSAN, the following rules apply:

1. Hosts that contribute to the VSAN cluster must contribute at least 1 55D disk.

2. The number of non-S5D disks that a host contributes must be greater than or equal to the number of SSD disks it contributes.
More SSD disks means better performance, and more non-SSD disks mean more datastore capacity.

Unselect all

4

Show: [Eigmienoss [+ (@t
Name Drive Type Capacity Transpert Type
~ [V] § esk01.complocal
[ Z& Local ViMware Disk
[ & Local ViMware Disk
[ Z& Local ViMware Disk
[ E3 Local ViMware Disk
v |v] @ esxi-03corplocal
[ & Local ViMware Disk
[ Z& Local ViMware Disk
[ & Local ViMware Disk
[¥ B3 Local ViMware Disk

naa.6000c292a8831a56a8bad2fa5e05 Mon-55D 50.00 GB Parallel 3CSI
naa.6000c2910fc75432993487800c5...  Non-S5D 50.00 GB Parallel 3CS|
naa.6000c29c79e0206426c5cc1267h. Mon-55D 50.00 GB Parallel 3CSI
naa.6000c291634c8d3730800c4 24168, S50 17.00 GB Parallel 3CS|

naa.6000c2905013e407b0c00i213a26...  Mon-SSD 50.00GB Parallel SC8I
naa.6000c2906b54d6193f46d249b4b1 Mon-SSD 50.00 GB Parallel 3CSI
naa.6000c293c68ede2dBaacddec0f50...  Non-SSD 50.00 GB Parallel 8C8|
naa 6000c29580eef5fec51c084a7ab62 S5D 17.00 GB Parallel SCS|

~ [V] [ esk-02complocal

naa 6000c2980aa6c0c33d26632edd51 Non-SSD 50.00 GB Parallel SCSI
naa.6000c29945741e46c87aal2bbi0as...  Mon-SSD 50.00GB Parallel SC8I
naa 6000c29ef8cdd6b2467b44396490 55D 17.00 GB Parallel SCSI
naa.6000c299e136d2fef551cb8foe006.. Mon-SSD 50.00GB Parallel SC8I

¥ & Local ViMware Disk
[ & Local ViMware Disk
[¥ B3 Local ViMware Disk
[ & Local ViMware Disk

7] 15items [=p ™

Configuration validation:

~ Configuration correct.

[ ok || cancal
e N e

s
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3. Depending on the number of nodes, disks, and disk groups, this process can take
some time. Monitor it in the Recent Tasks pane in the vSphere Web Client.

Based on the parameters you defined during disk claiming, the disks are partitioned and the
disk group relationships (spinning disks and SSDs) are built. When that is complete, your
VSAN cluster will have available capacity and be able to provision VMs.

Performing initial validation of the new

VSAN cluster

Now that VSAN is enabled and capacity has been added to the new cluster, we should perform
a few initial validation steps to ensure that the cluster is healthy. Performing these steps now

can help prevent provisioning or availability errors later on when we start to create VMs in the
new VSAN cluster.

Getting ready

You should be logged in to the vSphere Web Client as an administrator or user, authorized to
alter cluster-level settings, VSAN, and VASA providers.

How to do it...

Verify the disk and network groups:

1. From the vSphere Web Client, navigate to: Home | Hosts and Clusters | Datacenter
| Cluster | Manage | Virtual SAN | Disk Management.

2. Examine the disk-group layout. Assuming that all hosts contribute storage to the
VSAN cluster, there should be at least one disk group associated with each host. All
hosts should be Healthy and show State as Connected, and all Network Partition
Group hosts should be Group 1:

Disk Groups
al @ -=¢ a -
Disk 3[}: Dists In Use State Status Network Partition Group
- E esxi-01.corp.local 4 ofd Connected Healthy Group 1
=4 Disk group (02000000006000c291634c6d373030bc4241.. 4 Healthy
+ [ esxi-03.corp.local 40f4 Connected Healthy Group 1
= Disk group (02000000006000c29580eef5fec51c084a7at.. 4 Healthy
- I:‘_ esxi-02.corp.local 40of4 Connected Healthy Group 1
= Disk group (02000000006000c29ef8cdd6b2467bd43964 4 Healthy

NEQ
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Verify that the VSAN datastore has capacity:

1.

From the vSphere Web Client, navigate to: Home | Storage | Datacenter |
vsanDatastore | Summary.

Examine the Summary tab. You should see that the vsanDatastore has capacity and
low utilization. All hosts in the cluster should be connected to the datastore:

: ™ X [0 vsanDatastore
o' B 8 |

Adfinns -

L Summary | Monitor  Manage

v Datails v Tags

Verify that the VASA providers are registered:

1. From the vSphere Web Client, navigate to: Home | vCenter | vCenter Servers. Now,
click on the vCenter name, and then navigate to Manage | Storage Providers.
Examine the registered storage providers. There should be a group for
vsanDatastore. The group should have the same number of providers as there are
hosts in the cluster. One of these will be Active and the remainder will be Standby:

| vcenter.corp.ocal Actions =

Summary  Monitor | Manage | Related Objects

Settings | Alarm Definitions | Tags | Permissions | Sessions | Storage Providers | Scheduled Tasks

Storage Providers

+ e =
Storage System/Storage Provider Statu: Active/Standby URL Last Rescan Time | VASA AP Version
~ vsanDatastore (3/3 online)

VSAN Provider 172.16.0.242 Online Active hitps:/172.16.0.242:8080Nersio...  1/5/20159:46... 1.5

Standby Storage Providers (2) Standby 15

Eis
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This recipe involves a spot-check of the primary aspects of a VSAN cluster that will be present
after the cluster is activated. A failure of any of these verifications will warrant additional
troubleshooting before proceeding with the following chapters.

There's more...

By default, all hosts will have access to the VSAN datastore and that datastore will have
available capacity. All hosts should be able to communicate with each other as well as the
vCenter Server.

The storage providers automatically register with the vCenter Server, and these enable the
VSAN-specific policy-based management tasks that you will use during day-to-day operations
with VSAN.

See also

» If any of these validation steps fail, please skip ahead to the troubleshooting chapter
to resolve those issues prior to proceeding with the next chapters

Enabling vSphere HA

Now that the VSAN cluster is created and validated, we are ready to re-enable vSphere HA.
This process is the same as it was prior to the introduction of VSAN.

Getting ready

You should be logged in to the vSphere Web Client as an administrator or user, authorized
to alter cluster-level settings.

How to do it...

1. From the vSphere Web Client, navigate to: Home | Hosts and Clusters | Datacenter
| Cluster | Manage | Services | vSphere HA.
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2. Click on the Edit... button:

4 Home D X | [J vSANCluster = Actions ~
| B | @ 8 @ Summary  Monitor | Manage | Related Objects
'~ (3 veenter.corp.local

« [l Datacenter [Settings | Atarm Dfinitions [ Tags | Permissions | Scheduled Tasks
<l VSAN Cluster
[ esxi-01 corplocal “ vSphere HATs Turned OFF
[ esxi-02.corp.lacal + Services
[ esxi-03.corp.local vsphere DRS

vSphere HA
v Virtual SAN R

Runtime information for vSphere HA is reported under vSphere HA

General

Disk Management

3. Inthe subsequent menu, check the Turn ON vSphere HA checkbox.

4. Select any monitoring, admission control, and Datastore Heartbeating options,
as per your infrastructure and administrative needs.

5. Click on OK:

[ VSAN Cluster - Edit Cluster Settings 2)

SRl S [ Turn ON vSphere HA

+ Host Monitoring [/] Enable Host Monitoring
» Admission Control [] Enable Admission Control
» VM Monitoring | Disabled | & |
+ Datastore Heartbeating Automatically select datastores accessible from the host
» Advanced Options MNone
4 H *

[ ok || cancel |

6. This process can take some time. Monitor the progress in the Recent Tasks pane and
investigate any HA-related failures as needed.

Enabling vSphere HA after VSAN has been enabled, permits vSphere HA to be reconfigured
with knowledge of the VSAN infrastructure, and enables proper interoperability. This optimizes
HA so that it follows the underlying VSAN availability.

» For much greater detail on VSAN and HA interoperability, please see the section
Chapter 2 - HA requirements for VSAN enablement in Appendix A, Chapter-specific
Expansions

s






Storage Policy-based
Management

In this chapter, we will discuss the following topics, with a recipe for each:

» Creating VM storage policies

» Applying storage policies to a new VM or a VM deployed from a template
» Applying storage policies to an existing VM migrating to VSAN

» Viewing a VM's storage policies and object distribution

» Changing storage policies on a VM already residing in VSAN

» Modifying existing storage policies

Introduction

Now that we have a functional VSAN cluster, we can leverage the power of Storage Policy-
based Management (SPBM) to control how we deploy our virtual machines (VMs). SPBM
is where the administrative power of converged infrastructure becomes apparent. You can
define VM-thick provisioning on a sliding scale, define how fault tolerant the VM's storage
should be, make distribution and performance decisions, and more. RAID-type decisions for
VMs resident on VSAN are also driven through the use of SPBM. VSAN can provide RAID-1
(mirrored) and RAID-O (striped) configurations, or a combination of the two in the form of
RAID-10 (mirrored set of stripes).

All of this is done on a per-VM basis. As the storage and compute infrastructures are now
converged, you can define how you want a VM to run in the most logical place—at the VM

level or its disks. The need for a datastore-centric configuration, storage tiering, and so on
is obviated and made redundant through the power of SPBM.

@l
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Technically, the configuration of storage policies is optional. If you
choose not to define any storage policies, VSAN will create VMs and
. disks according to its default cluster-wide storage policy. While this will
% provide for generic levels of fault tolerance and performance, it is strongly
L recommended to create and apply storage policies according to your

administrative need. Much of the power given to you through a converged
infrastructure and VSAN is in the policy-driven and VM-centric nature of
policy-based management.

All storage policy definitions provided by VSAN are discussed in the
Chapter 3A - VSAN-specifi storage-policy options section of Appendix A,
~ Chapter-specific Expansions. While some of these options will be discussed
Q throughout the following recipes, it is strongly recommended that you
review the storage-policy appendix to familiarize yourself with all the
storage-policy options prior to continuing.

Creating VM storage policies

Before a storage policy can be applied, it must be created. Once created, the storage policy
can be applied to any part of any VM resident on VSAN-connected storage. You will probably
want to create a number of storage policies to suit your production needs. Once created, all
storage policies are tracked by vCenter and enforced/maintained by VSAN itself. Because
of this, your policy selections remain valid and production continues even in the event of a
vCenter outage.

In the example policy that we will create in this recipe, the VM policy will be
defined as tolerating the failure of a single VSAN host. The VM will not be
i~ required to stripe across multiple disks and it will be 30% thick-provisioned.

Getting ready

Your VSAN should be deployed and functional as per the previous chapter. You should be
logged in to the vSphere Web Client as an administrator or as a user with rights to create,
modify, apply, and delete storage policies.
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How to do it...

From the vSphere 5.5 Web Client, navigate to Home | VM Storage Policies.

From the vSphere 6.0 Web Client, navigate to Home | Policies and Profiles | VM
Storage Policies. Initially, there will be no storage policies defined unless you have
already created storage policies for other solutions. This is normal.

In VSAN 6.0, you will have the VSAN default policy defined here
i prior to the creation of your own policies.

3. Click the Create a new VM storage policy button:

E& VM Storage Policies

| Obiects |

&
N Pireriction

Create a new VM storage policy

A wizard will launch to guide you through the process.

5. If you have multiple vCenter Server systems in linked-mode, ensure that you have
selected the appropriate vCenter Server system from the drop-down menu.

6. Give your storage policy a name that will be useful to you and a description of what
the policy does. Then, click Next:

£ Create New /M Storage Policy ?) W

%4 1 Name and description Name and description

Enter a name and (optional) description
2 Rule-Sets

2 SRS vCenter Server: | veenter corp local |v|
3 Matching resources

Name: Basic policy
4 Ready to complete

Description: -Tolerate a single host failure
- Do not require striping
-Reserve 30% ofthe allocated capacity (30% thick}l

Next Cancel

&1
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7. The next page describes the concept of rule sets and requires no interaction. Click
the Next button to proceed.

8. When creating the rule set, ensure that you select VSAN from the Rules based on
vendor-specific capabilities drop-down menu. This will expose the <Add capability>
button. Select Number of failures to tolerate from the drop-down menu and specify

a value of 1:
U7 Create New VM Storage Policy 2)
+ 1 Name and description Rule-Set 1
Select rules to create your VM storage policy.
" 2 Rule-Sets * The VM storage policy will match datastores that satisfy any of the rule sets

» Arule setwill match datastores that satisfy all ofthe selected rules.
2a Rule-Set1

3 Matching resources

Rules based on vendor-specific capabilities | VSAN [~]
4 Ready to complete
Mumber of failures to tolerate ) 1 (<]
| <Add capability= | =]

Rules based on tags

Add tag-based rule...

9. Add other capabilities as desired. For this example, we will specify a single stripe with
30% space reservation.

10. Once all required policy definitions have been applied, click Next:

E’ﬁ Create New VM Storage Policy 7 M
+ 1 Name and description Rule-Set 1

Select rules to create your VM storage policy.
+ 2 Rule-Sets = The VM storage palicy will match datastares that satisfy any of the rule sets.

+ Arule setwill match datastores that satisfy all ofthe selected rules.
2a Rule-Set1

3 Matching resources

Rules based on vendor-specific capabilities | VSAN ‘ - |
4 Ready to complete
Number of failures to tolerate @) 1 [}
Number of disk stripes per object @ 1 >
Object space reservation (%) @ |EU e
| <Add capability= | v

Rules based on tags

[ Addtag-based rule... |

4 i [

Back Hext Cancel

11. The next page will tell you which datastores are compatible with the storage policy
you have created. As this storage policy is based on specific capabilities exposed by
VSAN, only your VSAN datastore will appear as a matching resource. Verify that the
VSAN datastore appears, and then click Next.

=
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12. Review the summary page and ensure that the policy is being created on the basis of
your specifications. When finished, click Finish.

13. The policy will be created. Depending on the speed of your system, this operation
should be nearly instantaneous but may take several seconds to finish.

The VSAN-specific policy definitions are presented through VMware Profile-Driven Storage
service, which runs with vCenter Server. Profile-Driven Storage Service determines which
policy definitions are available by communicating with the ESXi hosts that are enabled
for VSAN. Once VSAN is enabled, each host activates a VASA provider daemon, which is
responsible for communicating policy options to and receiving policy instructions from
Profile-Driven Storage Service.

There's more...

The nature of the storage policy definitions enabled by VSAN is additive. No policy
option mutually excludes any other, and they can be combined in any way that your
policy requirements demand. For example, specifying a number of failures to tolerate
will not preclude the specification cache reservation.

» For a full explanation of all policy options and when you might want to use them,
please see the Chapter 3A - VSAN-specific storage-policy options section of
Appendix A, Chapter-specific Expansions

Applying storage policies to a new VM or a

VM deployed from a template

When creating a new VM on VSAN, you will want to apply a storage policy to that VM according
to your administrative needs. As VSAN is fully integrated into vSphere and vCenter, this is a
straightforward option during the normal VM deployment wizard.

The workflow described in this recipe is for creating a new VM on VSAN.
If deployed from a template, the wizard process is functionally identical
g from step 4 of the How to do it... section in this recipe.
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Getting ready

You should be logged into vSphere Web Client as an administrator or a user authorized to
create virtual machines.

You should have at least one storage policy defined (see previous recipe).

How to do it...

1. Navigate to Home | Hosts and Clusters | Datacenter | Cluster.
2. Right-click the cluster, and then select New Virtual Machine...:

4 Home ¥ X | [ VSAN Cluster

J. @ | £ 8 ﬁ J Summanr. Monitor
w [ vcenter.corp.local
w [ly Datacente 4:# -

| Cluster

[ Actions - WSAN Cluster

T Add Host..

[y Move Hosts inta Cluster..
‘& New Virtual Machine...

[, esxi-01.corp.log
3, esxi-02.corp.log
7, esxi-02.corp.lo

3 Mew Datastore...
¥ Deploy OVF Template...
[Z5 Attach Host Profile...

Settings

Move To...
Rename...

<@ Assign Tag..
<5 Remove Tag

Alarms

All wCenter Actions

3. Inthe subsequent screen, select Create a new virtual machine.

4. Proceed through the wizard through Step 2b. For the compute resource, ensure that
you select your VSAN cluster or one of its hosts:
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1 New Virtual Machine (Z) W
1 Select i
elect creation type (a
+~  1a Selecta creation type
= w [fq Datacenter
2 (e + [ VsAN Cluster
W =3 EHEEE TEME ST EE B esx-01.corpocal Select a cluster, host, vApp or resource poal 1o run this
compute resource virtual machine
[f, esxi-03.corp local
2c Select storage
2d Select compatibility
2e Selecta guest 03
2f Customize hardware
3 Ready fo complete
Compatibility:
O Compatibility checks succeeded
Back Hext Cancel
5. On the next step, select one of the VM storage policies that you created in the
previous recipe. Once you select a VSAN storage policy, only the VSAN datastore
will appear as compatible. Any other datastores that you have present will be
ineligible for selection:
431 New Virtual Machine R
1 Select creation type VM Storage Policy: | Multiple-stripes policy ‘ = | i ]
~  1a Selecta creation type The following datastores are accessible from the destination resource that you selected. Select the destination datastare for the
2 Edit settings virtual machine configuration files and all of the virual disks
«  2a Seledt a name and folder Name Capacity Frovisioned Free Type Storage DRS
v 2b Select a compute resource Compatible
] vsanDatastore 44775 GB 6.74GB 441.01GB vsan
Incompatible
2d Select compatibility
B 1sos 150 TB 16.32 GB 148TB NFS
2e Selecta guest 08
2f Customize hardware
3 Ready to complete
< »
Compatibility:
@ compatibility checks succeeded.
Back HNext Cancel

@1
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6. Complete the rest of the VM-deployment wizard as you normally would to select the
guest OS, resources, and so on.

7. Once completed, the VM will deploy and it will populate in the inventory tree on the
left side. The VM summary will reflect that the VM resides on the VSAN storage:

4 Home ™ X | [ linuxvm01 | Actions
@ =] 8 Q Summary | Monitor Manage Related Objects
~ (&7 veenter.corp local _
' Dstacenter ‘:‘::::;:01 Other 3.x Linux (32-bt|
G s: 3. (32-bit)
V@ '\‘ZSAN Cluster Compatibility: ESXi 5.5 and later (WM version 10}
[ esx-01.corplocal Powered Off Viware Tools: Not running, not installed

[3 esx-02.carp.local
[3, esxi-03.corp local

DNS Name:

IP Addresses:

Host esxi-02.corp.local
° 8}
~ VM Hardware ) | * Related Objects (]
» CPU 1CPU(s), 0 MHz used Host @ esxi-02.corp.local
» Memory |:| 1024 MB, 0 MB used Resource pool P vsan Cluster
» Hard disk 1 24.00 GB Metworks g VI Metwark
» Metwork adapter 1 VM Metwork  (disconnected) Storage H vsanDatastore

(@) CO/DVD drive 1 Power on WM to connect More related objects

All VMs resident on the VSAN storage will have a storage policy applied. Selecting the
appropriate policy during VM creation means that the VM will be how you want it to be from
the beginning of the VM's life. While policies can be changed later, this could involve a
reconfiguration of the object, which can take time to complete and can result in increased
disk and network traffic once it is initiated. Careful decision making during deployment can
help you save time later.

Applying storage policies to an existing VM

migrating to VSAN

When introducing VSAN into an existing infrastructure, you may have existing VMs that reside
on the external storage, such as NFS, iSCSI, or Fibre Channel (FC). When the time comes to
move these VMs into your converged infrastructure and VSAN, we will have to make policy
decisions about how these VMs should be handled.

=
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You should be logged into vSphere Web Client as an administrator or a user authorized
to create, migrate, and modify VMs.

How to do it...

Navigate to Home | Hosts and Clusters | Datacenter | Cluster.

Identify the VM that you wish to migrate to VSAN. For the example used in this recipe,
we will migrate the VM called linux-vmO2 that resides on NFS Datastore.

3. Right-click the VM and select Migrate... from the context menu:

4 Home

o X (G linux-vmo2

Actions =

J @ 3 Q; JSummary ‘ Monitor Manage Related Objects

w [Jvcenter corp.local
w [ Datacenter
~ [l VSAN Cluster
[F esxi-01.corp.lacal
[E esxi-02.corp.lacal
[&, esxi-03.corp.lacal
&1 linux-vm01

E (3 Actions - linux-vm2

Shut Down Guest 05
i Take Snapshdt.
u} Manage Snapshaots...

25 Clone to Virtual Machine...
55 Clone to Template...

{5+ Edit Setfings...

) Powered On

Download Plug-in @
Launch Console

1)

A\ Viware Tools is notinstalled on this virtual machine

* VM Hardware
» CPU

-

Memory

-

Hard disk 1

-

Hard disk 2

-

Metwork adapter 1

v (@) CDIDVD drive 1

2 CPU(s), 1582 MHz used

[| 3072 MB, 1075 MB used
40.00GB

20.00 GB

WM Metwork  (disconnected)
Connected 7~

linux-vmo2

Guest 0S: Ubuntu Linux (32-bity
Compatibiltty: ESXi 5.0 and later (WM version 8)
WMware Tools: Mot running, not installed

DNS Name:

IP Addresses:

Host esxi-01.corp.local

O | * Related Objects (m]

Host
Resource pool
Networks

Storage

@ esxi-01.corp.local
D vsaN Cluster
€ VM Network

B Fs datastore
B 150s

More related objects |

4. Inthe resulting page, select Change datastore or Change both host and datastore
as applicable, and then click Next.

If the VM does not already reside on one of your VSAN-enabled hosts,
you must choose the Change both host and datastore option for your
migration.

@]
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5. Inthe next step, select one of the VM storage policies that you created in the previous
recipe. Once you select a VSAN storage policy, only the VSAN datastore will appear as
compatible. Any other datastores that you have present will be ineligible for selection:

(1 linux-vm02 - Migrate 2
+ 1 Select Migration Type Selectwirtual disk format | As defined in the VM storage polic
% 2 select Datastore VM Storage Policy | Basic palicy [-]®
3 Review Selections The following datastores are accessible from the destination resource that you selected. Select the destination datastore for the
virtual machine configuration files and all of the virtual disks
Name Capacity Provisioned Free Type Storage DRS
Compatible
[ vsanDatastore 44775 GB 38.06 GB 428.90 GB vsan
Incompatible
[ NFS datastore 150 TB 60.10 GB 1.49TB NF3
B 150s 1.38TB 16.87 GB 1.36 TB NFS
L . :
[ Advanced => |
Compatibility:
@ compativility checks succeeded.
Back Hext Cancel

You can apply different storage policies to different VM disks. This can be done by
performing the following steps:

1. Click on the Advanced >> button to reveal various parts of the VM:

~\l
Q Once clicked, the Advanced >> button will change to << Basic.

~ 1 Select Migration Type Virtual Mac.. | File Storage Disk format

VM Storage Policy
N 2 Select Datastore linux-vm...  Configuration File [NFS datastore]
% Review Selections linuevm. Hard disk 1 (24.00 GB) [NFS datastore] Thin Provision

== Basic

SNED
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In the Storage column, click the existing datastore to reveal a drop-down
menu. Click Browse. In the subsequent window, select the desired policy
from the VM Storage Policy drop-down menu. You will find that the only
compatible datastore is your VSAN datastore. Click OK:

Select a datastore cluster or datastore x)
VM Starage Policy: | Basic policy |~ | @
The following datastores are accessible from the destination resource that you selected. Selectthe
destination datastore for the virtual machine configuration files and all of the virtual disks.
Mame Capacity Provisicned Free Type
Compatible
] vsanDatastore 44775 GB 138.96 GB 34388 GB vsan
Incompatible
E NFS datastore 1.50 TB 25.21GB 1.50 TB NFS
B 150s 13178 16.87 GB 1.29TB NFS
4 L
OK Cancel

3. Repeat the preceding step as needed for other disks and the VM
configuration file.

6. After performing the preceding steps, click on Next.

7. Review your selection on the final page, and then click Finish.

i
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8. Migrations can potentially take a long time, depending on how large the VM is, the
speed of the network, and other considerations. Please monitor the progress of
your VM relocation tasks using the Recent Tasks pane:

* || Recent Tasks O

| Al | Running Failed

Relocate virtual machine
E linux-vm02

8% €39

9. Once the migration task finishes, the VM's Summary tab will reflect that the datastore
is now the VSAN datastore. For the example of this VM, the VM moved from NFS
Datastore to vsanDatastore:

4 Home ¥ X (G linuxwvm02 | Actions v

| o ] B a | summary | Moritor Manage Related Objects

w [ vcenter corp local
w [in Datacenter
[ VSAN Cluster
[ esxi-01.corp.local
[ esxi-02.corp.local

linux-vmo2

Guest 05 Ubuntu Linux (32-bit)
Compatibility: ESXi5.0 and later (WM version &)
VMware Tools: N/A

F‘ X DNS Name:
3e.s>(|—03.corp local » Fowsradon P Addresses:
ﬁl linux-vmo1 a3 Host esxi-01.corp.local
) linuxvm02 Download Plug-in @ (!‘
Launch Console -
~* VM Hardware O| | = Related Objects [m]
» CPU 2 CPU(s), 0 MHz used Host g esxi-01.corp.local
» Memory |:| 3072 MB, 0 MB used Resource pool B vsaN Cluster
» Hard disk 1 40.00 GB Networks €3 vM Network
+ Hard disk 2 2000 GB Storage H1sos

» Network adapter 1 VM Network (disconnected) B vsanDatastors

N » (@) CDIDVD drive 1 Connected e Hore related bjects

Much like the new VM workflow, we select the storage policy that we want to use during
the migration of the VM to VSAN. However, unlike the deploy-from-template or VM-creation
workflows, this process requires none of the VM configuration steps. We only have to select
the storage policy, and then SPBM instructs VSAN how to place and distribute the objects.
All object-distribution activities are completely transparent and automatic.

=
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_ This process can be used to change the storage policy of a VM already
resident in the VSAN cluster, but it is more cumbersome than modifying the
i policies by other means. Please see the Changing storage policies on a VM
already residing in VSAN recipe for more information.

Viewing a VM's storage policies and

object distribution

Once you have multiple VMs in your VSAN cluster, it becomes important to understand how to
examine the VMs to determine which policies are applied and whether the VMs comply with
these policies.

As your infrastructure grows, it becomes vital to be able to effectively examine and monitor
your VMs to ensure that everything is working and distributed as expected.

Getting ready

You should be logged into vSphere Web Client as an administrator or a user permitted to view
VM configuration details.

How to do it...

1. InvSphere Web Client, navigate to Home | Hosts and Clusters | Datacenter | Cluster.

2. Select the VM that you wish to examine. For this example, we will examine the linux-
vmO02 VM that we migrated to VSAN in the previous recipe.

-
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3. Onthe VM's Summary page, you will see the policy that is applied, compliance status,
and the last time that vCenter checked this VM for compliance:

4 Home O X [ linux-vm02 | Actions -
@ 15i'| 8 g Summary | Monitor Manage Related Objects
~ [5] vcenter.corp local
linux-vmo02
vDatacemer (;nuxl‘:; Ubuntu Li 32-bit)
« [ vsan Cluster uestHe: untu Linux (22-b1)

Compatibiltty: ESXi 5.0 and later (WM version 8)
VMware Tools: Mot running, not installed

DNS Name:

IP Addresses:

[ esxi-01.corp.local
[3 esxi-02.corp.local
[3 esxi-03.corp.local
5 linux-vm01 b Powered On Host esxi-01 corp local

&, linw-ym02 > Download Plug-in @ (!\

Launch Console =

/b Viware Tools is not installed on this virtual machine.

~ VM Hardware O | = VM Storage Policies jm]
» CPU 2 CPU(s), 1628 MHz used WM Storage Policies Eﬁ" Basic policy

» Memory D 3072 MB, 1474 WB used WM Storage Policy Compliance + Compliant

» Hard disk 1 40.00 GB Last Checked Date 2/19/2015 10:08 PM

v Hard disk 2 20.00 GB Refresh

4. This at-a-glance view tells us which policy is applied and whether we are compliant.
However, we cannot determine how the VM is distributed throughout the cluster. To

examine this information, we need to navigate to Manage | VM Storage Policies
while the VM is highlighted.

Q In vSphere 6.0, the path will be Monitor | VM Storage Policies.

5. Once on the VM Storage Policies tab, you will be presented with a summary of the
objects associated with the VM. These will include, at the very least, a VM home
object (also called a namespace object or Configuration file depending on the

context). In most cases, you will be presented with a VM home object and one or
more VM disks:

4 Home o X Oplinuxwvm02 | Actions
@ E’l = | Q Summary  Monitor | Manage | Related Objects
- _,Jvcenter.corp.local ) )
vDatacenter | Settings | Alarm Definitions | Tags | Permissions | WM Storage Policies | Scheduled Tasks | vSernvices
~ [ vsan Cluster
Eesxi—ﬂ‘l.corp.local VM Storage Policy assignments
ﬁ'\esxi—UQ.corp.Iocal
[3, esxi-03.corp.local c %
@ linux-vm01 Mame VM Storage Policy Compliance Status
W linux-vm02 > £ VM home EF Basic policy « Compliant
&5 Hard disk 1 E‘ﬁ Basic policy + Compliant
&5 Hard disk 2 E‘ﬁ Basic palicy + Compliant

=
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6. This will reflect which policy is applied to which object and whether this policy is
compliant. This should match what you saw previously on the Summary tab.

7. To view the distribution of any given object throughout the VSAN cluster, select
it from the list, and then view below the line to see the distribution:

(5 Inuxum02 | Adions =
Bummary  Monilos | Manage | Relaled Objects
Selting: ons | VM Slorage Polides | Scheduled Tasks | vBenices
o9 Q
B Hoed disk 1 I Bas v ~ Compliant
&y Hard disk 2 L;} Baskc policy « Compliam
L] ==
Physical Disk Placement mpl Faih
o =
Wiiness W At [ esx-Odcomioeal | O Local\lware Diskinaa a3 a7edl o L
Component W Active 23 Local Vibwase Disk inaa
Compenant W Active i 3 Local Vibware Disk (naz
8. From here, you can see how the VM object is distributed and how fault tolerance

is being maintained. For this example, we see that the VM has a simple RAID-1

layout with a single mirror and no additional striping per policy. There are two data
components resident on esxi-03.corp.local and esxi-02.corp.local. There is a
quorum-maintenance "witness" component on the esx-01.corp.local host. The panel
will also display which specific disks are in use for these data objects and witnesses.
In this way, we can see where the data actually resides and how VSAN has distributed
objects to ensure that we can tolerate the loss of any given host in the VSAN cluster

and still maintain availability.

VSAN autonomously maintains storage policy selections during normal operation. To enable
you as the administrator or architect of the system to examine what VSAN is doing, the SPBM
agents on vCenter Server periodically poll the VSAN VASA provider on the VSAN master node.
SPBM then takes this information and populates it in its database and makes it available to
vSphere Web Client. When you select the VM from your inventory tree, this data is fetched

and displayed.

s
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There's more...

Because this data is populated on the basis of a poll, what you see in vSphere Web Client
could be out of date. If you notice that the Last Checked Date field on the Summary tab is
old, or if you have recently experienced some sort of VSAN outage event, such as the loss of a
host, you can manually refresh the data by clicking on the blue circular Refresh button on the
VM Storage Policies tab.

Due to visual layout constraints, this view may not reflect all the distribution details when a
VM is running on a snapshot.

If a component is non-compliant against its specified storage policy, the reason for this non-
compliance will be revealed in the Compliance Failures tab when the component is selected.

» For more information about quorum maintenance and witnesses, please see
the Per-object quorum in VSAN section of Appendix B, Additional VSAN Information

» For more details on the examination of compliance failures, please see the
next recipe

» For more information about storage policies as they relate to VM snapshots, please
see the vCenter object distribution view and VM snapshots section of Appendix B,
Additional VSAN Information

Changing storage policies on a VM already

residing in VSAN

Once a VM is created, you may find that you wish to alter the storage policy of the VM or one
of its disks. This will typically be the result of the performance or availability requirements of
a VM changing over time. For example, you may have a database or and e-mail server where
you want the high-access data disks to be striped across physical spindles to help improve
performance.

If changes need to be made, changes can be granularly applied to individual objects
comprising the VM or to all components for the VM.
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Getting ready

You should be logged into vSphere Web Client as an administrator or a user authorized to
modify VMs.

How to do it...

1. InvSphere Web Client, navigate to Home | Hosts and Clusters | Datacenter |
Cluster.

2. Select the VM that you wish to examine. For this example, we will examine the
linux-vmO02 VM that we migrated to VSAN in the previous recipe.

3. Once the VM is selected, navigate to Manage | VM Storage Policies.
4. Click the Manage VM Storage Policies button:

(5 linux-ym02  Actions ~

Summary  Monitor ‘ Manage ‘ Related Objects

[ Settings ‘ Alarm Definitions | Tags ‘ Permissions | VM Storage Policies | Scheduled Tasks | VSENIEEE]

VM Storage Policy assignments Manage VM Storage Policies...

e (\’a Manage assignments of VM
Neme VM Storage Policy Complience Status on the VM

£ VM home @ Basic policy + Compliant

@3 Hard disk 1 Efy Basic policy + Compliant

@5 Hard disk 2 Efy Basic policy + Compliant

5. If you wish to modify the VM storage policy for the entire VM, choose the applicable
policy from the Home VM storage policy drop-down menu, and then click Apply
to disks:

5 linux-vm02: Manage VM Storage Policies (?)

The Home VM storage policy applies to the vitual machine configuration files.

Home VM storage policy: | Basic palicy | v |[ Apply to disks ]

Mone
Optionally, select a virtual

7}



Storage Policy-based Management

6. To change the policy on a specific disk, select the policy from the drop-menu next to
the applicable disk, and then click OK to apply the change:

£ linux-vm02: Manage VM Storage Policies

The Home VM storage policy applies to the vitual machine configuration files.

Home VM storage policy: ( Basic policy

| . | | Apply to disks |

Optionally, select avirtual disk and apply a separate VM storage policy to it.

WM storage policies for virtual disks:

Disk Name VM Storage Policy

Hard disk 1 Basic policy

Hard disk 2 | Basic policy |v|
Mone

Basic policy

Multiple-stripes policy

Mo fault-tolerance policy

a1

~ Please note that the drop-down menu is hidden until you roll your mouse over
the current storage policy, revealing the presence of the menu.

7. Once the new policy is applied, the Compliance Status column for the applicable
objects will change to Not Compliant:

(5 bnuvm02 | Acons -

-
Summaty  Moniflor | Manage | Relabed Objects

Setings | Alarm Desinitions | Tags | Permissions | VM Siorage Pobcies | Scneduked Tasks | vSendces
VI Slarage Policy assignments [ Manage vid Siorage Policies._

Q

] VM home

o
By Hard digk 1 I Basic » Complant
s Hard disk 2 (7 Multicle-stripos pocy ) Not Comgliant
L]

Jems [+

K : Depending on the performance of your vCenter infrastructure, you may need

to manually refresh the view with the circular blue refresh button on the VM
Storage Policies tab.

NED
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8. With the non-compliant disk highlighted, you will see that the lower panel now reveals
the changes being made to the VM disk, if applicable. In this example, we increased
the stripe width from one stripe to two stripes. The Physical Disk Placement tab will
thus reveal the following configuration:

(s linuxvm02 | Actions +

Summary Monitor | Manage | Related Objects

| Settings | Alarm Definitions | Tags ‘ Permissions | VM Storage Policies | Scheduled Tasks | v3enices

VM Storage Policy assignments Manage VM Storage Policies.
[+ Q a
Neme VM Storage Folicy Compliance Status
£ VM home E‘E Basic policy + Compliant
&3 Hard disk 1 Eﬁ Basic policy + Compliant
4 Hard disk 2 EB! Multiple-stripes policy & Mot Compliant
M Jitems [

Physical Disk Placement | Compliance Failures
linux-vm02 - Hard disk 2 : Physical Disk Placement

— =

= Q v
Type Companent State Host 55D Disk Name 55D Disk Uuid Non-55D Disk Nsme Non-5:
Witness . Active Q esxi-01.corp.local 2 Local VMware Disk (naa 5269e148-1476. 2 Local ViMware Disk (naa.6000c29c879e0206426 52a7|
Witness Il Active Q esxi-01.corp local 3 Local VMware Disk (naa 5269e148-1476 (2 Local VMware Disk (naa.6000c29c97920206426 52aT7|
~ RAID1

~ RAIDO
Component D Reconfiguring Q esxi-02 corp.local 2 Local VMware Disk (naa 52e79bbB-cB4a ) Local ViMware Disk (naa.6000c299e136d2fef551 52a7|
Component 3 Reconfiguring Q esxi-01.corp local 3 Local VMware Disk (naa 5269e148-1476 (2 Local VMware Disk (naa.6000c29c97920206426 52aT7|

~ RAIDO
Component D Reconfiguring E esxi-03.corp.local 3 Local VMware Disk (naa.... 52caSeZe-ec33.. [ Local VMware Disk (naa.6000c293c68e4e2d8aa... 52d6|
Component D Reconfiguring Q esxi-03.corp.local 2 Local VMware Disk (naa 52caSeZe-ecd3 2 Local VMware Disk (naa.6000c2906b54d6193146 5201
Component Il Active Q esxi-02 corp local 3 Local VMware Disk (naa 52e79bb8-cB4a 2 Local VMware Disk (naa.6000c2980aa6c0c33d2 5283
Component Wl Active E esxi-03.corp.local 3 Local VMware Disk (naa.... 52caSeZe-ec33.. [ Local VMware Disk (naa.5000c2906b54d6193f46... 5201
Witness . Active E esxi-02.corp.local 3 Local VMware Disk (naa.... 52e79bb8-cB4a.. [ Local VMware Disk (naa.6000c299¢136d2fefof61...  52ay|

For now, the original single-stripe mirror still exists as the Active components, as does its
witness. In addition, we now have a new set of RAID-O devices that are being built across
various disks and hosts. When this process finishes, the original RAID-1 mirror will be
destroyed and production will continue seamlessly on the new RAID-10 mirrored stripes
as defined in our storage policy.

Now, we will move on to the next method. This method applies only if you wish to change the
storage policy of a VM disk. To change the storage policy of the VM home folder, you must use
the previous method.

1. In vSphere Web Client, navigate to Home | Hosts and Clusters | Datacenter |
Cluster.

2. Select the VM that you wish to examine. For this example, we will examine the
linux-vmO02 VM that we migrated to VSAN in the previous recipe.

s
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3. Right-click the VM and choose Edit Settings...:

w [ veenter.corp local

+ [f7 Datacenter
~ [ VSAN Cluster

[7 esxi-01.corp.local
[3 esxi-02.corp.local
[3 esxi-03.corp.local
1 linux-vm01

G Actions - linue-vm02

Shut Down Guest OS

(55 Migrate..
[i’e) Take Snapshot...

u} Manage Snapshats...
25 Clone to Virtual Machine...
£ Clone to Template...

5 EditSettings. .

4. Inthe resulting Edit Settings window, expand the options for the hard disk that you
wish to change by pressing the small arrow to the left of the corresponding hard disk
icon. This will reveal a drop-down menu for VM storage policy. You can expand this

menu to select the new policy:

5 linux-vm02 - Edit Settings

[ Wirtual Hardware | VM Options | SDRS Rules | wvApp Options |

v [ cPU -~ @
» Wl Memory
~ (2 Hard disk 1 40 lee |+
Maximum Size A74.88 GB
WM storage policy ' Basic palicy | v J i ]
Type Mone
Basic policy
Disk File Multiple-stripes palicy S

Mo fauli-tolerance policy

Shares I — .

&)
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5. Once you have selected the applicable policy, click the OK button to apply
your changes.

. You can also use this same step to apply different policies to various
% disks for VM creation or deploy-from-template operations. Identical
s options are presented to you in the Customize hardware step of a
create/deploy operation.

~ For monitoring object changes and to check compliance, please go to
"Method 1" within this recipe and skip to Step 7.

When you opt to modify the storage policy of the VM or the disks, your specifications are
communicated to SPBM. SPBM then instructs VSAN to figure out how to modify the object(s)
to bring them into compliance by communicating with the VSAN VASA provider on the VSAN
master node.

There's more...

If VSAN determines that new components need to be created to satisfy the policy, it will
determine how and where to place them. Once created, it will begin to migrate data from the
existing components to the new ones. Status and component/object state changes will be
communicated back to SPBM via the VSAN VASA provider. SPBM will then periodically poll
the VSAN VASA provider, and any changes will be reflected in vSphere Web Client.

» Tolearn how to get more details regarding the rebuild process, please see Chapter 6,
Ruby vSphere Console

Modifying existing storage policies

Throughout the course of administering your vSphere/VSAN infrastructure, you may find that
you wish to change a storage policy and the VMs associated with it. For example, you may
want to change the amount of a VM that is thick-provisioned, or you may want to modify a
policy so that it uses more stripes or provides a greater degree of fault tolerance.

By modifying an existing policy, you will cause these changes to cascade down to all VMs or
VM disks that use the policy; thus, affecting many changes at once.

[ei-
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Getting ready

You should be logged into vSphere Web Client as an administrator or a user authorized to
modify VM storage policies and VMs.

How to do it...

1. From vSphere Web Client, navigate to Home | VM Storage Policies.
2. Highlight the policy that you wish to modify, and then click the Edit button:

4 Home ™ X EF vm Storage Policies

s J Objects |

ES Basic policy B 5 X G | @kactions ~

ES Multiple-stripes policy
Mame Pimcreinting Ve

ES Mo fault-tolerance policy Edit a VM storage policy

2 a single host failure
% Basic policy - Do not require striping [E-,l vcenter.corp.local
- Reserve 30% of the allocated

- Tolerate a single host failure

% Multiple-stripes policy - Specify that data should be (5 vcenter.corp.local
striped across two disks on each

- Do nottolerate any host failures
% Mo fault-tolerance policy - Do not require striping (%) vcenter.corp.local
- Do notreserve any of the

3. If you wish to modify the name or description, please do so, and then click Rule-Set 1.

4. Add the capability that you wish to use or modify one of the existing settings. In this
example, we will increase the Object space reservation (%) value to 50%:

EF Basic policy: Edit VM Storage Policy (2)

Name and description Rule-Set 1
Select rules to create your VM storage policy.

ST - - v storage policy will match datastores that satisty any of the rule sets

= Arule setwill match datastores that satisfy all of the selected rules.
Matching resources

Rules based on vendor-specific capabilities | VSAN ‘ - |
Number of failures to tolerate @) 1 (<]
Number of disk stripes per object i ] 4 Q
Object space resernvation (%) @ |5E|| e
[ <Add capability> [~

&
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5. Click OK to update your storage policy. When you make this change, the wizard will
inform you that your changes will affect the associated VMs. You will be prompted to

apply the policy to VMs immediately or manually at a later time.

You may choose either option and then click Yes. For the purposes of this
recipe, however, we choose to apply the policy manually to demonstrate the

corresponding steps:

Basic policy: VM Storage Policy in Use

Jom

The WM storage policy is in use by 2 virtual machine(s). Changing the YM storage policy
will make it out of sync with those 2 vitual machine(s).

Reapply the WM storage policy to those 2 virtual machine(s) to make it in sync. This may
take significant time and system resources.

a2
Save changes? Now

Reapply to VMs: | Manually later | .|

6. Navigate to Home | Hosts and Clusters | Datacenter | Cluster | VM | Manage |

VM Storage Policies.

7. You will find that anything using the policy that we modified will reflect that the policy
compliance status is Out of Date:

(1 linux-vm01 = Actions ~

Summary  Monitor | Manage | Related Objects

| Seftings | Alarm Definitions | Tags | Permissions | WM Storage Policies | Scheduled Tasks | vSenices ]

VM Storage Policy assignments

¢ &5
Name

[ VM home
&5 Hard disk 1

VM Storage Policy
EF Basic palicy
Eﬁ‘- Basic policy

Compliance Status
& OutofDate
€ OutofDate
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8. Click the Reapply policy button to apply the changes to the affected objects for
the VM:

41 linux-vm01 = Actions «

Summary Monitor | Manage | Related Objects

|. Settings ‘ Alarm Definitions ‘ Tags ‘ Permissions | VM Storage Policies

VM Storage Policy assignments

G@"a%{b

Name wna o

Reapply VM storage policy to all out of date
£ VMhome  antities.

85 Hard disk 1 Fﬁ B

9. When prompted, click Yes to proceed with reapplying the storage policy.

10. When the task completes, the policy view should refresh. You will find that the
compliance status has changed from Out of Date to either Compliant or Not
Compliant, depending on whether or not the object needs to be reconstructed
to satisfy the new criteria:

1
‘\Q Depending on the performance of your vCenter Server, you may

need to click the circular blue refresh button.

(h linux-vm01 | Aclions

Summary  Monitor | Manage | Related Objects

|' Settings | Alarm Definitions | Tags | Permissions | YM Storage Policies | Scheduled Tasks | vSenvices |

VM Storage Policy assignments

C %

Mame VM Storage Policy Compliance Status
£ VM home Eﬁ Basic policy + Compliant
&5 Hard disk 1 Eﬁ Basic policy + Compliant

A If the compliance status changes to Not Compliant and you wish to
% learn more, please refer to the Changing storage policies on a VM
Lo already residing in VSAN recipe within this chapter. In particular,
please see Method 1, Step 7 and beyond.
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What happens in this case is extremely similar to what happens when we apply a new policy
to a VM and/or a VM disk. The key differences are that, in this instance, we are reapplying an
already-associated policy rather than applying a new policy, and we can make the change to
many VMs simultaneously should we choose to do so.

There's more...

Depending on what changes are being made, the storage policy reapplication process can be
very expensive in terms of time-to-completion and I/0 load within the VSAN cluster. Changes
that will require complete reconfiguration of the underlying objects include addition of mirrors
(increasing the failures to tolerate value) and changes to the number of stripes. Changes

to the object space reservation value may cause a full reconfiguration if VSAN's distribution
logic that determines whether a full reconfiguration is necessary. If the policy change is likely
to require that the associated objects be reconfigured and you have many VMs associated
with this policy, it may be beneficial not to apply the changes in bulk. If you wish to modify

the policy used by a specific VM or VM disk rather than all VMs associated with the policy,
changing the policy for this particular VM is recommended as opposed to modifying the policy
itself, which will affect all associated VMs.

While VSAN will scale back reconfiguration/rebuild 1/0 to help avoid crowding out production
1/0, VSAN does insist that reconfigure/rebuild processes consistently make forward progress
to prevent the possibility that a reconfigure/rebuild operation never completes. If the changes
are significant and widespread, there is the possibility of production 1/0 slowing down to
accommodate the large-scale change activity. This possibility can be obviated by staging in
significant changes rather than applying them all at once. To apply the changes to VMs after
modifying the policy, please use the Manually Later option after modifying the policy and refer
to Steps 6-9 of this recipe.

Storage policies give you granular control over how the data for any given VM or VM disk
is handled.

Storage policies allow you to define how many mirrors (RAID-1) and how many stripes (RAID-0)
are associated with any given VM or VM disk.

Storage policies are applied at VM creation to begin with and can be changed later as the
reliability or performance needs change.

The policies themselves can be modified if all associated VMs need to be changed in the
same way.

If no policies are defined, VSAN will use its default policy to provide simple protection to any
VMs created without explicitly defined policies.

]






Monitoring VSAN

In this chapter, we will discuss the following topics, with a recipe for each:

» Examining VSAN datastore health
» Examining VSAN disk health

» Examining VM object health

» Creating VSAN-specific alarms

» Examining VSAN resync activity (vSphere 6.0

Introduction

Once VSAN is deployed and in production, you will want to be able to monitor the health and
capacity of the cluster, disks, and VMs and their various components.

This chapter will describe the GUIl-based monitoring elements of Virtual SAN, and will show
you how to monitor the high-level health of the cluster and create useful alarms to notify you
of issues within your VSAN deployment.

In VSAN, many of the cluster monitoring features are available via the
+  special command-line environment called the Ruby vSphere Console
% (RVC). While this chapter will cover monitoring options in the vSphere
Client, please see Chapter 6, Ruby vSphere Console for a guide to
more-robust monitoring tools in RVC.

&7}
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Examining VSAN datastore health

Within VSAN, datastore health is the key to ensuring production continues without any problems.
The most important aspect of overall datastore health involves free capacity

It is recommended that the VSAN datastore contain 20 percent free space to enable ideal
placement decisions and effective rebalancing of storage objects.

Getting ready

» Your VSAN should be deployed and functional as per Chapter 2, Initial Configuration
and Validation of Your VSAN Cluster.

» You should be logged in to the vSphere Web Client as an administrator or as a user
with view datastore information

How to do it...

1. From the vSphere Web Client, navigate to Home | Storage | VSAN Datastore.
2. Click on the Summary tab.

3. Examine the capacity and number of connected hosts. You should find that the
capacity is consistent with the aggregated size of your disk groups, and that the
correct number of hosts is connected to the datastore.

E] vsanDatastore | Actions ~

Summary | Monitor Manage Related Objects

- vsanDatastore STORAGE FREE: 328.48 GB
Type: vsan USED: 109.27 GB CAPACITY: 447.75 GB
URL: ds:ifvmfsfvolumesivsan:52562461d7e8d76b-TcBT cedd33ar4B4s/
e Refresh
~ Details 0| | = Tags m}
ds:Ivmfsiolumesivsan 525e246fd Assigned Tag Categony Description

Location 7976b-7c87cedd93a74849/

This listis empty.
Type vsan
Hosts 3

Virtual machines 2

If the capacity is inconsistent with the number of capacity-tier disks
s in the cluster, there may be a network partition in the cluster.

&)
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To examine datastore problems, we can examine alarms and triggered issues regarding the
VSAN datastore. In the vSphere Web Client, click on Home | Storage | VSAN Datastore |
Monitor | Issues | All Issues.

< Summary | Moniter | Manage  Relaled Objects

I8EUSE | Periormance | Tasks | Evants | Storage Reports

VSAN datastore.

As VSAN is integrated into the vCenter Server, it uses the same monitoring and alarm
paradigms as other aspects of vSphere.

[ In this example, there are no alarms or reported issues with the ]
s

There are other ways of getting more information about VSAN from the vSphere Client,
but these views provide a high-level snapshot of the datastore health.

Examining VSAN disk health

As VSAN is a distributed storage solution, the health of disks and SSD devices in VSAN
is essential to the operating health of the cluster. While we will go into the creation of
VSAN-specific alarms (to help stay ahead of the curve) in a later recipe, we can examine
the health of all disk groups and devices across the cluster via the vSphere Web Client.

Getting ready...

You should be logged in to the vSphere Web Client as an administrator or a user, permitted
to view VSAN disk information.

How to do it...

Navigate to Home | Hosts and Clusters | Datacenter | Cluster | Manage | Settings |
Virtual SAN | Disk Management.
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Any disk groups that have a problem will have a red exclamation mark superimposed on the
icon to indicate a problem. If there are any unhealthy disk groups, you can select them to
determine which disk(s) have a problem.

Summary  Wenior | Masage | Relaled Oojects

Botings | Alarm Definitions | Tags | Permissions | Stheowied Tasks

Unhaaamy

Unhaathy

DeadorE

In this example, we see that the entire disk group on host 02 is unhealthy due to a failure
involving the SSD.

The health of the disk group is based on the health of the disks and SSD within that group.
The overall health of the group is inherited from the health of the disks and SSD—any error
on a disk or an SSD will result in an alarm on the disk group as a whole.

The relationship between the status of the disks or SSD will be reflected in the details.
In the preceding example, the SSD has failed and thus the spinning disk health reflects
SSD Down—the disk group is unavailable because the cache device died.

When introducing VSAN into an existing infrastructure, you may have existing VMs that reside
on external storage such as NFS, iSCSI, or Fibre Channel.
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Examining VM object health

Even if there are no alarms or disk failures in VSAN, you may wish to examine the specific VMs
residing on VSAN storage. The VMs and their disks can periodically change distribution as
VSAN load-balances. If there is a problem in a disk group, it will likely affect at least one VM
as you increase the number of VMs, so examining the VM will give you a high-level view of any
activity or issues associated with the VM.

Getting ready...

You should be logged in to the vSphere Web Client as an administrator or a user permitted to
view VM configuration details.

How to do it...

1. Inthe vSphere Web Client, navigate to Home | Hosts and Clusters | Datacenter |
Cluster.

2. Select the VM you wish to examine. For this example, we will examine the
linux-vm02 VM.

3. Navigate to Manage | VM Storage Policies while the VM is highlighted.

Q In vSphere 6.0, the path will be Monitor | Policies | Storage

4. Once you are on the VM Storage Policies tab, you will be presented with a summary
of the objects associated with the VM and their compliance statuses.
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5. Any noncompliant objects will be marked. When it is selected, you will see if there are
any problems with the object as well as any current activity.

(3 linux-vm02 | Actions ~

Summary  Monitor | Manage | Related Objecis

VM Storage Policy assignments

c &

Name

£ VM home
&5 Hard disk 1
&= Hard disk 2

Physical Disk Placement | Compliance Failures

linux-vm02 - Hard disk 2 : Physical Disk Placement

Type Component State
Witness W Active
~ RAD1
~ RADO
Component @ Degraded
Component [@ Degraded
+ RADO
Component @ Active
Component @ Active
Witness @ Active
Witness @ Active

Settings | Alarm Definitions | Tags | Permissions | YM Storage Policies | Scheduled Tasks | vSenices

VM Storage Palicy
5 Basic policy
Fﬁ Basic policy
ES Multiple-stripes policy

Host SSD Disk Name

g esxi-01.corp.l ) Local ViMware Disk (naa.600

g esxi-02.corp |
@ esx-v2.compl.

2} Local ViMware Disk (naa.600

@ esx-03.comp.l.
g esxi-01.corp |
@ esx-03.comp.l.
g esxi-01.corp |

2} Local ViMware Disk (naa.600

2} Local ViMware Disk (naa.600

3 Local VMware Disk (naa.500...

3 Local VMware Disk (naa.500...

3 Local VMware Disk (naa.500...

Compliance Status
+ Compliant

@ Not Compliant
& Mot Compliant

5269e148-1476-74dc-facd-cel

52e79bbB-cB4a-bba7-baea-986

52e79bb3-c84a-bba7-baea-986.

52cabe2e-ec33-d27c-afGe-ccle..

5269e148-1476-74dc-facd-cel

52cabe2e-ec33-d27c-afGe-ccle..

5269e148-1476-74dc-facd-cel

Manage VM Storage Policies

Q -
3items |up |
Q -

) Local VMware Disk (naa 600

) Local VMware Disk (naa 600

2 Local VMware Disk (naa.600..

2 Local VMware Disk (naa.600..
) Local VMware Disk (naa 600
2 Local VMware Disk (naa.600..

) Local VMware Disk (naa 600

In this example, you can see that the object is available but noncompliant because there is a
missing mirror. Two components for the object are in a Degraded state, meaning they reside
on a dead disk. This is due to the failed SSD that was demonstrated in the previous recipe.

Once a failure has been remedied (or if there are enough capacity and hosts to allow a rebuild
to begin, prior to repairing the problem), you will also see more specific information regarding

object health and status:
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(3 linuxvm02  Actions ~ E

Summary Monitor | Manage | Related Objects

‘ Seftings | Alarm Definitions | Tags | Permissions | VM Storage Policies | Scheduled Tasks | vServices

VM Storage Policy assignments Manage VM Storage Policies
[ Q -
Name VM Storage Palicy Compliance Status
£ VM home E;j- Basic policy + Compliant
£ Hard disk 1 EB! Basic policy ) Mot Compliant
&5 Hard disk 2 E;j- Multiple-stripes policy @ Mot Compliant
M Jitems [ ~|

Physical Disk Placement | Compliance Failures

linux-vm02 - Hard disk 1 : Physical Disk Placement

T E Q -
Type Component State Host 85D Disk Name 8SD Disk Uuid Non-SSD Disk Name
+ RAD1
Component Absent- resynching Q esxi-01.corpl.. 4 Local VMware Disk (naa.600... 5269e148-1476-74dcfacd-ce0.. [ Local VMware Disk (naa.600...
Component . Active g esxi-03.corp.| ) Local ViMware Disk (naa.600 52caSe2e-ec33-d27c-af5e-ccle. ) Local ViMware Disk (naa.600
Witness W Active Q esxi-02.corpl.. 4 Local VMware Disk (naa.600.. 52e79bb8-c84a-bba7-baea-986.. [ Local VMware Disk (naa.600...

In this example, you can see that we have resolved the disk problem and the component,
rather than being Degraded as in the previous example, is now in a Resynching status.

vCenter Server works in tandem with VSAN to provide the status of objects associated with
VMs via the vSphere Web Client. When you request information about the VM and its objects
by selecting the VM or refreshing the VM Storage Policies view, vCenter and VSAN will provide
the current state of the objects.

In the vSphere Web Client, you are most likely to see the following states:

» Active: the component is normal and healthy.

» Absent: the disk or node on which the component resides is unavailable. This state is
common during maintenance operations.

» Absent - resynching: the disk or node on which the component resides is now
available and VSAN is performing a resynchronization to bring the object back
into compliance.

» Degraded: The disk (or disk group) on which the component resides is dead.

» Reconfiguring: A dead component is being rebuilt elsewhere, or the object is
being rebuilt to reflect a change in storage policy.

(75}
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Creating VSAN-specific alarms

When using VSAN for production purposes, there are a few alarms that can be created in
vCenter to notify you when specific conditions are encountered. This allows you to be more
proactive with your monitoring of VSAN health. It is strongly encouraged that VSAN-specific
alarms be created when running in a production environment.

The recipe reflects the process used to add an alarm for VSAN. The specific
alarm definitions will be found in the There's More... section and the source of
e this information will be found in the See also section.

Getting ready

You should be logged in to the vSphere Web Client as an administrator or user authorized to
view and create alarms.

How to do it...

1. Inthe vSphere Web Client, navigate to Home | Hosts and Clusters | vCenter |
Manage | Alarm Definitions.

2. Click on the green + icon to create a new alarm.

4 Home X [ vcentercomplocal = Actions v
@ 15"_'1 8 (;:L Summary  Monitor | Manage | Related Objects
L E,( vcenter.corp.local
vDatacenter Settings | Alarm Definitions | Tags | Permissions | Sessions | Storage Providers | Scheduled Tag
~+ [ vSAN Cluster
[3 esxi-01.corp.local %x Q -
F'_!esxi—DZcorp.Iocal Memie Defined In -

= | Add
[ esxi-03.corplocal 13 hwwesonnection and power .. | This Object

3. Inthe resulting wizard, make the following changes:
o Alarm name: <enter a descriptive, meaningful name for the alarm>

o Description: <enter a verbose description of what the alarm does,
if desired>

o Monitor: Hosts

o Monitor for: a specific event occurring on this object—for example,
VM power on




The Enable this alarm box should be checked.
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“r5 New Alarm Definition

2
*/ Alarm name:  VSAN disk is offline
2 Triggers
99 Description: This alarm will activate if a disk used in a Virtual SAN disk group goes offline

3 Actions

Monitor: Hosts -

Monitor for: specific conditions or state, for example CPU usage

*) specific event occurring on this object, for example VM Power On
¥ Enable this alarm
Next Cancel

Click on Next.

5. On the Triggers step in the wizard, click on the green + button to create a new trigger.
6. Enter or paste the event string into the box and strike Enter.

‘t3 Mew Alarm Definition 2w
+ 1 General Trigger if ANY of the following events occur:
i 2 Triggers 4+ X
3 Actions Event Status Con
esx.problem.vob.yvsan. pdl.ofline Alert -
The following conditions must be satisfied for the trigger to fire
+
Argument Operator Vals
Back Next Cancel

(7]
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7. Click on Next.

8. On the Actions step in the wizard, click on the green + button to define the
actions that vCenter should take if the alarm triggers. These include e-mailing
the administrator, sending an SNMP trap, and so on.

“t3 New Alarm Definition ?

« 1 General Specify the actions to take when the alarm state changes

+ X

Action

« 2 Triggers

- T

Configuration

Ly
once

s
once

L Ry
once

fotd ]

Send a notification email administrator@corp.local Once

9. Click on Finish to create the alarm.

With these steps, we are integrating additional conditional triggers into the existing vCenter
alarm infrastructure. When these VSAN-specific events occur, a VMkernel Observation Event
occurs. vCenter, through its agents on the host, detects these events and notifies vCenter.
Once the alarm is created, vCenter subsequently triggers an alarm to notify you when the
agents detect these specific Observation Events.

There's more...

The following alarms can be created for VSAN:

Event name

Description

esx.problem.vob.vsan.pdl.offline

A VSAN disk has gone offline

esx.problem.vob.vsan.lsom.diskerror

A VSAN disk, though online, has
encountered an error and is unavailable

esx.problem.vsan.lsom.
congestionthreshold

An SSD used in VSAN is heavily congested
and performance may be affected

esx.problem.vob.vsan.lsom.
componentthreshold

A host in the VSAN cluster is approaching
the maximum number of components it
can manage.

» The event names for this recipe were gathered from the VMware Knowledge Base,
article number 2091347. This article can be viewed at http://kb.vmware.com/

kb/2091347.

7@
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Examining VSAN resync activity

(vSphere 6.0)

Monitoring VSAN resync activity in vSphere 5.5 involves the use of the Ruby vSphere Console
(RVC); in vSphere 6.0, the process can be monitored directly in the vSphere Web Client. This
addition to the vSphere Web Client is available only with version 6.0.

Getting ready...

You should be logged in to the vSphere Web Client as an administrator or user entitled to view
VSAN configurations.

How to do it...

From the vSphere Web Client, navigate to Home | Hosts and Clusters | Datacenter | Cluster

| Monitor | Virtual SAN | Resyncing Components. Any resyncing components will be
reflected in the window:

Related Objects

fformance | Ulilization | Tasks | Events | Resource Resemvation | Virtual SAN | vSphere DRS | vSphere HA
Resyncing Components

Resyncing components view displays the status of vitual machine objects that are currently being resynchronized in the Virtual SAN cluster. Monitaring object resynchronization
is not available for clusters containing only hosts with version earlier than ESXi 6.0

[
Resyncing components
Bytes leftto resync

ETAto compliance

VM Storage Policy Host Bytes Left to Resync ETA
This listis empty.

0 items

(77}
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While there are no resyncing components in this example, you can see how much data is left
to sync and how long the operations will take to complete. Any VMs associated with syncing
components will be listed in the lower pane.

Internally, VSAN keeps track of all component states at all times. Whether a component is
missing, damaged, synchronizing, and so on, VSAN keeps a record of what is going on within
the cluster. In this way, VSAN is able to respond to adverse events and proactively relocate/
rebalance objects throughout the cluster. This new view in vSphere 6.0 enables the vSphere
Web Client to display a piece of this data that is continuously managed by the VSAN cluster.

While this view has been added to vSphere 6.0, you can still monitor for resyncing
components using the Ruby vSphere Console (RVC). RVC is outlined in Chapter 6,
Ruby vSphere Console.




VSAN Maintenance
Operations

In this chapter, we will discuss the following topics, with a recipe for each:

» Understanding and using VSAN Maintenance Mode
» Adding disks to VSAN

» Removing disks/disk groups from VSAN

» Replacing disks in VSAN in the event of a disk failure
» Changing VSAN networking

» Permanently decommissioning a VSAN node

» Recovering a VSAN cluster in the event that vCenter is lost/migrating a VSAN cluster
to a new vCenter Server

Introduction

As with any production system, VSAN will require periodic maintenance. Drivers and system
firmware will need to be updated, new releases of vSphere will ship, and various configuration
changes or hardware updates will need to be performed. You may want to expand or contract
the amount of storage available to VSAN, add or subtract nodes, or make various other
modifications to your infrastructure.

As VSAN is a converged infrastructure solution that merges the compute and storage aspects
of your IT environment, there are special considerations for VSAN maintenance. When
performed properly, VSAN maintenance operations will proceed in a seamless way and

be free of any outage-causing or other generally deleterious events.
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There are numerous VSAN-specific maintenance tasks.

Addition of new nodes is not covered here via a recipe, since most of
+  theinformation is redundant against Chapter 2, Initial Configuration
% and Validation of Your VSAN Cluster. To reduce the duplication of
g content, this procedure will be discussed in the VSAN cluster expansion
section of Appendix B, Additional VSAN Information.

Understanding and using VSAN Maintenance

Mode

As VSAN is fully integrated into your regular vSphere deployment and the VSAN maintenance
mode is integrated into the regular vSphere ESXi maintenance mode. When VSAN is active

on a host and a cluster, new maintenance mode options are presented to specify how you
want to handle data availability when using a maintenance mode in your VSAN-enabled
infrastructure. Making maintenance mode decisions consistent with the goal of your operation
will help streamline the maintenance process and avoid inadvertent storage-related outages.

1
‘Q Special VSAN maintenance mode options are not available in the legacy

vSphere Client. You must use vSphere Web Client.

For the purposes of this recipe, we will use the Ensure Accessibility option for the VSAN
maintenance mode in the examples. For a complete description of all VSAN maintenance
mode options, please see the There's More... section in this recipe.

Getting ready

You should be logged into vSphere Web Client as an administrator or a user authorized to
change the host's VSAN maintenance mode state.

How to do it...

1. InvSphere Web Client, go to Home | Hosts and Clusters | Datacenter | VSAN
Cluster | Host.

2. [If you are not using vSphere DRS, or if DRS is not in an automatic mode, migrate all
running VMs to other hosts in the cluster.

3. Right-click the host and choose Enter Maintenance Mode.
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5 In vSphere 6.0, right-click the host and go to Maintenance Mode | Enter
Maintenance Mode.

4 Home o x| [
(B |8 B8 8 |«
v_,Jvc:enter.u:nrp.Iocal K
w [l Datacenter

~ [J vSAN Cluster
01.corplocal )
Actions - esxi-01.corp.local

E
fi

Pl Freryl €

Enter Maintenance Mode

iy

This will launch a new dialog box where you must specify your maintenance mode
options. This box has the traditional option to migrate powered-off/suspended VMs,
as well as the new VSAN-specific options.

Select the applicable VSAN option from the drop-down menu, and then click OK.

[J confirm Maintenance Mode

Ahostin maintenance mode does not perform any activities on virtual machines,
including virtual machine provisioning. The host configuration is still enabled. The
Enter Maintenance Mode task does not complete until the above state is
completad. You might need to either power off or migrate the vitual machines
from the host manually. You can cancel the Enter Maintenance Made task at any
time.

& There are hosts in a Virtual SAM cluster. Once the hosts are removed from the
cluster, they will not have access to the Virtual SAN datastore and the state of
anyvirtual machines on that datastore.

[+ Move powered-off and suspended virtual machines to other hosts in the cluster

Wirtual SAM data might reside on the hosts in a Virual SAM cluster. Select an
option to setthe migration mechanism for the Virtual SAN data that will be
enforced before the hosts enter maintenance mode.

virtual SAN data migration: [ Ensure accessibility |- | @
Ensure accessibility

Full data migration

Putthe selected hosts in maintenance
Mo data migration

[ OK ] [ Cancel

s
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5. Acknowledge any subsequent dialog boxes involving migration and so on.

6. A maintenance mode operation will begin. In VSAN, maintenance mode operations
can take quite some time depending on the maintenance mode type you specified. If
data migration is needed, this must be completed before the operation finishes and
maintenance can begin. The host will remain in the Enter Maintenance Mode state
until the operation completes.

Recent Tasks pane in vSphere Web Client.

There's more...

VSAN gives you three options for maintenance mode operations. These options are as follows:

1
[ ‘\Q You can monitor the progress of the maintenance mode operation in the ]

» Ensure Accessibility: This is the default option for the VSAN maintenance mode.
VSAN's internal logic will determine which (if any) components will need to be
replicated/resynchronized to ensure that all VMs remain accessible during the host
outage. Only accessibility is considered, and this option will result in the least data
movement while guaranteeing VM accessibility and production.

» Full data migration: This option will evacuate all data from the node entering the
maintenance mode, even if this migration is not required to maintain accessibility.
This option is most useful if you are decommissioning a node or if you are
anticipating an extended outage.

» No data migration: No data will be evacuated and the host will immediately enter
the maintenance mode. This option is closest to the traditional vSphere ESXi
maintenance mode. This option could cause an outage to the running VMs if they
depend on this node for data service and the other nodes cannot service the
data needs.

If VSAN is taking a long time to enter the maintenance mode, there may be data migration
occurring. The maintenance mode operation can be cancelled if desired.

See also

Please see Chapter 4, Monitoring VSAN, and Chapter 6, Ruby vSphere Console, to learn how
to monitor data resynchronization activities.

If you are anticipating an extended outage, you may wish to consider the Full data migration
option. For more information, please see the VSAN rebuild logic and maintenance section in
Appendix B, Additional VSAN Information

[
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Adding disks to VSAN

As your infrastructure grows and your needs for capacity and/or performance changes, you
may need to scale up your VSAN cluster by adding disks or disk groups to the existing VSAN
nodes. This can be done online, and new disks/disk groups will be immediately available for
provisioning, rebuild, and rebalance operations.

If you are in the auto-claim mode for VSAN disks (see Chapter 2, Initial Configuration and
Validation of Your VSAN Cluster), VSAN will automatically claim any new disks and distribute
them in the manner that it determines to be optimal. If you wish to override these decisions
or manually define how your disks will be allocated, please disable the auto-claim mode. This
process is outlined in the Removing disks from VSAN recipe in this chapter.

It is a strongly recommended best practice to maintain symmetry in the VSAN

cluster. If you add disks or disk groups to one node, you should add the same
~\‘ number of disks of equivalent capacity to the other nodes in the cluster. New
Q disk groups should ideally be of the same size as the existing disk groups.

Further, new disks being added to the existing disk groups should have the
same capacity and type/performance profile as the disks already in the
disk group.

Getting ready

You should be logged into vSphere Web Client as an administrator or a user authorized to
alter VSAN configurations.

You should have already added your new disk(s) to the VSAN nodes and prepared them as
RAID-O devices and/or tagged them as SSD devices, if applicable.

How to do it...

1. Navigate to Home | Hosts and Clusters | Datacenter | VSAN Cluster | Manage |
Disk Management.

2. Select the disk group that you wish to expand.

&)



VSAN Maintenance Operations

3. Inthe lower pane, click the green + button to bring up the wizard:

[} VSANCluster = Aclions

Summary  Monitor | Manage | Related Objects

Seftings | Alarm Definitions | Tags | Permissions | Scheduled Tasks

4

Disk Groups
« Services @ %E = - — = e a .
vSphere DRS D P Disks In Use State Status Network Partitien Group
vSphere HA - E esxi-01.corp.local 40f4 Connected Healthy Group 1
A maljShie &} Disk group (02000000006000c291634c6d373080bc4247.. 4 Healthy
General + [ esxi-03complocal 4of4 Connected Healthy Group 1
;;g' Disk group (02000000006000c29580eef5fec51c984a7ab. 4 Healthy
« Configuration - E esxi-02.corp.local 40f4 Connected Healthy Group 1
General £=i Disk group (02000000006000c29ef8cddBb24670443964... 4 Healtny
Virtual SAN Licensing
Viware EVC
DRS Groups
DRS Rules
VM Overrides
Host Options
Profiles L gitems |5~
Disk group (02000000006000c29ef8cdd6b2467b4439649b0719566972747561): Disks
% Show: | Inuse (4) -
Meme Add a disk to the selected disk group Drive Type Capacity Health Status | Issue Operational ... | Transpart T
B Local ViMware Disk (naa 6000c29ef8cdd6b24670443964900718) 55D 17.00 GB Healthy - Mounted Parallel £
3 Local VMware Disk (naa.6000c2980aa6c0c33d26632edd51b0b3)  Non-SSD 50.00 GB Healthy - Mounted Parallel £
= Local Viware Disk (naa.6000c29945741e46C87aaf200f0a5c86) Non-88D 50.00GB Healthy Mounted Parallel £
3 Local VMware Disk (naa.6000c299e136d2fef5f51cb8fbe0060a) MNon-SSD 50.00GB Healthy Mounted Parallel £

4. Any unclaimed disks not already in use for VSAN or as VMFS volumes or Raw Device
Mappings will appear in a list. Check the box next to the disk(s) you wish to add, and

then click on OK.

TE} esxi-02.corp.local - Add Data Disks to Disk Group "02000000006000c29ef8cdd6b2467b4439649b071956697 2747561 )

Name

Drive Type

bl 2 Local VMware Disk (naa.6000c29f3e520d0efs...  MNon-35D

¥ Capacity

50.00 GB

Transport Type

Parallel 3CSI

Q

Cancel

DKL\\,

5. VSAN will claim and format the new disks then integrate them into the disk group for

use. You can track the progress of this activity by monitoring the Add local disks to
Virtual SAN task in the Recent Tasks panel.

=
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Expand an existing disk group

1. Navigate to Home | Hosts and Clusters | Datacenter | VSAN Cluster | Manage |
Disk Management.

2. Select the host to which you want to add a disk group.
3. Click the Create a new disk group button at the top of the upper panel.

[J VSAN Cluster = Actions +

Summary  Monitor | Manage | Related Objecis

Seftings | Alarm Definitions | Tags | Permissions | Scheduled Tasks

“

Disk Groups
« Services S ——
ans -=e a -
vSphere DRS Disk Groug o Disks In Use State Status Metwork Partition Group
" A Create a new disk group
vSphere HA v [ esti-oroompmosar 4074 Connected Healthy Group 1
v Virtual SAN {5 Disk group (02000000006000c291634c6d3730800c424f.. 4 Healthy
General

+ [@ esxi-02.corp.local

40f4 Connected Healthy Group 1
£} Disk group (02000000006000¢29530eef5ecs 16084a7a6..

Healthy
~ Configuration ~ [ esxi-02.corp.local 407 Connected Healthy Group 1
General £ Disk group (02000000006000c29efBcddBb2467b443964.. 4 Healthy

Virtual SAN Licensing

4. In the resulting dialog box, select your SSD from the top pane and any spinning disks

that you wish to use from the lower pane. Then, click on OK.

TE} esxi-02.corp.local - Create Disk Group

First, select a single 35D disk to serve as a write cache and read buffer.

Q -
Mame Drive Type Capacity Transport Type
\») B3 Local VMware Disk (naa.6000c29e8e7abfce36.. SSD 5.50 GB Parallel SCSI
M 1items [~
Then, select one or many disks to serve as data disks.
qQ -

Drive Type Capacity Transport Type
¥ & Local VMware Disk (naa.5000c29190434eeal..  MNon-55D 25.00 GB

Farallel SCSI
v] [ Local VMware Disk (naa.6000c29261bfeal165f..  Non-SSD

25.00 GB Farallel SCSI

OK l} Cancel

5. VSAN will claim and format the new disks and integrate the new disk group into your

VSAN infrastructure. You can track the status of this activity by monitoring the Create
a new disk group task in the Recent Tasks panel.

&1
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6. When the process finishes, you will see the new disk group listed under the host in
the Disk Management view:

Disk Groups
@8 & TE=Ed Q -
Disk Group Disks In Use State Status Network Partition Group
~ [ esxi-01.corplocal 40f4 Maintenance M...  Healthy Group 1
= Disk group (02000000006000c291634c6d3730800c4241.. 4 Healthy
- @ esxi-03.corp.local 4o0f4 Connected Healthy Group 1
= Disk group (02000000006000c29580eef5feco1c984a7ab.. 4 Healthy
- Q esxi-02.corp.local Tof7? Connected Healthy Group 1
{=4 Disk group (02000000006000c29efecddBb2467b443064.. 4 Healthy
=4 Disk group (02000000006000¢c29e8e7a6fce3639dbb325... 3 Healthy

This process is essentially the same as when we initially configured VSAN. The process that
goes on beneath the surface is the same—the disks are formatted, claimed, and integrated
into VSAN. Initially, these disks will be empty and unused by VSAN. This new capacity will
initially be favored for new objects (newly provisioned VMs or VM disks) and VSAN will load
balance the existing objects onto the new disks/disk groups over time.

If you need to tag new disks as local devices and/or as SSDs, please see the "Tagging disks as
local solid-state drives (if applicable)" recipe in Chapter 2, Initial Configuration and Validation
of Your VSAN Cluster.

Removing disks/disk groups from VSAN

At some point during the course of your production and development with VSAN, you may
wish to remove disks or disk groups from VSAN usage. For example, you may wish to upgrade
your existing disks or otherwise repurpose them if VSAN is not capacity or performance
constrained. While this process will probably be less common than adding capacity to VSAN,
these operations can be executed via vSphere Web Client.

M If you are using vSphere 5.5, it is strongly recommended that you first place
Q the host into maintenance mode by selecting the Ensure accessibility or Full
data migration option.

~[ee]
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You should be logged into vSphere Web Client as an administrator or a user authorized to

alter VSAN configurations.

To remove disks or disk groups, the VSAN cluster must not be in the

% auto-claim mode. If you need to change your auto-claim settings, please
i begin with Disable auto-claim mode. If you do not use the auto-claim

mode, you may skip this section.

How to do it...

Disable auto-claim mode

This step is only necessary if the VSAN cluster is using automatic disk
s claiming. If you are using manual disk claiming, you may skip this section.

1. InvSphere Web Client, navigate to Home | Hosts and Clusters | Datacenter |

Cluster | Manage | Settings | Virtual SAN | General.

2. [If you find that the Add disks to storage section reads Automatic, click on the Edit...
button to change this behavior.

[J) vSAN Cluster = Actions +

Summary  Monitor | Manage ‘ Related Objects

= [Z] Recent Tasks

[ssttings | Atarm Definitions | Tags [ Permissions | Schedulsd Tasks

44 Virtual SAN is Turned ON

« Services

Add disks to storage Automatic

vSphere DRS

vSphere HA Resources
~ Virtual SAN Hosts
m SSD disks in use
Disk Management Data disks inuse
~ Configuration Total capacity of VSAN datastore
General Free capacity of VSAN datastore
Virtual SAN Licensing MNetwork status

3 hosts

4 of 4 eligible
110f 11 eligible
497.25GB
37055 GB

~ Normal

| Al
+ Update VSAN config

E esxi-03.corp.local
15 " Update VSAN config|

Edit Virtual SAN general settings

+ Reconfigure cluster
B vsancluster

+ Reconfigure virtual 1|
& linuxvmoz

+ Exit maintenance m
@ esxi-01.comlocal

7}
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3. Select Manual from the Add disks to storage drop-down menu, and then click on OK.

@ VSAN Cluster - Edit Virtual SAN Settings 2

[ Turm ON Virtual SAN

Add disks to storage Automatic v

Automatic e included hosts will be automatically
Manual N'

OK Cancel

4. You can monitor the progress of this operation by using the Recent Tasks panel.

For removing a disk, follow these steps:
1. Navigate to Home | Hosts and Clusters | Datacenter | Cluster | Manage |
Settings | Virtual SAN | Disk Management.
2. Select the disk group from which you wish to remove a disk.

From the lower panel, select the disk(s) that you wish to remove and click on the
Remove the selected disk(s) from the disk group button:

[J vSANCluster  Actions =
Summary Monitor | Manage | Related Objecits
Seftings | Alarm Definitions | Tags | Permissions | Scheduled Tasks
“ Disk Groups
w Services — =
agga TEC Q -
vSphere DRS
Disk Group Disks In Use State Status Network Partition Group
vSphere HA - E esxi-01.corp.local 4of4 Connected Healthy Group 1
v Virtual SAN {5 Disk group (02000000006000c291634¢6d373080bc4241 . 4 Healthy
General v [J esxk-03.corplocal 40f4 Connected Healthy Group 1
Disk Management E’ Disk group (02000000006000c29580eef5fecs 1c984a7ab.. 4 Healthy
w Configuration - Q esxi-02 corp local Tof7 Connected Healthy Group 1
P {5 Disk group (02000000006000c20¢f8cddEb24670443064... 4 Healthy
Virtual SAN Licensing {=4 Disk group (02000000006000c29e8e7aBice3639dob325.. 3 Healthy
VMware EVC
DRS Groups
DRS Rules
VM Overrides
Host Options
Profiles L i (B
Disk group (02000000006000c29e8e7a6fce3639dbb3251a2b89566972747561): Disks
& {ﬁe Show: | Inuse (3) v
Name Drive Type Capacity Heslth Status  lssue Operation:
= Remove the selected disk(s) from the disk ' spect =i s ations
B3 Local group. 2b89) 8sD 550GB Healthy Mounted
=3 Local Viware Disk (naa 6000c29190434eeal16f375ef55cec26) Non-SSD 25.00GB Healthy - Mounted
) Local ViMware Disk (naa 6000c29261bfea165F4a10956912c99) MNon-880D 2500GB Healthy Mounted

(e
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The subsequent behavior differs on the basis of the vSphere version.

[m]

vSphere 5.5: The subsequent dialog box will notify you that the disk will be
destroyed and this could subsequently lead to a loss of data if the data is
not replicated or otherwise available on the other nodes. It is for this reason
that we strongly recommend that you be in the maintenance mode prior to
this operation. If you are sure that you wish to proceed, acknowledge this
notification by clicking on Yes.

Remove Disk

Data on the disk "Local ViMware Disk
(naa.6000c29261bfeal165f4a10956912c99)" from the
disk group
02000000006000c29e8e7abfce3639dbb3251a2b89
5669727475617 will be deleted.

& Depending on the VM configuration, this action might
resultin disrupting working YMs. If you want to
evacuate data on the disks, first put the hostinto

maintenance mode.

Remove disk?

sy

vSphere 6.0: The subsequent dialog box will notify you that the disk will

be destroyed. You will be presented with the option to migrate data prior

to the removal of the disk, as well as how much data to move. It is strongly
recommended that you leave this box checked! If you are sure that you wish
to proceed, acknowledge this notification by clicking on Yes.

Remove Disk

Disk "Local SEAGATE Disk (naa.5000c3005f381247) is about to
be removed from the disk group
0200000000500253825002a8674d5a2d3545417,

Unless the data on the disk(s) is evacuated first, removing the
diskis) might disrupt working VMs.

o —

| Evacuate data (39.25 GB) @
Remove disk?

Yes Mo
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4. The disk will be removed. You can monitor the removal status by examining the
Recent Tasks panel.

To remove a disk group, follow these steps:

1. Navigate to Home | Hosts and Clusters | Datacenter | Cluster | Manage |
Settings | Virtual SAN | Disk Management.

2. Select the disk group that you wish to remove.

Click on the Remove the disk group button at the top of the upper panel:

[J VSAN Cluster | Actions ~

Summary Monitor | Manage | Related Objects

Settings | Alarm Definitions | Tags | Permissions | Scheduled Tasks

“ Disk Groups
« Services R = —-=a -
A Di P : Distz In Use State Status Network Partition Group
R - @ esxi-01 Ee:ﬂa\f the disk graup 40f4 Connected Healthy Group 1
< UL {8 Disk group (02000000006000c291634c50373080bc424f.. 4 Healthy
General + [ esx-03 corplocal 40f4 Connected Healthy Group 1
= Disk group (02000000006000c29580eef5feco1c984a7ab... 4 Healthy
« Configuration - g esxi-02.corp.local Gof7 Connected Healthy Group 1
General {5 Disk group (02000000006000c29&f8cdd6b2467b443964 4 Healthy
Virtual SAN Licensing =4 Disk group (02000000006000c29¢87 a6fce3639dbb325. 2 Healthy

The subsequent behavior differs on the basis of the vSphere version.

[m]

5]

vSphere 5.5: The subsequent dialog box will notify you that the disk group
will be destroyed and this could subsequently lead to a loss of data if the
data is not replicated or otherwise available on the other nodes. It is for this
reason that we strongly recommend that you be in the maintenance mode
prior to this operation. If you are sure that you wish to proceed, acknowledge

this notification by clicking Yes.

Remove Disk Group

Data on the disks from the disk group
02000000006000c29e8e7alfce3639dbb3251a2089
BEEAT72T47561" will be deleted.

Depending on the VM configuration, this action might
resultin disrupting working VMs_ If you want to
evacuate data on the disks, first putthe hostinto
maintenance mode.

Remove disk group?

(e | o
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o vSphere 6.0: The subsequent dialog box will notify you that the disk group
will be destroyed. You will be presented with the option to migrate data prior
to the removal of the disk group, as well as how much data to move. It is
strongly recommended that you leave this box checked! If you are sure you
wish to proceed, acknowledge this notification by clicking Yes.

Remove Disk Group

Data on the disks from the disk group
0200000000500253825002a8674d5a2d3545417 will be

deleted.

Unless the data on the disks is evacuated first, remaving the
» disks might disrupt woarking Vis.

| Evacuate data (76.01 GB) @
Remove disk group?

Yes MNa

The disk will be removed. You can monitor the removal status by examining the
Recent Tasks panel.

If you choose to remove disks from use by VSAN, the data on these disks becomes
unavailable. This process can result in a loss of production if any data depends exclusively
on the disks/disk groups being removed. This is why there are a significant number of
confirmation steps during this operation.

In vSphere 5.5, disks are removed and the objects are subsequently rebuilt, akin to how VSAN
would handle a disk failure. This is why one of the availability-guaranteeing maintenance
mode options is strongly recommended prior to disk or disk group removal in vSphere 5.5.

In vSphere 6.0, this behavior is significantly improved in that the data from the disks or

disk groups being removed will be migrated prior to the destruction of the disks or disk
groups. This improved methodology means that the host does not need to be placed into the
maintenance mode prior to the operation and that the objects are fully rebuilt prior to the
removal, which does not leave your data exposed to a potential double fault during recovery.
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See also

To monitor the rebuild progress for objects affected by the disk/disk group removal, please
see Chapter 4, Monitoring VSAN, and Chapter 6, Ruby vSphere Console.

Replacing disks in VSAN in the event of a

disk failure

Computer hardware inevitably fails, and this will eventually be the case for the disks in your
VSAN infrastructure. When a disk fails in VSAN, the data resident on this disk will be rebuilt
elsewhere in the cluster and the cluster capacity will be reduced. Failed disks should then be
replaced to recover the available capacity and restore full fault tolerance in the VSAN cluster.

If you are removing and replacing healthy disks because you are performing
% an upgrade, please follow the Removing disks/disk groups from VSAN and
T~ Adding disks to VSAN recipes in this chapter.

Getting ready

You should be logged into vSphere Web Client as an administrator or a user authorized to
make VSAN configuration changes.

The faulty disk should have been physically removed from the server and replaced with a
healthy device.

How to do it...

1. Navigate to Home | Hosts and Clusters | Datacenter | Cluster | Manage |
Settings | Virtual SAN | Disk Management.

2. Locate the disk group with the failed disk and select it. The disk group with the failed
disk should be marked with a red exclamation mark:

) VSAN Cluster  Actions ~ =
Summary  Monitor | Manage | Related Objects
Seftings | Alarm Definitions | Tags | Permissions | Scheduled Tasks
“ Disk Groups
« Services S
728 8 a —E¢ Q -
vSphere DRS
Disk Group Disks In Use State Status Netwaork Partition Group
CEREEE - [ esxi-01.corplocal 4of4 Connected Unhealthy  Group 1
v Virtual SAN £ Disk group (02000000006000c291634c6d373080bc4247.. 4 Unhealthy
General ~ @ esxi-03 corplocal 40f4 Connected Healthy Group 1
Disk Management [ Disk group (02000000006000c29580eef5fec51c984a7a6... 4 Healthy
~ Configuration - Q esxi-02.corp.local 40f7 Connected Healthy Group 1
General £ Disk group (02000000008000c29efBcddBb24670443984 .. 4 Healthy

[
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3. Inthe lower pane, select the Absent or Failed VSAN disk and click on the Remove
the selected disk(s) from disk from the disk group button:

Disk Groups
@mEgla '"EC Q -
Disk Group Disks In Use State Status Network Partition Group
- Q esxi-01.corp.local 4 of4 Connected Unhealthy Group 1
g Disk group (02000000006000c291634c6d373080bc424f.. 4 Unhealthy
- Q esxi-03.corp.local 4 of4 Connected Healthy Group 1
= Disk group (02000000006000c20580eef5fecs1c084a7ab.. 4 Healthy
- Q esxi-02.corp.local 4 0f 7 Connected Healthy Group 1
= Disk group (02000000006000c29ef8cdd6b24670443064... 4 Healthy
[ Gitems [~
Disk group (02000000006000c291634c6d373080bc4 24168ce32566972747561): Disks
& @ Show: | Inuse (4) -
Name Drive Type Capacity Heslt Issue Transport
Remaove the selected disk(s) from the disk =
B3 Local group. :e32) 33D 17.00 GB Healthy - Mounted Parallel
o Local VMware Disk (naa.6000c2910fci5432993487800c5911) MNon-58D 50.00 GB Healthy - Mounted Parallel
) Local VMware Disk (naa.6000c29c879e0206426c5cc1267b6bE6) Mon-33D 50.00 GB Healthy Mounted Parallel
Ly ADsentVSAN Disk (VSAN UUID:52860d5b-63ca-3508-4ac0-05ed..  Non-S5D 0.00B - - Deadork..

4. Confirm the operation in the subsequent dialog box. As the disk is already dead, no
migrations can be attempted before removal.

5. To add the healthy replacement disk back into the cluster, please see the Adding
disks to VSAN recipe in this chapter.

This process is similar to the removal of non-failed disks that we discussed earlier in this
chapter. The biggest difference here is that data migration via the maintenance mode
and/or the vSphere 6.0 options are not applicable because the disk is dead.

Changing VSAN networking

Depending on how your environment evolves, you may find that you need to modify how
VSAN operates on the network. By virtue of VSAN's distributed nature, networking changes

require careful planning to avoid the potential of causing a network partition and/or a VSAN
production outage.

55}
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If you are making any significant change, such as modifying the IP subnet or VLAN, the new
networking should be configured alongside the legacy networking, and then the legacy

networking can be removed once the new configuration is enabled.

a1

Even when taking all reasonable steps to avoid issues, networking changes

‘Q could cause an outage if something goes wrong. Therefore, it is strongly

recommended that significant network changes take place during a

maintenance window.

In this recipe, we will demonstrate moving VSAN production to a new IP subnet. The same
principle of standing up new networking before tearing down the original configuration

applies to other similarly high-impact networking changes.

Getting ready

You should be logged into vSphere Web Client as an administrator or a user authorized to

alter networking and VSAN configurations.

How to do it...

1. In vSphere Web Client, navigate to Home | Hosts and Clusters | Datacenter | Host

| Manage | Networking | VMkernel Adapters.

2. Create your new VSAN vmkernel network interfaces. For the step-by-step procedure
for this operation, please see Chapter 2, Initial Configuration and Validation of Your

VSAN Cluster.

3. Complete steps 1-2 on all hosts in the VSAN cluster.

4. When you have completed, you will have two VMkernel interfaces created—the
original VSAN interfaces and the new interfaces. In this example, we see the original
interface in the IP subnet 10.100.100.0/24 and the new interface in the IP subnet

10.100.0.0/24:

[I) esxi-03.corplocal  Actions +

Summary Monitor | Manage | Related Objects
Seftings | Networking | Storage | Alarm Definitions | Tags | Permissions

“ VMkernel adapters

Virtual switches - -
8 @& B

VMkernel adapters
Davice Network Label

Physical adapters

Switch

[FE vmk0 @ ManagementNetw.. Ji} vSwitch0
FE vmk! 2 VSAN
Advanced B vmk2 | 2 New VSAN

TCPAP configuration

@ VSAN dvSwitch

IP Address
172.16.0.242
10.100.100.3
1010003

TCP/IP Stack
Default
Default
Default

Disa...

Disa...

Disa

vhotia... F..

Wz,

E
D
D

Q -
Virtual SAN Traffic

Disabled

Enabled

Enabled

5. Navigate to Home | Hosts and Clusters | Datacenter | VSAN Cluster | Manage |

Virtual SAN | Disk Management.

=
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6. Ensure that all hosts are still in the same Network Partition Group:

[} VSANCluster = Adlions =

Seftings | Alarm Definitions | Tags

General

Summary  Monitor | Manage | Related Objects

Permissions | Scheduled Tasks

“ Disk Groups
~ Services A & @- —=a
vSphere DRS F— Disks In Use State
PRI - Q esxi-01.corp.local 3of3 Connected
~ Virtual SAN £ Disk group (02000000006000c291634c6d373080bc424f.. | 3
General ~ [@ esxi-03.corplocal 40f4 Connected
[ Disk group (02000000006000c29580eef5fec51c984a7ab... 4
~ Configuration ~ [ esxi-02.corp.local 40of7 Connected

[ Disk group (02000000006000c20ef8cdd6b2467b443964. 4

Status
Healthy
Healthy
Healthy
Healthy
Healthy
Healthy

Metwork Partition Group

Q -

Group 1

Group 1

Group 1

7. Navigate back to Home | Hosts and Clusters | Datacenter | Host | Manage |
Networking | VMkernel Adapters.

8. Select your old/original VSAN network interface, and then click on the Remove
selected network adapter button:

VMkernel adapters

Qs B

Device et :'{t'ls:el

Q -

Switch IP Address TCF/IF Stack vMotion Traffic | FT Logging Managemen
[ vmk0 | @ Wan Remove selected network adapter 475 45 0 241 Default Disabled  Disabled  Enabled
[ vkl VSAN = VSAN dvSwitch 10.100.100.1 Default D D D
[EE vmk2 New VSAN &= VSAN dvSwitch 17210001 Default Disabled Disabled Disabled
9. Confirm the operation in the subsequent dialog box:
Remove VMkernel Hetwork Adapter X

0 Removing a VMkernel network adapter will make
unavailable all the services that are using it.

Click OK to remove WVMEkernel network adapter vmk17?

Analyze impact... QK l/\\s Cancel

10. Complete step 9 on all hosts.

11. Repeat steps 7 and 8 to confirm that all hosts are still in the same partition group
following the change.
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The service binding between VSAN functions and VMkernel network interfaces can scale to
multiple interfaces. While the preferred method to scale out the network is to use multiple
physical uplinks in a port-channel or LACP link aggregate, we can bind multiple interfaces
to VSAN. After binding the new interfaces alongside the original interfaces, VSAN will be
able to use both of them simultaneously. Because the new interfaces are already in-place
and in-use, we can safely remove the original interfaces. Any active traffic using the original
interfaces will seamlessly fail over to the new interfaces.

In this way, we can make significant and fundamental changes to VSAN's network
configuration without causing an outage, assuming that both network configurations
work properly end-to-end.

Permanently decommissioning a VSAN node

You may find that you want to permanently remove a host from your VSAN cluster. The
equipment might age out and get replaced or fail, or you may find that you don't need as
much VSAN capacity and that the server could be more efficiently used elsewhere in the
infrastructure. To avoid legacy information from lingering in the VSAN configuration and on
the host, the host should be fully decommissioned before removal from the VSAN cluster.

Getting ready

You should be logged into vSphere Client as an administrator.

How to do it...

1. InvSphere Web Client, navigate to Home | Hosts and Clusters | Datacenter | VSAN
Cluster | Host.

2. Place the host that you wish to decommission into the maintenance mode.

\ As this is a permanent removal, please select the Full data migration
~ option for the maintenance mode. If this is not possible due to
Q inadequate capacity or very few nodes, choose the Ensure accessibility
mode and immediately replace the node.

3. Destroy all disk groups on the host that you are decommissioning.

1
~ See the Removing disks/disk groups from VSAN recipe in this chapter
for more information.




Chapter 5

4. Drag the host out of the VSAN cluster and put it in the root of the vCenter datacenter
object. This removes the host from the vCenter cluster and the VSAN cluster:

4 Home o X
P 2 B8
w [ veenter.corp.local

+ [z Datacenter
gl VSAN Cluster

[g esxi-02.corp.local
[g esxi-03.corp.local
G linwevmo
b & esui-01 corplocal (mainten

5. Destroy the VSAN VMKkernel network interface on the host that you are
decommissioning. Please see the Changing VSAN networking recipe in
this chapter for more information.

6. Remove the host from vCenter or move it to its new cluster.

When a host is part of a VSAN cluster, it knows about its own membership and all resources
on this host associated with the membership (disks, network interfaces, etc.) maintain
metadata about this relationship. To fully decommission a VSAN node, these resources and
relationships need to be destroyed from the top down.

Starting with the maintenance mode, we move all data off a node and then destroy its disks.
Once this is done, removing the host from the cluster cleans up the rest of the metadata
related to the cluster node from the decommissioned node itself and the other nodes in the
cluster. This ensures a clean removal.

Recovering a VSAN cluster in the event that

vCenter is lost/migrating a VSAN cluster
to a new vCenter server

If vCenter has failed and has been replaced, or if you need to move your VSAN cluster to a
new/different vCenter Server instance, a new vCenter cluster should be prepared prior to the
addition of the existing VSAN nodes to vCenter. If the procedure outlined in the recipe is not
followed, it should not cause any production problems in VSAN, but it will result in warnings,
failure messaging, etc., and certain operations may fail if VSAN licensing is not transferred.

o7}
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Getting ready

This recipe assumes that the new vCenter server is built, licensed, and ready for use.
A datacentre should already exist.

You should be logged into vSphere Web Client as an administrator.

How to do it...

1. From vSphere Web Client, navigate to Home | Hosts and Clusters | Datacenter.

2. Right-click the datacentre and select New Cluster....

41 Home

) X [3 New Data

J @ | = @ JSummar'_.rL

w [ veenter.corp local

I

Add Host...
%l Mew Cluster... 3
&5 New Datastore Cluster...

3. Inthe subsequent wizard, ensure that you enable Virtual SAN. If the cluster originally
used vSphere HA and/or vSphere DRS, also enable these features on the

new cluster:

%] New Cluster

2 W

Mame

Location
+ DRS
» vSphere HA
» EVC

v Virtual SAN

|NewVSAN Cluster

Mew Datacenter
[] Turn ON
(] Turn O

| Disable |+ ]

[] Turn ON

l [ Cancel
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4. Ensure that the VSAN license is applied to the cluster. For more information, please
see Chapter 2, Initial Configuration and Validation of Your VSAN Cluster.

5. Right-click the cluster and select Add host....

Proceed through the Add host... wizard. Ensure that you apply your host license
when you add the host into the infrastructure.

7. Repeat step 6 for all hosts in the VSAN cluster.

Navigate to Home | Hosts and Clusters | Datacenter | Cluster | Manage |

Settings | Virtual SAN | Disk Management and ensure that all hosts are
present and normal:

[} New VSAN Cluster  Aclions =7
Summary  Monitor | Manage | Related Objects
Seftings | Alarm Defintions | Tags | Permissions | Scheduled Tasks
“ Disk Groups
« Services . [e—
da || & =c¢ Q -
vSphere DRS
Disk Group Disks In Use: State Status Network Partition Group
ESpREEHA ~ [\ esxi-01 corp.local sora Connedled Healthy Group 1
~ Virtual SAN £ Disk group (02000000006000c291634c6d3730800c4241.. 4 Healthy
General + [, esxi-02 corp.local 40of7 Connected Healthy Group 1
Disk Management £ Disk group (02000000006000c296fBcddBb2467b443084... 4 Healthy
« Configuration - Ij esxi-03.corp.local 4of4 Connected Healthy Group 1
General = Disk group (02000000006000c29580eef5fect1c084a7ab... 4 Healthy

be maintained and enforced by VSAN, but they will not be present in the new
vCenter. To recover them, please see Chapter 7, Troubleshooting VSAN.

vCenter will automatically discover and integrate VSAN information from the hosts when the
hosts are added to the new vCenter instance. With the exception of previously defined storage
policies, vCenter will pick up with VSAN seamlessly. It is for this reason that VSAN should be
enabled on the cluster prior to adding the hosts to the new vCenter instance.

If you were using vSphere Distributed Switches and vCenter was lost, the original dvSwitch
will need to be restored from the backup if such a backup exists. If there is no backup of
the dvSwitch, a new dvSwitch will have to be created, and the assets currently using the
old dvSwitch will need to be migrated. Then, the old switch can be destroyed.

4 Important: Any storage policies that were in use prior to this operation will still
VRS
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In this chapter, we will discuss the following topics:

» Launching RVC (Windows vCenter)

» Launching RVC (Linux vCenter Appliance)

» Navigating RVC

» The vsan.cluster_info command

» The vsan.disks_stats command

» The vsan.vm_object_info command

» The vsan.vm_perf_stats command

» The vsan.resync_dashboard command
Starting with vSphere 5.5, VMware began shipping the Ruby vSphere Console (RVC) with
the vCenter Server (Windows and Linux varieties). RVC is a command line utility, made for
interacting with, managing, and monitoring various aspects of the vSphere infrastructure.
Included with RVC are a large number of commands specific to VSAN monitoring and
maintenance operations. The RVC interface will provide significantly more information about
VSAN and its objects than can be determined from the vSphere Web Client alone. In addition,

you can perform certain VSAN-related maintenance and troubleshooting tasks, which will be
covered in the next chapter.
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While RVC ships with the vCenter Server, it is also available for download from VMware Labs.
For several reasons having to do with accessibility and resource consumption, it is strongly
recommended to use RVC from somewhere other than the production vCenter Server. Some
RVC functions, particularly VSAN Observer, can consume large quantities of memory, and so,
externalizing RVC from the vCenter Server helps prevent possible resource contention. The
easiest way to acquire an external RVC instance is to download the vCenter Server Appliance
and deploy it for use as an RVC instance, as all requirements are already satisfied and the
utility is already installed. As this appliance will not actually be used as a functioning vCenter,
and will not be configured as such, there are no licensing considerations to this approach. The
vCenter Server Appliance can be downloaded, deployed, and used just as an RVC instance.

If you wish to download RVC for manual installation or to download the vCenter Server
Appliance, please see the various VMware web pages at http://vmw.re/1JsmIxu and
http://vmw.re/1kzgWXh. While there is a lot more to RVC than simply VSAN commands,
we will be covering some of the numerous VSAN-specific RVC commands and tools. We will
not exhaustively discuss all VSAN operations or any hon-VSAN RVC operations. We will go over
the most useful operations and describe their outputs. More commands will be discussed in
the troubleshooting chapter. All VSAN-related commands are named for what they do (provide
information, query information, and so on) and begin with the string vsan.

While we go over RVC invocation on both Windows and Linux, all example

outputs will be created using a Linux RVC instance. All commands,
s ) .
syntaxes, and so on, are identical between the two flavors of RVC.

Launching RVC (Windows vCenter)

RVC for Windows as it ships with vCenter Server assumes you will be logging on as the local
administrator. As this is rarely the case, we will modify the RVC invocation script prior to going
through the launch/login process.

M This recipe assumes that the vCenter Server was installed to C: \. If you
Q installed it in a different drive, please substitute the drive letters where
appropriate.

Getting ready

You should be logged in to the vCenter Server via RDP or some kind of console.

Your user must be able to run applications as the Administrator on the Windows machine
running RVC.

102



http://vmw.re/1JsmJxu
http://vmw.re/1kZqWXh

How to do it...

1.
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Navigate to C: \Program Files\VMware\Infrastructure\VirtualCenter

Server\support\rvc\ in Windows Explorer.

Make a backup copy of the rvc.bat file, as we will be modifying the original, as

shown in the following screenshot:

—

S

;“: ;J | .+ Local Disk {C:) + Program Files + YMware = Infrastructure = WirkualCenker Server = support = rve -

Organize *  Includeinlibrary «  Share with +  New folder

'+ Favorites Mame “ Date modified Tvpe
B Deskiop . kin A/ 1G12014 2:04 PM File: Folder
5 Downloads | gems 3/30§2013 4:23 PM File: Folder
5i| Recent Places L lib 6/18/2014 2:04 PM  File Foldsr
E ree - Copy bat 11/17/2014 5:55 P windows Batch File
Libraries
“’_‘J_ “Zh rve.bat 11/17/2014 5:59 PM windows Batch File
j Docurments
J" Musi . VERSION 412812014 7123 AM Filer
&' Music
| Pictures 1% wmodl,db 6/2712013 2142 PM Daka Base File

3.
4.

Launch a Notepad as administrator.

Open the C:\Program Files\VMware\Infrastructure\VirtualCenter

Server\support\rvec\rvc.bat file for editing.

Initially, the the line in the batch file will end with rve Administratore
localhost. Remove the Administrator@localhost part of the string

and save the file.

a1

‘Q Ensure that you remove the space between rvc and Administratore

localhost.

- |0 x

binswrwe administrator@localhost ;|

_ |0 x

bin v =]
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6. Save your work and quit Notepad.
7. Launch a command prompt as the administrator.

8. Navigateto C:\Program Files\VMware\Infrastructure\VirtualCenter
Server\support\rvc\.

9. Type rvc and strike enter.
10. If prompted to accept a thumbprint, strike y to continue.

11. When prompted, enter your logon string in the form of
<username>@<domain>@<vCenter IP address or FQDN>.

12. When prompted, enter your password.

13. You will successfully log in to Ruby vSphere Console and will be presented with a
prompt, as shown in the following screenshot:

Bl C\Windows\system32tcmd.exe - rve = |-= @

C:NJruc
Hozt to connect to Cuserfhost): voot@172.16.0.240
The authenticity of host *172.16.8.2408' can’'t he estabhlished.
Public key fingerprint iz BA41b5c48hde62hal?6a73h30164fche3BFf41df7d?29147ee3811eb
cfh932d228.
Are you sure you want to continue connecting <(y/n>7 y
Harning& Permanently added *172.16.8.2408° <(vim) to the liszt of known hosts
password:
gelcume to RUGC. Try the 'help’ command.
s

1 172.16.0.248
>

The RVC modules are loaded through Ruby, and you then log into vCenter with your regular
credentials. This connection is SSL-secured just like other vCenter communications.

There was a behavior in the builds of RVC that ships with vCenter 5.5 and 5.5/U1, as well as
the version that can be installed with gem where it is unable to parse a domain in your login
string. If this problem occurs, the login attempt will fail with a backtrace, as shown in the
following screenshot:
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B C:\Windows\system32\cmd.exe [r=|[-@ |@

C:%2>ruc
Host to connect to {userlfhost): administratorlfusphere.locallPl?Z2.16.8.248
C:/Bubyl1?3/1lib/ruby/gems-1.? .1 gens/ruc—1.8.8-/lib/rvc /util.rb:62:in ‘err’': invall
id URI <RUG::Util::UserError?

from C:/Rubyl?3-/1ibrrubyrs/genss1.9.1/gems/vrvc—1.8.8/1lib/rvc/uri_parser.rh|
:47:4in ‘parse’

from C:/Rubyl?3-/1lib/ruby/gems-1.%.1/gems/ruvc—1_8_B-/hin/ruc:i?3:in “hlock
in <top <(reguired)>’

f C:/RBubyl?3/lib/ruby/gems-1.?.1/gems/ruc—1.8 B /hin rvc:?1:in ‘each’

m

C:/RBubyl?3/1ib/ruby/gems/1.9.1/gems/poc—1.8_B,binsruc:?1:in “<{top ¢

C:/RBubyl?3/bin ruc:23:in "“load’
C:/RBubyl1?3/bin ruc:23:in “<main>’

If this occurs, use a build of RVC that ships with vCenter 5.5/U2 or above, or set your
domain as the default identity source in Single Sign On (SS0) and log in in the form
of <username>@<vCenter IP or FQDN>.

RVC is backwards-compatible. RVC versions that ship with a vCenter major version or update
release that is higher than the production vCenter version will be able to successfully connect
to vCenter and will function normally.

Changing the default identity source for SSO is outside the scope of this document. For that
procedure, please see the official VMware documentation at http://vmw.re/1GUzehA.

Launching RVC (Linux vCenter Appliance)

Launching RVC in the vCenter Appliance is a one-stop operation. The modules are already
compiled and available when you log into the appliance and can be launched from the
default path.

Getting ready

You should be logged in to the vCenter Server Appliance via SSH or VM console as the root.
It is strongly recommended that you use an SSH client such as the freely available PuTTY
application to log in to the vCenter Appliance.
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How to do it...

1. Atthe root prompt, type the following command and strike Enter:

# rve
2. When prompted for your username and password, enter it in the form of
<usernames>@<domain>@<vCenter IP address or FQDN>.
3. If prompted to accept a thumbprint, please strike the y key.
When prompted, enter your password.

5. You will now be logged into RVC and presented with a command prompt, as shown in
the following screenshot:

172.16.0.240 - PuTTY

The RVC modules are loaded through Ruby and then you log in to vCenter with your regular
credentials. This connection is secured, just like with use of the vSphere Client, PowerCLI,
or the vSphere Management Appliance.

There's more...

There was a behavior in the builds of RVC that ships with vCenter 5.5 and 5.5/U1, as well as
the version that can be installed with gem where it is unable to parse a domain in your login
string. If this problem occurs, the login attempt will fail with a backtrace:

B C\Windows\systern32\crd.exe =l 5=

C:N>ruc
Host to connect to {userPhost): administratorBusphere.local@l?2_16.8_2408
C: Bubyl?3 1ib vuby/gems 1.2 1 /gems rvc—1.8 B/1lib rvcsutil.rhi62:in “err': inval
id URI <RUC::Util::UserErrord

from G:/Rubyl?3-/1ibsrubys/genss1.%7.1/gens/ruoc—1_8_B-/lib/ruc/uri_parser._rh
:47:in “parse

from C:/Rubyl?3-/1lib/rubyrgemns-1.9.1/gems ruc—1.8.08-bin/rvc:73:in ‘hlock
in <top (required>>’

from GC:r RBubyi93-1ibsrubysgens-s1.9.1 gens pvc—1.8 . B-hinspvc:?1:in “each’

m

from C:/Rubyl?3-1lib/rubyrgems-1.9.1/gens rvc—1.8.08/bin rvc:?1:in *<{top ¢
required) >’

from G:/Rubyi?3-/binsrve:23:in ‘load’

from C:/Rubyl?3 bin rvc:23:in “<{main’>’
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If this occurs, use a build of RVC that ships with vCenter 5.5/U2 or above, or set your
domain as the default identity source in Single Sign On (SS0), and then log in in the
form of <username>@<vCenter IP or FQDN>.

RVC is backwards-compatible. RVC versions that ship with a vCenter major version or update
release that is higher than the production vCenter version will be able to successfully connect
to vCenter and will function normally.

Changing the default identity source for SSO is outside the scope of this document. For that
procedure, please see the official VMware documentation at http://vmw.re/1GUzehA. To
download PuTTY, please see the PUTTY download page at http://bit.ly/1jsQjnt.

Navigating RVC

Once launched, RVC provides a shell-like method of navigating the vCenter inventory. It lays
out vCenter objects in a filesystem-like hierarchy. This hierarchy follows the typical vCenter
organizational model used by vCenter, which is visible through other tools like the Managed
Object Browser.

For a more complete map of the vCenter inventory layout as it relates to RVC, please see
Chapter 6 - vCenter inventory layout in RVC section of Appendix A, Chapter-specific
Expansions. For the purposes of VSAN-related operations, we will primarily use the paths
root/<vCenters>/<Datacenters>/computers/<Cluster> and root/<vCenters/
<Datacenter>/computers/<Cluster>/resourcePool/vms.

Navigation in RVC is accomplished with familiar *NIX commands for filesystem navigation. The
cd command changes directories for navigation through the tree. The 1s command lists the
items available to you in the current location. . . is the relative path to the parent directory. All
commands require an inventory object against which it should execute. This is provided to the
command as a path to the desired vCenter inventory object.

RVC supports tab-completion, so typing paths or finding available objects in
N the next level is as easy as striking the Tab key.

Q Like a *NIX shell, special characters such as spaces, must be escaped with
a backslash (\) or quoted. Escapes are automatically inserted if you use tab
completion.

Getting ready

You should be logged in to RVC as a vCenter administrator.
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How to do it...

1. Once logged in to RVC, you are presented with a shell in the root of the inventory tree.
The first inventory object is vCenter itself. You can change into it with cd <vCenter
Server>. Then, you can see the available inventory objects by typing 1s:
vcenter:~ # rvc

Host to connect to (user@host): administrator@vsphere.local@
vcenter.corp.local

password:

0/

1 vcenter.corp.local/

> cd vcenter.corp.local/
/vcenter.corp.local> 1ls
0 Datacenter (datacenter)

/vcenter.corp.local>

You'll note that the leftmost column contains a number. You can also
M use this number to move into the next level (for example, cd 0 instead
Q of cd Datacenter, in the example above). This navigation option
can only follow an 1s command. If you are navigating directly to an
endpoint further along in the tree, you must use its actual name.

2. Here, we see that top level is the vCenter server, and the first vCenter objects with
which we can interact are the datacenter(s) in your inventory. Like before, use cd
to move into the datacenter object, and then 1s to list the objects it contains:
/vcenter.corp.local> cd Datacenter/
/vcenter.corp.local/Datacenter> 1ls
0 storage/

1 computers [host]l/

2 networks [network]/

3 datastores [datastorel/
4

vms [vm] /

3. Here, the inventory lists the various aspects of a datacenter—compute, network,
storage, and VM assets. As clusters are primarily compute resources, you will find
them enumerated under the computers level of the datacenter:
/vcenter.corp.local/Datacenter> cd computers/
/vcenter.corp.local/Datacenter/computers> ls
0 VSAN Cluster (cluster): cpu 7 GHz, memory 17 GB

/vcenter.corp.local/Datacenter/computers>
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4. Here, we see the cluster called VSAN Cluster containing 7GHz and 17GB of
compute and memory capacity.

5. Within the cluster, we see host resources in hosts and VMs are enumerated by
resourcePool:

/vcenter.corp.local/Datacenter/computers> cd VSAN\ Cluster/
/vcenter.corp.local/Datacenter/computers/VSAN Cluster> 1ls

0 hosts/

1 resourcePool [Resources]: cpu 7.56/7.56/normal, mem

17.55/17.55/normal

6. From here, we can continue descending the tree into hosts to find hosts in the cluster,
VMs/datastores/networks within a host, VMs within a datastore, and so on.

7. We can also descend the tree through resourcePool to find vms in the pool, VMs
within resource pools or sub-pools, and so on.

8. We can ascend back one level by typing cd

/vcenter.corp.local/Datacenter/computers/VSAN Cluster/hosts>
cd ..

/vcenter.corp.local/Datacenter/computers/VSAN Cluster>

9. We can ascend multiple levels in *NIX fashion with cd .. /.. for however many
levels are desired:

/vcenter.corp.local/Datacenter/computers/VSAN Cluster/hosts>

cd ../../../

/vcenter.corp.local/Datacenter>

10. We can return to the root in *NIX fashion with cd /:
/vcenter.corp.local/Datacenter/computers/VSAN Cluster> cd /

>

Navigating RVC is directly analogous to navigating a filesystem on an *NIX system. The only
difference is that instead of directories and files, you are navigating through the vCenter
inventory using the filesystem-like construct.
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The vsan.cluster info command

While most cluster-related information can be obtained from the vSphere Web Client, the
vsan.cluster info command lays out all data about the cluster and its members, disks,
networking, and many more, in one convenient list.

Getting ready

You should be logged in to RVC as a vCenter administrator.

How to do it...

1. As we are asking for information about the VSAN cluster, the command will be
executed against the cluster level in RVC.

2. Typevsan.cluster info /<vCenters/<Datacenters/
computers/<Clusters> and strike the Enter key:

> vsan.cluster info
/vcenter.corp.local/Datacenter/computers/VSAN\

The output about only one host is shown here to save space and avoid
s redundancy..

If you have already descended through the inventory tree, you can always
M specify an execution point as your current location by typing a dot (.) to
Q signify the current directory in *NIX fashion.

For example, /vcenter.corp.local/Datacenter/computers/
VSAN Cluster> vsan.cluster_ info
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3. Here, we can see that there are three members in the cluster (there are three
member UUIDs listed), and the node, esxi-01.corp.local, is in the cluster
backup role. It has three spinning disks and one SSD. The host uses vmk2 for
VSAN communication with the IP address of 10.100.0.1.

This command queries information about the cluster from each host and renders a list
containing that information. This information included here, which is not accessible via
the vSphere Web Client, includes the node UUIDs and roles.

The vsan.disks stats command

While you can see which disks are included in a disk group, or where a VM is staged from the
vSphere Web Client, you can get detailed disk utilization and distribution information from the
table rendered by this command.

Getting ready

You should be logged in to RVC as a vCenter Administrator.

How to do it...

1. As we are asking for information about the VSAN cluster, the command will be
executed against the cluster level in RVC.

2. Typevsan.disks stats /<vCenters>/<Datacenters/
computers/<Cluster> and strike the Enter key:

The output about only one host is shown here to save space and avoid
L redundancy.




Ruby vSphere Console

3. Here, we can see information about our disks. We can see what type of disk it
is (isSSD), that we have components on all disks (Num Comp), how much of
the disk is used (Used), and its state (Status Health).

This command queries each host for disk information and then renders the table. As a result,
the data provided here is effectively real-time. This view is extremely useful as it will show you
distribution across the disks, how much of a disk is being used, and if your cluster is possibly
imbalanced.

The difference between the Used and Reserved columns will reflect the differences between
actual capacity consumed and the capacity that is reserved through the use of object space
reservation policy options.

As the SSD does not contain data components and is exclusively used for
s caching and buffering, it will always show 0% used. This is normal.

The vsan.vim_object_info command

While you can see a VM's object distribution throughout the VSAN cluster by examining the
Manage VM Storage Policies view in the vSphere Web Client, you can get more information
about a VM's distribution and usage by examining the RVC command.

Getting ready

You should be logged in to RVC as a vCenter Administrator.

How to do it...

1. As we are asking for information about a VM running on VSAN, the command will be
executed against the VM level in RVC.

2. Type vsan.vm _object info /<vCenters/<Datacenters/
computers/<Clusters/resourcePool /vms/<VM> and strike the Enter key:
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The output about only the namespace object (VM Home Directory) is
i shown here to save space and avoid redundancy.

3. Here, we see how the object is distributed, its policies, storage-policy UUID,
and so on.

This command queries VSAN for detailed information about the VM object distribution and its
usage and makeup. Unlike in the vSphere Web Client, here, we can see actual on-disk space
consumption (usage:), the UUIDs associated with object and components, and a complete
RAID tree.

A key benefit to this view versus the vSphere Web Client involves VMs running on snapshots.
In the vSphere Web Client, only the top-level (for example, running snapshot) distribution is
revealed. With this command, all snapshots and base disks will be revealed, along with their
distributions and usages.

The vsan.vim_perf _stats command

While you can examine VM performance information via the vSphere Web Client, you can also
get a quick at-a-glance view of VM performance using this command.

Getting ready

You should be logged in to RVC as a vCenter Administrator.
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How to do it...

1. As we are asking for information about a VM, the command will be executed against
the VM level in RVC.

2. Typevsan.vm perf stats /<vCenters/<Datacenters/
computers/<Clusters/resourcePool/vms/<VM> and strike the Enter key:

3. Here, we see the outcome of a recent sample of VM performance data. Not
all possible counters are shown here, only a high-level view of I/0 per second,
Throughput and Latency.

This command queries information about the VM and finds the objects associated with it,
and then collects performance counters. The operation then suspends for 20 seconds and
the performance information is fetched again. This raw data is then averaged and displayed
to you.

This command is not particularly useful for long-term performance data, but it is excellent for
acquiring an at-a-glance view of VM performance at the time that the command is executed.

The vsan.resync_dashboard command

One of the most important things you will need to keep track of as an administrator is the
movement of objects throughout the cluster and keeping an eye on recovery/resync activity
following failures or maintenance-related outages. This command will show you sync activity
due to rebalance tasks, new policy application, and recovery operations.

This information is plumbed into the vSphere Web Client in vSphere 6.0, but it is only
available through RVC in vSphere 5.5. This command still works in vSphere 6.0 and can
provide additional information about non-VM related objects, which are still not revealed in
the vSphere Web Client.
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Getting ready

You should be logged in to RVC as a vCenter Administrator.

How to do it...

1. As we are asking for information about the VSAN cluster, the command will be
executed against the cluster level in RVC.

2. Type vsan.resync dashboard /<vCenters/<Datacenters/
computers/<Clusters> and strike the Enter key:

3. Here, we can see that we have one object resyncing. It is the VMDK associated with
linux-vmO02, and there is 0.24 GB left to sync.

This command queries all VSAN objects to determine which ones are resyncing. It then
queries information about the resyncing objects to find the name and path of the asset
that depends on that object, and the amount of data that remains to be copied.

There's more...

If you want to monitor this operation without continuously rerunning the command, you
specify the -r flag and specify a time, in seconds, for the refresh rate. The command will then
create the table, wait the specified time period, and run again. This operation runs forever
until you interrupt it by pressing Ctrl + C.

For example:

> vsan.resync_ dashboard
/vcenter.corp.local/Datacenter/computers/VSAN\ Cluster/ -r 300

This will refresh the output every five minutes (300 seconds).







Troubleshooting VSAN

In this chapter, we will discuss the following topics, with a recipe for each:

» Investigating network partitions (with vSphere Web Client)

» Investigating network partitions (without vSphere Web Client)
» Investigating Storage Provider registration problems

» Investigating other SPBM problems

» Investigating VM provisioning or power-on failures

» Investigating disk failures

» Investigating VSAN performance with VSAN Observer

Introduction

As with any IT infrastructure, you will occasionally encounter problems in your VSAN
implementation. VSAN is designed to always enforce and maintain the integrity and
consistency of production data, but this does not mean that outages or even data loss are
impossible. In combination with the alarms discussed in Chapter 4, Monitoring VSAN, this
chapter can be used to investigate common problems with VSAN configurations, settings,
or components to enable you to return the cluster to service.

The procedures outlined in this chapter are general and seek to address common problems
with VSAN configurations. In the event that the steps outlined in this chapter are inadequate
or you encounter a different problem, you may need to contact VMware Support or your
third-party support provider. To prepare you for the best support experience, please see
Chapter 8, Support Success.
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Investigating network partitions

(with vSphere Web Client)

Once you have VSAN configured and enabled, you may find that the hosts are not
communicating with each other properly. As VSAN is a distributed storage system, it depends
on healthy, functional networking to work properly. If you have a cluster where not all nodes
can communicate via both unicast and multicast IP, then one or more nodes will be in a
different network partition from that of the other node(s). To work as expected, all VSAN
nodes must be in the same network partition.

If the VSAN cluster is partitioned, you may notice one or more of the following behaviors:

» The capacity of the VSAN Datastore is smaller than expected
» You have experienced an HA failover event

» One or more hosts report Host cannot communicate with all other nodes in the
VSAN enabled cluster in vSphere Web Client:

U
I{

[, esxi-02.corplocal  Actions
Summary | Monitor Manage Related Objects

esxi-02.corp.lacal cPU FREE: 4.49 GHz

" Vi Viware Vi
Hodel ViMware, Inc. Vidware Virtual Platform 5D 208 00 e CAPACITY: 4 50 G

Processor Type:  Intel{R) Atom(TM) CPU C2558 @ 2.40GHz
MEMORY FREE: 8.04 GB

Logical Frocessors: 2

NiCs: 4 SED: 3.96 G CAPACITY: 12.00 GB

Virtual Machines: 1 FREE: 2.24 TB

USED: 63.18 GB CAFACITY: 2.30 TB
State: Connected

Uptime 28 days

The vSphere HA agent on this host cannot reach some of the management network addresses of other hosts, and HA may not be able to restart VMs if a host failure occurs: esxi-01.corp.local...
Host cannot communicate with all other nodes in the VAN enabled cluster

Getting ready

You should be logged into vSphere Web Client as an administrator.

How to do it...

1. First, verify that there is a network partition. In vSphere Web Client, navigate to Home
| Hosts and Clusters | Datacenter | Cluster | Virtual SAN | Disk Management.
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2. Inthe Network Partition Group column, determine whether more than one network

partition is present:

I VSAN Cluster | Actions ~

Summary Monitor | Manage | Related Objects
Seftings | Alarm Definitions | Tags | Permissions | Scheduled Tasks
“ Disk Groups
~ Services S
44 88 —Ed Q -
\SDhere £ Disk Group Disks In Use State Status Netwark Partition Group
vSphere HA ~ [ esxi-01.com.local 4ofd Connected Healthy Group 1
v Virtual SAN £ Disk group (02000000008000c291634c603730800c424f . 4 Healthy
General ~ [, esx-02 corp local 40f7 Connected Healthy Group 2
Disk Management 5 Disk group (02000000006000c29ef8cddEb2467b442064... 4 Healthy
~ Configuration - E esxi-03.corp.local 4ofd Connected Healthy Group 2
General [ Disk group (02000000006000c29580eef5fec51c984a7ab.. 4 Healthy

3. Once a network partition is confirmed, validate that all vmkernel network interfaces
for use by VSAN are enabled for VSAN traffic. In vSphere Web Client, navigate to

Home | Hosts and Clusters | Datacenter | Cluster | Host | Manage | Networking
| VMkernel adapters and select the applicable interface.

4. We should find that the Enabled Services list includes Virtual SAN.

[ esxi-01.corplocal = Actions ~

Summary  Monitor | Manage | Related Objects

Settings | Networking | Storage | Alarm Definitions | Tags | Permissions

4 VMkernel adapters

Virtual switches

Qa@l/sx O

Device Network Label Switch IP Address TCP/IP Stack
P TR @ vmk0 | @ Management Netw... fif vSwitch0 172.16.0.241 Defaul

TCPIP configuration [ vmk2 VSAN Netwark = VSAN dvSwitch 10.100.0.1

Advanced

VMkernel network adapter: vmk2

All | Properties  IP Settings  Policies

Port properties

Metwork label WSAN Network
TCP/IP stack

Enabled semvices -
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Here, we see that there are no enabled services; thus, the network interface is not tagged for
use by VSAN.

1. To add the service tag, click the pencil-shaped edit icon, tick the box next to Virtual
SAN traffic, and then click OK:

[ vmK2 - Edit Settings ?
Port properties VMkernel port settings
HIC settings
TCPIP stack: (i )
IPv4 settings
IPv6 settings Available services

Analyze impact Enable services: [ viotion traffic

|:| Fault Tolerance logging
[] management traffic
[ Virtual SAM traffic

OK Cancel

2. If all services are tagged properly, ensure that all VSAN vmkernel network interfaces
are using the same VLAN. In vSphere Web Client, navigate to Home | Hosts and
Clusters | Datacenter | Cluster | Host | Manage | Networking | Virtual Switches
and select the vSwitch or Distributed vSwitch with which the VSAN-enabled vmkernel
network interface is associated.

3. After locating the port group for the VSAN vmkernel interface, examine the VLAN ID
field and ensure that the VLAN, if applicable, is correct:

[@ esxi-01.corplocal  Actions ~

Summary Monitor | Manage | Related Objecis
Setftings | Networking | Storage | Alarm Definitions | Tags | Permissions

Virtual switches

H
L
Qe HEEH X O
VMkernel adapters

Physical adapters o VSAN dvSwitch _
TCPIIP configuration [T VSwitcho

Advanced

Distributed switch: VSAN dvSwitch (VSAN Network)

2
VSAN Netwark IR v New VSAN dvSwitc-DVUplink.. @]
VLAN ID: — ‘ T | » B Uplink 1 (1 NIC Adapter)
¥ Whikernel Ports (1) | | »T@ Uplink 2 (1 NIC Adapter)
vmk2 1 10.100.0.1 o )
Wirtual Machines (0) ‘
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4. If the VLAN settings are correct, we should also validate the MTU for the vSwitch. In
vSphere Web Client, navigate to Home | Hosts and Clusters | Datacenter | Cluster
| Host | Manage | Networking | Virtual switches.

5. Select the applicable vSwitch and then click the blue-and-white information icon. In
the subsequent dialog box, examine the MTU and make sure that it is as expected for
your infrastructure:

VSAN dvSwitch

General 4]
Mame: WSAN dvSwitch
Manufacturer: Viware
Wersion: 5.5.0 00000
MNumber of uplinks: 2
Metwork /O Control: Disabled
DirectPath 110: Supported

Advanced
MTU: 1500 Bytes

6. If the vSwitch MTU is correct, we should also validate that the vmkernel network
interface is correct. If the vmkernel interface MTU is greater than the vSwitch MTU, it
can cause communication problems including a VSAN network partition. In vSphere
Web Client, navigate to Home | Hosts and Clusters | Datacenter | Cluster | Host |
Manage | Networking | VMkernel adapters.
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7. Select the applicable adapter and examine the settings to ensure that the interface
MTU does not exceed the vSwitch MTU:

[ esxi-01.corp.local = Actions ~

Summary  Monitor | Manage | Related Objects

Settings | Networking | Storage | Alarm Definitions | Tags | Permissions

“ VMkernel adapters

Virtual switches - . r

B/ X @
VMkernel adapters ) ) )

Device Metwork Label Switch IP Address
Physical adapters fll vmk0 @ ManagementNetw.. fi vSwitcho 172.16.0.241
TCPIP configuration [ vmk2 VSAN Network = VSAN dvSwitch 10.100.0.1
Advanced

VMkernel network adapter: vmk2

All | Properties  IP Seftings  Palicies

NIC settings
MAC address 00:50:56:60:67:29
MTu 9000

Here, we see that the MTU is 9000, which exceeds the MTU of the vSwitch.

If we are using an MTU of greater than the standard 1500 bytes, this
M also requires that upstream physical switches be configured to handle
Q the larger MTU. It is a valid troubleshooting step to roll back the vmkernel
interface MTUs to 1500 in order to determine whether it resolves the
network partition. If it does, then the problem may be upstream.

8. If all vSphere-related networking settings (service tagging, MTU, VLAN, etc.) are
valid and as expected, we should continue to investigate upstream. Ensure that
the physical switch is configured to handle multicast IP traffic. This may require
turning on IGMP snooping for the applicable VLAN and configuring IGMP queries
or other settings.
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VSAN networking needs to be consistent across all VSAN nodes to ensure proper production.
For this reason, the VLAN (if any), IP subnet, and MTU must all match across hosts and
MTUs must be handled properly by all vSwitches and physical switches. To inform ESXi
which interface to use for VSAN traffic, the applicable interface must be tagged for use

by Virtual SAN.

Investigating network partitions

(without vSphere Web Client)

Once you have VSAN configured and enabled, you may find that the hosts are not
communicating with each other properly. As VSAN is a distributed storage system, it depends
on healthy, functional networking to work properly. If you have a cluster where not all nodes
can communicate via both unicast and multicast IP, then one or more nodes will be in a
different network partition from that of the other node(s). To work as expected, all VSAN
nodes must be in the same network partition.

If the VSAN cluster is partitioned and vCenter itself runs on VSAN-provisioned storage, you
may not be able to investigate the problem by using vSphere Web Client. If this occurs, you
should validate the network configurations via SSH or the physical console CLI. While choosing
to run vCenter on VSAN-provisioned storage is a fully supported configuration and will not
cause long-term production issues, it could make troubleshooting more complex in the event
that vCenter itself is affected by the underlying issue.

Getting ready

You should be logged into the ESXi host(s) as the root via SSH or physical console.
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How to do it...

1.

First, verify that there a network partition. From the command line, run:

# esxcli vsan cluster get

If there is a network partition, we will find that fewer hosts than expected are listed in
the Sub-Cluster Member UUIDs: section:

Here, we see that there are only two hosts listed under Sub-Cluster Member
UUIDs when we are expecting there to be three entries, as this is a three-node
cluster. Running this same command from the other hosts will identify the isolated
node as it will have only one member. In the event that there are multiple nodes

in each partition, we will be able to determine those relationships by finding which
nodes can communicate with each other and isolate the cause of the communication
failure (single node, top-of-rack switch, inter-switch communication, and so on.)

Once a network partition is confirmed, validate that all vmkernel network interfaces for
use by VSAN are tagged for VSAN traffic. From the command line, run the following;:

# esxcli vsan network list

If there is no output, then there is no interface configured for use by VSAN and the
interface will need to be tagged.

To list the vmkernel network interfaces, run the following command:

# esxcli network ip interface ipv4 get

From the resulting output, locate the VSAN interface that you want to tag:
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When you have identified the correct interface (vmk2 in this example), tag it for use
with VSAN:

# esxcli vsan network ipv4 add -i vmk2

Once you have tagged the interface, re-run the network list command and observe
the output:

If all services are tagged properly, ensure that all VSAN vmkernel network interfaces
are using the same VLAN. To check the VLAN in use on a standard switch, run the
following command:

# esxcli network vswitch standard portgroup list

Then, examine the output:

7.

If you need to modify the VLAN used by a standard port group, run the following
command:

# esxcli network vswitch standard portgroup set -v
<portgroup name> -v <VLAN>

Substitute the values for <portgroup names> and <VLAN> as applicable to
your infrastructure.

. VLANS for distributed switches cannot be modified from the CLI. If you
a need assistance with migrating VSAN networking to standard switches
s during outage-recovery efforts, please contact VMware Support or
your third-party support provider.
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8.

126

If the VLAN settings are correct, we should also validate the MTU for the vSwitch.
Run the following command:

# esxcli network vswitch standard list

or

# esxcli network vswitch dvs vmware list

Then, examine the output:

k vswitch =t

If the vSwitch MTU is correct, we should also validate that the vmkernel network
interface is correct. If the vmkernel interface MTU is greater than the vSwitch MTU,
it can cause communication problems including a VSAN network partition. Run the
following command:

# esxcli network ip interface list
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10.

11.

Then examine the output for the MTU of the interface:

If you find that the MTU of the interface needs to be adjusted to match the vSwitch,
run the following command:

# esxcli network ip interface set -i <vmk number> -m
<MTU size>

Substitute the values for <vmk_number> and <MTU_size> as applicable
to your infrastructure.

If you find that the MTU of the standard vSwitch needs to be adjusted to match the
vmkernel network interface, run the following command:

# esxcli network vswitch standard set -v <vswitch> -m
<MTU size>

Substitute the values for <vswitch> and <MTU_size> as applicable to your
infrastructure.

. MTUs for distributed switches cannot be modified from the CLI. If
% you need assistance with migrating VSAN networking to standard
L switches during outage-recovery efforts, please contact VMware

Support or your third-party support provider.

If we are using an MTU of greater than the standard 1500 bytes,
M upstream physical switches should be configured to handle the
Q larger MTU. It is a valid troubleshooting step to roll back vmkernel
interface MTUs to 1500 in order to determine whether it resolves
the network partition. If it does, then the problem may be upstream.
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12. If all vSphere-related networking settings (service tagging, MTU, VLAN, etc.) are
valid and as expected, we should continue to investigate upstream. Ensure that the
physical switch is configured to handle multicast IP traffic. This may require turning
on IGMP snooping for the applicable VLAN, configuring IGMP queriers, or configuring
other settings.

VSAN networking needs to be consistent across all VSAN nodes to ensure proper production.
For this reason, the VLAN (if any), IP subnet, and MTU must all match across hosts and MTUs
must be handled properly by all vSwitches and physical Switches. To inform ESXi which interface
should be used for VSAN traffic, the applicable interface must be tagged for use by Virtual SAN.

Investigating storage provider registration

problems

Once you have VSAN configured and enabled, you may find that you are unable to create
storage policies because VSAN storage providers are not registered. This process should
happen automatically but, if the providers become unregistered, then we will need to force
the system to refresh the provider registrations before VSAN policies can be created,
modified, or applied.

It is likely that there is a provider registration problem if the VSAN-related policy options are
not present when you go to create a storage policy or if no policy information is reported
for VMs/virtual disks.

Getting ready

You should be logged into vSphere Web Client as an administrator.

How to do it...

1. To validate that the storage providers have become unregistered, in vSphere Web Client
navigate to Home | Hosts and Clusters | vCenter | Manage | Storage Providers.

4 Hosis and Clusters oD X | veenter.corp.local Actions ~

@ Fﬂ 8 ;L Summary Monitor | Manage | Related Objects
= [#! vcenter.corp.local

Settings | Alarm Definitions | Tags | Permissions | Sessions | Storage Providers | Scheduled Tasks

01.corplocal Storage Providers

esxi-02.corp.local

+ 2
[g esxi-03.corplocal
& linug-vm01

.ﬁ\mux-‘v‘muz This listis empty.
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2. [If there are no providers registered, ensure that TCP port 8080 is open between
vCenter Server and the ESXi hosts on any physical and/or software firewalls present
in the infrastructure.

3. If there are no providers registered, click the orange refresh icon and wait for the
system to query the VSAN nodes and register the VSAN providers. The providers
should repopulate:

veenter.corp.local Actions -

Summary  Monitor | Manage | Related Objects

Seftings | Alarm Definitions | Tags | Permissions | Sessions | Storage Providers | Scheduled Tasks
Storage Providers

+ < =
Storage Storage Provider Status Active/Standby URL Last Rescan Time | VASA AP Version
~ vsanDatastore (3/3 online)

VSAMN Provider Online Active hitps:ifesxi-02.corp.local:8080N0...  4M11/201511... 15

Standby Storage Providers (2)  — Standby - - 1.5

4. You should find that one ESXi host registers as the active VSAN provider and the
remaining nodes register as standby providers.

5. If the refresh operation fails or if you encounter other problems, please continue
to the next recipe.

If the storage provider becomes unregistered from the SPBM service on vCenter Server,
the manually invoked refresh process instructs SPBM to query any VSAN-enabled hosts for
storage-provider information. If this information is found, the providers will be re-registered.

Investigating other SPBM problems

If VSAN Storage Providers are registered and appear normal, but information about VMs is
not being displayed, or if you cannot apply storage policies, there may be a problem within the
SPBM service. This service typically co-resides with the vCenter services on the same physical
or virtual machine.

The easiest way to reinitialize SPBM and cause data to display properly is to recycle
the associated services. This service runs on either the Windows or Linux varieties of
vCenter Server.
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Getting ready

You should be logged into vCenter Server via RDP (Windows) or SSH (Linux) as an
administrator (Windows) or root (Linux).

If you are using vCenter Appliance 6.0, you must enable the

# s
# s

How to do it...

shell with the following two commands:

hell.set
hell

--enabled True

1. For Windows vCenter Server, click Start | Run, enter services.msc in the resulting

2.

dialog box, and then strike the Enter key:

|
a]— Type the name of a program, folder, document, or Internet
resource, and Windows will apen it foryou,
Open: Isen.fices.msc| j

o]

Cancel | Browse... |

In the list of services, locate VMware Profile-Driven Storage Service and select it.

3. Click on Restart the service or right-click the service and select Restart:

File  Action Wiew Help

Q, Services =] 3 I

L EIENEEI DT

VMware vSphere Profile-Driven

Storage Service

Stop the service
Restart the service

Description:

VMware v5phere Profile-Driven Storage

Service

Mame =~

| Descripkion | Stakus | Startup ;I
“EhY¥Mware YirtualCenter Management Webservices  Allows conf,..  Started Aukomat
S VMware VirtualCenter Server Aukomat

e
“£h¥Mware vaphere Update Manager Service
“Eh¥Mware vSphere Update Manager UFA Service
“ChY¥Mware vaphere Web Client

L YMwareyCMSDS

“Ehvolume Shadow Copy

L windows Audio

Ehwindows Audio Endpaint Builder

“Ehwindows CardSpace

L windows Colar System

Lk windows Driver Foundation - User-mode Driver ...

1 windows Error Reparting Service

Provides ...
Stark
Stop
Fause
Resume
Restart

All Tasks
Refresh
Properties

Help

Started

Automat

Manual
Manual
Automat
Manual
Manual
Manual
Manual
Manual
Manual
Manual
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Log out of vSphere Web Client and log back in.

5. [If you are using Linux vCenter Server Appliance, run the following command from
a root shell:

# service vmware-sps restart

6. Log out of vSphere Web Client and log back in.

If SPBM is behaving unusually, forcing the service to restart will trigger a complete refresh

of storage providers, applied policies, and other behaviors. Simply restarting the service to
determine whether the bad behavior clears is typically fast, easy, and low-impact. Restarting
Profile-Driven Storage Service will prevent the modification of the existing storage policies the
application of different policies to VMs, and the creation of VM/disks with the non-default
policy for the period during which the service is restarting. Once the service has restarted, all
functionality will be returned. Restarting the service will have no impact on running VMs or the
overall VSAN resiliency.

Investigating VM provisioning or power-on

failures

If a VM fails to provision or power on, the problem is often related to degraded availability in
the VSAN cluster or, more frequently, inadequate cluster storage capacity. In this recipe, we
will address both of these very common provisioning/power-on failures.

Getting ready

» You should be logged into vSphere Web Client as an administrator
» You should be logged into RVC
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How to do it...

Out-of-space failures

1.

If the failure is capacity-related, we will see an error message in vSphere Web Client
along the lines of the following:

File [vsanDatastore] 3e192a55-c7ab-efa3-a51a-005056837d9f/linux-vm04.vmdk
was not found

The policy requires 2 replicas with 1 disks each with 42949672960 bytes free
each. Only found 0 such disks.

In this example, we know that the policy of the affected VM involves one host failure
to tolerate because the VM requires two replicas. As each replica requires only one
disk, we also know that the storage policy specifies a stripe width of one stripe per
mirror.

The VM that we are attempting to provision is 42949672960 bytes, or 40 GB, so this
will be the size of each mirror.

VSAN was unable to locate any disk with adequate free space to provision the VM.

This can also affect VM power-on, as VM swap objects must be
L provisioned at power-on.

To resolve this kind of failure, we have a couple of choices. We can add physical disks,
delete unused data to free up cluster capacity, or we can also make a storage-policy
change to thin-provision the new VM or the other VMs already present on VSAN.

Availability-related failures

1.

132

A VM may fail to power-on if the objects comprising it have degraded availability.
This is harder to diagnose than out-of-space conditions and involves correlating
more data.

If a VM fails to power-on because of degraded availability, you may see a message in
vSphere Web Client along the lines of the following:

A specified parameter was not correct.
or

"/vmfs/volumes/vsan:525e246fd7e9d76b-7c87ce4d93a74849/1cd22755-
9fbe-c6a1-570e-005056831715/linux-vm03.vmdk" : failed to open (Input/output
error).
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3. When examining the VM's VM Storage Policies tab, you will find that compliance
has failed and VM Home or Hard disk 1 has components on more than one host in

an Absent state:

(40 linux-vym03 = Actions ~
Summary  Monitor | Manage | Related Objecis

Settings | Alarm Definitions | Tags | Permissions | YM Storage Policies | Scheduled Tasks | vSenices

VM Storage Policy assignments

c

£ VM home Y
f+ Hard disk 1 t__‘f VSAN Thick Palicy
H

Physical Disk Placement | Compliance Failures

linux-vm03 - Hard disk 1 : Physical Disk Placement

— =

Type os
Witness (] Q esxi-03.corp.l.. ware Disk (naa.600...
RAID 1
Component Absent Q esxi-01.corpl.. 4 Local VMware Disk (naa.600...
Component Absent Q esxi-02.corpl.. 4 Local ViMware Disk (naa.600...

Compliance Status
& Mot Compliant
€ Not Compliant

52cf41fe-0492-9c6f-3040-4265 .

52e79bbE-c84a-bba7-baea-986.

-ec33-d27c-af5e-ccle...

Q -
2items |=p ~|
Q -

3 Local VMware Disk (naa.600..

3 Local VMware Disk (naa.600..

2 Local VMware Disk (naa.G00..

4. When running the vsan.vm_object info command in RVC, you will find that
components on more than one host are in an ABSENT state, and at least one

component will report that it is STALE:
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5. Inthis case, RVC tells us that this problem is due to a network partition. What
happened in this instance is that a network partition occurred during an object
rebuild, resulting in data unavailability as this became a double fault: the in-sync
copy of the data became unavailable to the rest of the cluster and there was no other
in-sync copy of the data available. Had the VM been affected by this problem as soon
as the problem occurred, the VM would have automatically terminated to ensure

data integrity.

6. To resolve this situation when there is a network partition, eliminate the network
partition and a resync will begin, restoring availability. When a resync begins,
it will be reflected in the VM Storage Policies information:

(h linux-vm03 = Actions ~

Summary Monitor | Manage | Related Objecis

VM Storage Policy assignments

Physical Disk Placement | Compliance Failures
linux-vm03 - Hard disk 1 : Physical Disk Placement

b—

Type Component State Host

Witness ' Active E| esxi-03.corp.|

~ RAD1
Component Absent - resynching E| esxi-01.corp.|
Component [ Active B esxi-02.corp.l...

Settings | Alarm Definitions | Tags | Permissions | YM Storage Policies | Scheduled Tasks | vSenvices

c &

Mame VM Storage Policy

£ YM home Eﬁ VSAN Thick Policy
&= Hard disk 1 F‘g WSAN Thick Policy
]

SSD Disk Name

) Local VMware Disk (naa 600

) Local VMware Disk (naa 600

& Local VMware Disk (naa.600..

Compliance Status
+ Compliant
& Mot Compliant

52ca5e2e-ec33-d27c-afSe-ccle

52cf41fe-0492-9c6i-304b-4268

52e79bb8-cB4a-bba7-baea-086..

Manage VM Storage Policies...

Q -

2items [=p~

Q -
Hon-SS5D Disk Name

) Local VMware Disk (naa 600

) Local VMware Disk (naa 600

& Local VMware Disk (naa.600..

7. If the double-fault has occurred due to a physical disk failure affecting the in-sync
copy of the data, contact VMware Support or your third-party support provider to

discuss recovery options, if any.

When VMs fail to power-on or provision, it is typically due to capacity or multiple faults.
The messaging in either case will indicate the problem. In the case of inadequate cluster
capacity, the message is very clear and describes how much space is needed to complete

the operation.

In the case of degraded availability due to multiple faults, the messaging is less obvious but
the tools at our disposal (such as monitoring VM Storage Policies and RVC) will help identify
the source of the problem so that a solution can be determined.
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There's more...

VM provisioning may fail due to capacity constraints during a clone/deploy operation. This will
only happen when we are using some degree of thin-provisioning in VSAN. The reason that
this can occur is that, when we clone an existing VM (or deploy a template/OVF container,

and so on.) into VSAN, the objects are provisioned upfront at zero bytes. The data is then read
into the object, and it grows in size as needed. If the physical disks in the VSAN cluster are
fairly full and the cluster is also fairly fast, the new data can be read in faster than rebalancing
operations can make space for the new size required by the object. If this occurs, then the
clone operation can fail with a message about No space left on device.

If this occurs, then modify your storage policy to reserve the amount of space actually
consumed by the source VM. For example, if the source VM is 250 GB with 150 GB used, set
your Object space reservation policy option to reserve ~60 percent of the provisioned size
and the deploy operation will succeed provided there is adequate capacity in the cluster.

Investigating disk failures

When a disk fails in VSAN, it is important to address the problem by replacing the disk. A key
part of this may be determining why the failure was triggered. Determining which disks have
failed is a straightforward operation in vSphere Web Client. Determining the cause of the
failure will involve investigating the ESXi system logs.

Getting ready

» You should be logged into vSphere Web Client as an administrator
» You should be logged in to the affected ESXi host as the root, preferably via SSH

How to do it...

1. If you have configured VSAN alarms according to Chapter 4, Monitoring VSAN,
when a disk fails you will be presented with an alert icon on the ESXi host and
Triggered Alarms will reflect a disk error:

4 Home »| ¥ X [Besxi03corplocal = Adiions v

L] 1) 8 a summary | Monitor | Manage Related Objects
w [ veenter.corp.local
+ [l Datacenter Issues | Performance | Storage Reports | Tasks | Events | Hardware Status | Log Browser
~ [J vSAN Cluster
@ esxi01.com.local “ ¥ Show acknowledged
[ esxi-02.com.jocal Alllssues Object Severity Name Triggerad Admon Admc Defined In

"” & Up‘“a' > Triggered Alarms esxi-03 corp local & Ciitical SAN Disk Offline  4/13/2015 5:04 Ph (3 veenter corp local
inux-vm
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2. The failed disk will also be reflected in the Disk Management view:

] VSAN Cluster | Actions + =

Summary  Monitor | Manage | Related Objects

Seftings | Alarm Definitions | Tags | Permissions | Scheduled Tasks

“ Disk Groups
Services

- a -
vSphere DRS - .\ R

Disks In Use State Status ietwark Partitien Group

vSphere HA & 20f4 Connected Healthy Group 1

 Virtual SAN £ Disk group (02000000006000c291634c6d3730800c4247 . 2 Healthy
General + [@ esxi-02.corp.lacal 20f7 Connected Healthy Group 1
Disk Management [ Disk group (02000000006000c29ef8cdd6b2467b443964.. 2 Healthy

-« Configuration - B esxi-03.corp.local 40f5 Connected Unhealthy Group 2
General [z Disk group (02000000006000c29580¢eef5fecs1c984a7ab... 3 Unhealthy
Virtual SAN Licensing M Gitems [g~
VMware EVC
DRS Groups Disk group (02000000006000c29580eef5fec51c984a7a662bbc566972747561): DISKS
DRS Rules &a Show: | Inuse (3) -
VM Overrides acity atus  lssue ol t
Host Options B3 Local ViMware Disk (naa 6000c29580eef5fec51c984a7a662bbc] 17.00 GB Healthy - Mounted Parallel
Profiles VSAN UUID 52d21757-df12-9b29-9a6d-8761...  Non-SSD  0.00 B = = Dead or E

L9 AbsentVSAN Disk (VSAN UUID:5266ff23-047-edef-81ee-chedda Mon-38D 0.00B - - Dead orE

3. From here, it is fairly straightforward to remove the failed disks and replace them
if desired. However, finding out why the disks have failed will require examining
the applicable host's /var/log/vmkernel . log file to search for the cause. This
requires you to log into the host via SSH or local console. SSH is recommended.

4. Once logged into the system via SSH, examine the log file by running the following
command:

# cat /var/log/vmkernel.log |less -i

5. Examine the logs, specifically looking for the word permanent. This may be in the
following form:

WARNING: ScsiDevice: 1480: Device :<identifier> has been removed or is
permanently inaccessible.

or

WARNING: LSOM: LSOMEventNotify:4574: VSAN device <UUID> is under
permanent error

6. The preceding messages mean specific things. The first example is due to a device
being removed or otherwise being disconnected from the SCSI bus. The second
message will be displayed if the device is still logically or physically present, but 10
processing has failed and VSAN has declared the disk as failed despite its continued
presence on the SCSI bus.
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7. Inthis example, the disks were removed and this can be seen by examining the
system log:

8. Inthe latter case, where the disk has been declared as dead because it failed to
process 10, we find that there have been 10 failures prior to the declaration, complete
with SCSI sense data. For example:

NMP: nmp_ThrottleLogForDevice:2322: Cmd 0x28 (0x4136c03e5e80, 0) to dev
<device> on path <path> Failed: H:0x0 D:0x2 P:0x0 Valid sense data: 0x3 Ox11
0x0. Act:NONE

9. This sense data can be translated to determine the reason why the 10 failed (in this
case, the disk returned an unrecovered read error—a physical fault).

If the disk failure is due to an inability to handle |0 rather than the

device being removed from the SCSI bus, it is strongly recommended
i that you contact VMware Support or your third-party support provider
for assistance with the analysis.

When a disk is declared to be under permanent error by VSAN, it is always because the
device has either failed completely and is no longer enumerated on the SCSI bus or because
the device cannot process the 10 that VSAN is demanding. Either cause has the same

net effect—the disk is no longer available for use by VSAN.

If there is adequate capacity in the VSAN cluster and enough nodes, this condition will
immediately trigger rebuild activity to restore the VMs to redundant protection. Replacing
the failed disks then returns the cluster to its original storage capacity. If adequate capacity
is not there or if there aren't enough nodes, the disks will have to be replaced or the system
repaired prior to the rebuild.
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» For the disk replacement procedure, please see Chapter 5, VSAN Maintenance
Operations

» For more information on interpreting SCSI sense codes, please see the VMware
Knowledge Base article 289902 (http://vmw.re/1NDMPEC)

» For more information about what the individual SCSI sense codes mean, please see
the following official T10 documentation:
o SCSI Status Codes: http://bit.1y/1gf037w
o SCSI Sense Keys: http://bit.1ly/1JIbyOv
o SCSIASC/ASCQ Assignments: http://bit.1ly/1LMTN3P

Investigating VSAN performance with

VSAN Observer

With any storage system, it is very important to be able to examine performance information
and gain insight into the workload. This is particularly true for VSAN, as its distributed nature
means that a VM performance problem could be due to the workload, a problematic host, a

problematic disk, or other issues.

There are some options available to monitor VSAN performance in vCenter Server and
VMware vRealize Operations, but VSAN also ships with a tool called VSAN Observer that can
help provide information about VSAN performance. This is invoked via RVC and used via a
Web browser. To use VSAN Observer in live mode (where we examine real-time data), the RVC
server must have access to the Internet to assist with chart rendering,

This recipe is not intended to be an exhaustive description of all VSAN
Observer options, but it will discuss how to launch VSAN Observer and
’ how to begin interpreting the data that it provides.

Getting ready

You should be logged into RVC as an administrator.

TCP port 8010 should be open between your workstation and vCenter Server or the machine
where RVC is running.
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How to do it...

1.

From RVC, launch VSAN Observer for live monitoring with the command string:

# vsan.observer --run-webserver --force
/<vCenter>/<Datacenter>/computers/<cluster>

To launch VSAN Observer for live monitoring without HTTPS, use the following
command:

# vsan.observer --run-webserver --no-https --force
/<vCenter>/<Datacenter>/computers/<cluster>

To launch VSAN Observer for live monitoring and record the data to a disk for later
analysis, use the following command:

# vsan.observer --run-webserver --force --generate-html-bundle
</path/to/output/file>
/<vCenter>/<Datacenter>/computers/<cluster>

For example, to launch VSAN Observer for live monitoring with no HTTPS and to save
the data for later analysis:

5.

Once itis launched, open a Web browser and navigate to http://<RVC server
address>:8010 orhttps://<RVC server address>:8010.

1
‘Q If you are using HTTPS, you will be prompted to log in. Use the

credentials that you used to launch RVC.
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6. Once you have navigated to the appropriate address and logged in if applicable,
you will be presented with the VSAN Client statistics. This is the top of the VSAN 10
stack on any given host and it is an "all-in" rollup of cluster performance, from the
perspective of the final workload (all VMs on that host):

o . e s - e . vmware'

© What am | looking at

esx-01._corp.local

_Bandwidth

esxi02 corplocal

esxi-03.corp ocal

7. This will show you information about observed latency, number of 10 operations per
second (IOPS), how much data is being transferred, and whether VSAN is congested.

8. If the VSAN Client statistics indicate a problem such as high latency, it can be useful
to click on Full size graphs to get a breakdown of what kind of 10 is slow:

DOM object: client-esxi-01.corp.local

Latencies

In this case, we see that the Read 10 was slow for approximately 15 min, peaking
at about 534 ms.
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9. If end-user (client) latency is high, it may be useful to proceed down the VSAN 10
stack and examine the VSAN disks for latency information. To do this, click on the

VSAN Disks tab and examine the output:

VSAN Disks

© What am | locking at

10. Here, we can see that the latency on host 01 is flagging a critical threshold because
its graph is underlined in red. As before, we can get more information by drilling down

into Full size graphs:

DOM object: compmgr-esxi-01.corp.local

Lalendies

Here, we can see that most of the IOPS and latency is due to RecovWrite; the latency
in this case is caused by object-rebuild operations, rather than normal read/write

activity where latencies are still low.
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11. More information about physical disk handling (such as individual device
performance and cache efficiency) can be found by navigating to VSAN Disks
(deep-dive) and selecting a host from the drop-down list:

VSAN Disks (deep-dive)  ~CPlL

© What am | looking at

FhEanEea csxi-01.corp.local v

Host disk-layer aggregate stats: Full

Latency IOPS RC Hit Rate Evictions

b

Device-level stats

SSD Latency WriteBuffer Fill
52cf417e-0492-9C6T-3b4b-42683cT7CbiD
naa.6000c291634c6d373080bc424168ce32
HDD Latency IOFS

5213dBea-4955-b2ec-c221-444766fc523b
naa 6000c2910ffc6abb6 11fd7ead3d9373e

Here, we can see that the SSD latency is 20-40 ms and the read-cache hit rate is
typically 100 percent, with one plunge. This indicates that the SSD is fairly slow,
but the cache is generally operating efficiently.

12. To get detailed information about VM performance, navigate to the VMs tab and then
search for or select your VM. You can drill down into individual virtual disks to see
how they are performing and whether there are any obvious bottlenecks:
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» Backing: linux-vm03.vmdk

DOM Object UUID: 61d22755-474b-cd33-9ae7-005056831761 Full g

DOM owner:
Latency IOFS Bandwidth Congestion Qutstanding IO Latency stddev

IR e e

RAID tree:
DOM Owner: esxi-03.corp.local
RAID_1
Component 62d22755-0fa-19b9-b348-005056831761 ACTIVE HDD: naa 6000c2980aa6c0c33d26632edd51b0b3
S5D: naa.6000c29ef8cdd6b2467b4439649b0719
Host: esxi-02.corp.local

Latency |10PS RC Hit Rate Evictions

N

Component 62d22755-770a-1¢b9-b505-005056831761 ABSENT bytes nc: 7575961600
HDD: naa.6000c2910ffc6a6b61fid7ea43d9973e
naa.6000c291634c6d373080bc424168ce32
nst: esxi-01.corp.local

Latency IOFS RC Hit Rate Evictions

E e e R e

Witness 62d22755-8bb-1cb9-c2d4-005056831761 ACTIVE HDD: naa.6000c2905b13e407b0c00f313a26ee43
naa.6000c29580eefbfech1c984ara662bbe
- esxi-03.corp.local

Here, we can see that latency was generally bad for some time but later improved. We
can see that the component on host esxi-02.corp.local had a very bad read cache hit
rate and very high latency. Conversely, the cache hit rate and latency were acceptable
for the component on host esxi-01.corp.local. This implies that VM performance is
affected by the poor performance on host 02.

ESXi and VSAN continuously keep track of various pieces of performance data in nearly real
time, but this data is transient. VSAN Observer methodically collects this data and renders

it for analysis by using its Web-presentation engine. This information is then presented in a
series of dashboards that we can navigate to gain insight into the VSAN performance at the
consumer (VM), host, and disk layers of the VSAN IO stack. The data can then be compared to
the manufacturer's assessment of disk performance (are the disks in production significantly
slower than expected?), network speed, and so on.
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There's more...

Every tab in VSAN Observer has a button called What am | looking at:

© What am I&ooking at

If you click on this button, it will toggle a description of what the metrics on that page mean.
This information can be hugely useful when you first start using VSAN Observer as it helps
describe what the data is and what it implies about the performance of the cluster.

See also

For a more in-depth guide to VSAN Observer, please see the VMware Technical Marketing
documentation at http://blogs.vmware.com/vsphere/files/2014/08/
Monitoring-with-VSAN-Observer-vl.2.pdf.



http://blogs.vmware.com/vsphere/files/2014/08/Monitoring-with-VSAN-Observer-v1.2.pdf
http://blogs.vmware.com/vsphere/files/2014/08/Monitoring-with-VSAN-Observer-v1.2.pdf

Support Success

In this chapter, we will discuss the following topics, with a recipe for each:

» Formulating a problem description
» Formulating a problem summary
» Collecting logging information

» Collecting other diagnostic information

Introduction

During the course of your VSAN deployment or during production following deployment, you
may encounter a problem that requires deep, low-level troubleshooting or complex issue
analysis. If this should occur, you may need to open a case with VMware Support or your
third-party support provider.

As we have seen, VSAN is tightly integrated with vSphere once it is deployed, so in some
ways, preparing for a support engagement with VSAN is quite similar to the regular vSphere
support process. VSAN does, however, involve many elements and configuration items that
are not found in non-VSAN infrastructures. To set ourselves up for success during support
engagements, there are steps we can take to ensure that all the necessary data is provided
up-front to avoid delays to acquire more information after the incident is raised. Properly
defining the problem and providing adequate diagnostic data can help make recovering
from problems and returning to production faster and easier.
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Formulating a problem description

If you encounter a problem that requires you to raise a support ticket with your support
provider, it is vital to clearly and concisely define what the problem is, as well as when and
how you encountered it. Clarity and direction here can help prevent guesswork and provide
for a speedier return to service.

R Depending on your support provider, you may not need to create
% both a description and a summary. If your support provider
i does not make use of two entries to define the incident, please

proceed to the next recipe.

Getting ready

You should have some error messages available/copied, or any applicable conditions that led
up to the problem in mind.

How to do it...

1. Define the problem.

o What was going on in the infrastructure when the problem was encountered?
How did you discover the problem?

o What did the problem prevent you from achieving in your infrastructure?

2. Determine the context of the problem.
o When you discovered the problem, was there a specific operation or any
changes being made when the problem occurred?
3. Identify the scope of the problem to determine severity.
o Are all VMs affected, just one, or a few?

o s the entire cluster down, or just parts of the cluster, such as during a
network partition?

o Is this affecting a production cluster? Are critical business services
unavailable due to the problem?
Formulate the problem description.

5. When formulating the problem description, provide the necessary context without
being overly vague. For example, VSAN cluster is down will typically be less useful
than VSAN cluster is down following site power failure, in terms of the problem
description.
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The high-level problem description is the first thing that support personnel will see when a
ticket is raised. Being clear and concise in this section and providing adequate context will
help the support engineer to start determining a course of action right away, even as he or
she is working through the rest of the ticket.

Formulating a problem summary

Unlike the extremely high-level problem description, the problem summary is where we
should begin to address more details about the symptoms of the problem and the context
surrounding when the problem began, if known.

The same rubric we used for the problem description applies here—we should be clear and
concise but also build out more contexts surrounding the problem. It is in the summary that
we can provide specific messaging and paint a clearer picture of the issue.

Getting ready

You should have some error messages available/copied, and any applicable conditions that
led up to the problem in mind

How to do it ...

1. Determine the full context of the problem.
o If possible, we should provide a step-by-step story of what led up
to the problem.
2. Collect any error messages.
o Exact error or notification messaging is very valuable to the troubleshooting
process.
3. Examine the impact to the business.

o What are the consequences of the problem? Is the business on the line
because accounting systems are down, or are moderately-critical web
services unavailable?

o The criticality of the issue to the business is a key factor in determining
resolution plans, responses, timelines, and so on.
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4. Formulate the problem summary, including information about the lead-up to the
problem and any messaging relevant to the issue.

5. Try not to leave out information that could be critical to routing the case to the
appropriate support engineer.

For example, a summary like this tells the story of what happened: "VSAN is offline
following power failure. Production accounting systems are down."

Despite this, we can provide greater context with a summary like: "Critical accounting
systems are down following a power failure affecting the VSAN cluster. After power
was restored, all VSAN nodes report that "The Virtual SAN host cannot communicate
with all hosts in the VSAN-enabled cluster." Attempts to power on VMs fail due to an
1/0 error."

Describing the problem including detailed messaging and impact to the business will serve
two purposes. First, it will tell your support organization how critical the problem is and

how quickly you need a response to restore production. Second, it will enable your support
organization to properly route the ticket to the best support engineer to handle the specific
problem we are facing. For example, a VSAN outage could be caused by a network problem or
a storage/disk problem or a logic problem. Providing enough information to make an informed
decision of how the case should be routed will help reduce the time it takes to return to
service, and help prevent false starts.

Collecting logging information

System and event logs are absolutely critical to isolating the problem and determining a
resolution path. Collecting this information before we file a support ticket, or very early in the
process, such as while navigating the phone tree or awaiting a call-back, will help enable the
support organization to work more quickly toward a resolution. Should the incident need to
be escalated, or if extensive research is needed to determine the root cause, system logging
data is absolutely vital.

Getting ready

» You should be logged in to the vSphere Web Client as an administrator

» If the vSphere Web Client is not available due to the outage, you should be able to log
in to the ESXi hosts via the legacy vSphere Client with root credentials

» If neither of the vSphere Clients are available, you should be able to log in to the ESXi
hosts via SSH with root credentials
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How to do it...

Here, we will look at collecting logs using three different ways.

Collecting logs with the vSphere Web Client

1. Inthe vSphere Web Client, navigate to Home | Hosts and Clusters | vCenter |
Monitor | System Logs.

2. Click on the Export System Logs button:

4 Home ¥ X [ vcentercorplocal = Actions ~

| 8 | & B & summary | Monitor | Manage ~Related Objects
< (@ vcenter.corp.local

<+ Bg Datacenter | Issues | Tasks | Events | System Logs | Senice Health | Log Browser |
+ [ VSAN Cluster

@ esxi-04.corp.local | vCenter Server log [vpxd-12.1og] | - | Export System Logs

3. Onthe subsequent page, select all the hosts in the VSAN cluster and tick the box for
Include vCenter Server and vSphere Web Client logs. Then, click on Next:

"] vcenter.corp.local - Export Logs 2 »
SelectvCenter Server and host logs to putinto an export bundle. When the export bundle is completed, click Finish to download the
logs to your local computer.
2 Ready to Complete
| Fiiter | (3) Selected Objects
Q Filte -
Name Cluster Datacenter Status Version
¥ [J esxi-01.corplocal [} vSAN Cluster Datacenter Connected 550
¥ [ esxi-02.corp.local [@ VSAN Cluster Datacenter Connected 550
¥ [ esxi-03.corplocal [J VSAN Cluster Datacenter Connected 580
M 3items
[w] Include vCenter Server and vSphere Web Clientlogs
Hext l} Cancel
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4. Click on the Generate Log Bundle button:

Generate Log Bundle

s

Back Finish Cancel

5. Wait for log-bundle generation to complete. Depending on the size of the vCenter
Server and the inventory, this may take some time.

6. Click on the Download Log Bundle button. Select a location to save the information:

Log bundle generated. Click Download Log Bundle to save itto your local computer.

Download Log Elundle[:?

Back Finish Cancel

7. Select a location to save the system log bundles.

Collecting logs with the legacy vSphere Client

1. If vCenter is unavailable due to the issue, we may need to collect host logs via the
legacy vSphere Client. Launch the legacy vSphere Client and log directly into a host,
using root credentials.

2. Click on File | Export | Export System Logs....

FiIE|E|:Iit View Inventory Administration Plug-ins Help

New ’ tory b [Fl Inventory
Deploy OVF Template...
| Export 4 | Export OVF Template...
Report L Export List... 5.0, 2143827
Browse VA Marketplace... Export Maps...
Export System Logs...
Print Maps -“-E. i 2 L
Exit Manufacturer: VYMware, Inc.

3. Leave all values at the default and click on the Next button.

4. Click on the Browse ... button and select a location to save the system log bundle
and click on Next >.
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5. Click on the Finish button. The logs will be generated and downloaded.
6. Repeat this process for all the hosts in the VSAN cluster.

Collecting logs via the command line with vm-support

1. If none of the graphical clients are available, we can gather system logs from the
command line. Open an SSH session to the host and log in as root.

2. Enter the following command to create a log bundle and write it to /tmp:
# vm-support -w /tmp

3. We will see the generation process as it moves through and collects system
information and logging data:

04-14--06.54.tg=

s/ ]

4. When the process is completed, we are returned to a command prompt.

5. Login to the host with an SFTP or SCP client such as FileZilla.

6. Inthe file-transfer utility, navigate to /tmp and download the support TGZ file.
7. Repeat this process for all the hosts in the VSAN cluster.

System support bundles contain more than just logging data. They also provide a snapshot

of the system state, which includes statistics, configurations, hardware information and
information about which VMs are registered, IP addresses, hosthnames, and the ESXi-level logs
for all aspects of the system. This is why obtaining this information, even if it requires the use
of the legacy vSphere Client or the host CLI, is so important.

Collecting other diagnostic information

If vCenter is available, there is additional valuable VSAN information, which if collected, will
help with the support process. This information can be obtained from the Ruby vSphere
Console and subsequently uploaded to the support ticket.

For a refresher on how to use RVC, please see Chapter 6, Ruby vSphere Console.
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Getting ready

You should be able to log in to RVC as a vCenter administrator.

How to do it...

Collecting VSAN support information (Linux RVC)

1.

As we want to collect the support information to upload to the support organization,
we will execute the RVC command as a script and redirect the output to a text file that
we can subsequently upload.

Run the vsan. support information command

# rve -c "vsan.support information /<vCenter>/<datacenters>/
computers/<cluster>" -c "quit"
<username>@<vCenter> |tee <filename>

Enter your password when prompted.

The output will echo to the console and be written with the filename you specified.
For example:

5.
6.

This command can take several minutes to fully execute.

Once completed, upload the resulting file to your support organization.

Collecting VSAN support information (Windows RVC)

1.
2.
3.
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Open an administrative command prompt.
Navigate to the location of your RVC install.
Execute the following command:

> rvec -c “vsan.support_information /<vCenter>/<datacenter>/
computers/<c1uster>“ -c "quit"
<username>@<vCenter> >> <filename>

Wait approximately 30-45 seconds for RVC to load in the background.
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5. Enter the applicable password.

As we are redirecting the output to a file, the password: prompt

will not be echoed to the screen. Despite this, it will accept input

and the command will run until completion.

6. This command can take several minutes to fully execute. When it is finished, you will
be returned to the prompt:

C:\>ruc —¢ “wean.support_information ~172.16.8.248-Datacenter/computers/USANN Cluster” —c "guit" rootBi?2.16.0.240 >> c:wsan_support_info.txt

G-

7. Once completed, upload the resulting file to your support organization.

Collecting VSAN Observer Data

1. If we are facing a performance problem and need assistance with performance
troubleshooting, VSAN Observer information can be vital to the support process.

2. To collect VSAN Observer information in a bundle that will be uploaded to the support
organization, please see the VSAN Observer recipe in Chapter 7, Troubleshooting
VSAN, and use the command to generate an HTML bundle.

3. Upload the resulting . tar.gz file to your support organization.

The special RVC commands, vsan. support information and vsan.observer, are
designed to help the support organization troubleshoot a VSAN problem. These commands
are analogous to a support bundle for VSAN. The vsan. support information command
will provide exhaustive details about the entire cluster, from hosts and disk information,

to network configuration and object states. VSAN Observer provides crucial and detailed
performance data.
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In this chapter, we will discuss the following topics with a recipe for each:

» Tagging disks as SSDs in vSphere 6.0
» VSAN 6.0 fault domains
» Upgrading to the VSAN 6.0 on-disk format

Introduction

The overall operational paradigm of VSAN/vSphere 6.0 is very similar to that of vSphere/VSAN
5.5. While this means that a comfortable understanding of the VSAN 5.5 release will translate
directly into implementation and operations in VSAN 6.0, there are some elements specific to
VSAN 6.0 that are important to understand. These include new features, such as multi-host
fault domains and format upgrades, as well as improved processes related to the initial setup
and configuration.

Tagging disks as SSDs in vSphere 6.0

The process of tagging SSDs via the command-line claim rule manipulation, as in Chapter 2,
Initial Configuration and Validation of Your VSAN Cluster, was laborious. Initial Configuration
has been streamlined and simplified for vSphere 6.0. This process is now possible directly
from the vSphere Web Client, with no CLI interaction needed. This task is significantly faster
and easier in vSphere 6.0.

Getting ready

» You should be logged in to the vSphere Web Client as an administrator

» You should know the size/capacity of your SSDs so that they can be identified
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How to do it...

1. Inthe vSphere Web Client, navigate to Home | Hosts and Clusters | vCenter |
Datacenter | Cluster | Host | Manage | Storage | Storage Devices.

2. Identify the SSD using its capacity or serial number and select it.

Click on the blue-and-white F icon to mark the disks as Flash. Acknowledge the
subsequent dialog box:

Har a3 Flash Disk

Marking HDD di3ks a3 Rash ks could deleriorale the
performance of datastores and senices Mat use them. Mark
sk 3% Rash disks only § you 200 cnain N Mose Ssks

& anrnhases.

Mark Ie neleciod (isks 3% Bash disks?

[ T

4. We will see that the Drive Type field changes from HDD to Flash:

" Storage Devices
Storage Adapters E‘ .Q ‘ 5] @ @ @ = [@, |Qp|(.,r7-
Name Type Capacity Operstionsl State Hardware Acceleration Drive Type Transport
Host Cache Coniguration Local Viware Disk (nas.6000c29190434eea...  disk 2500GB  Aftached Not supported HDD Parallel SCSI -
Protocol Endpoints Local Viware Disk (naa.6000c20efBcdd6b24...  disk 17.00GB  Attached Not supported Flash Parallel SCSI
Local NECVMWar CD-ROM (mpxvmhba32.C cdrom Attached Mot supported HDD Block Adapter
Local VMware Disk (naa.6000c299e136d2fef.. disk 50.00GB Attached Mot supported Flash Parallel SCSI
Local VMware Disk (naa.6000c29e8e7abfce3 disk 550GB  Aftached Mot supported Flash Parallel SCSI
Local VMware Disk (naa.6000c297d26d3fd08... disk 5.00GB Aftached Mot supported HDD Parallel SCSI
Local VMware Disk (naa.6000c29261bfea 165 disk 25.00GB  Aftached Mot supported HDD Parallel SCSI
Local VMware Disk (naa.6000c29945741e46...  disk 50.00GB  Aftached Mot supported HDD Parallel SCSI =

The complex process to accomplish this task in vSphere 5.5 has been automated and
simplified in vSphere 6.0. When we, as administrators, are able to correctly identify which
disk is the SSD in a RAID-0O configuration, tagging the disk as Flash overrides the default
discovery information and allows ESXi and VSAN to use the disk as the flash device it is.

VSAN 6.0 fault domains

VSAN 6.0 introduces a feature that allows for user-configurable fault domains. As opposed
to VSAN 5.5, where each host is its own fault domain, VSAN 6.0 allows hosts to be grouped
together into fault domains that act as one unit for the failures-to-tolerate policy calculation.
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This can be extremely useful in larger clusters or clusters that may share a common point

of failure within the datacentre. For example, if we have a six-node VSAN cluster where

two nodes are in each of three racks, each rack may represent a hardware failure domain
because the rack may be susceptible to power-distribution failures or a top-of-rack switch
failure that neighboring racks may survive. VSAN 6.0 fault domains allow us to group the
hosts in such a way that we can combine hosts that are likely to fail together into a single fault
domain. This can improve cluster survivability by permitting multiple node failures without
affecting data availability.

As noted previously, if we opt to use user-configured fault domains, those fault domains will be
used instead of hosts in the failures-to-tolerate policy calculations. As a result, if we configure
fault domains, we should ensure that at least three fault domains are configured.

Like with VSAN node configurations, VSAN fault domains should be symmetrical. They should
contain the same number of hosts, the same disks/disk-groups per host, the same disk
capacities, and so on.

Getting ready

» You should be logged in to the vSphere Web Client as an administrator

» You should know which hosts you wish to group into distinct fault domains

How to do it...

1. Inthe vSphere Web Client, navigate to Home | Hosts and Clusters | vCenter |
Datacenter | Cluster | Manage | Virtual SAN | Fault Domains.

2. Click on the green + button to define a new fault domain:

Navigator X [} VSANCluster  Actions ~
4 VSAN Cluster L) Getting Started  Summary  Monitor | Manage | Related Objects
] & B & . _
B veenter.corplocal [‘Setings | Scheduled Tasks | Alarm Definitions | Tags | Permissions
w [l Datacenter
— Tk VSAN Gluster “ Virtual SAN Cluster Fault Domains
[ esxi-01.corp.local v Services You can group Virtual SAN hosts that could
@ esxi-02.corp.local vSphere DRS single fault domain is treated as one failurg
i domain.
E@j esxi-03.corp.local vSphere HA
linux-vmo1 — e
1 linwevm02 ~ Virtual SAN ‘%b EC
. Fatr! Mamain Lt
(3 linux-ym03 General | Create a new fault domain _
Disk Management M )
[ rouroomans [
[ esxi-02.corplocal
w Configuration
[ esxi-03.corp.local
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3. Inthe subsequent dialog box, define a name for the fault domain and select the

applicable hosts. Then, click on the OK button:

New Fault Domain

Mame: |Rack A

Selectthe hosts to move into this fault domain.

Show: | Hosts notin fault domains * | |Q
Haost
~1 [g esxi-01.corplocal
[J esxi-02corplocal

[@ esxi-02.corp.local

Fault Domain

Jitems [T

OK

Cancel
s

4. Repeat the preceding steps for the rest of the fault domains that need to be defined.

5. When finished, all the hosts will be associated with the applicable fault domain:

[Virtual SAN Cluster Fault Domains

You can group Virtual SAMN hosts that could potentially fail together by creating a fault domain and assigning one or more hosis to it. Failure of all hosts within a

single fault domain is treated as one failure. If fault domains are specified, Vifual SAN will never put more than one replica of the same objectin the same fault
domain.

+-=¢ a -
Fault Domain/Host

Hosts notin fault domain (0 hosts)
+ RackA(1 host)

E| esxi-01.corp local
= RackB (1 host)

Q esxi-02.corp.local
» RackC(1host)

[@ esxi-03.corplocal

Q Remember, we should define at least three fault domains.
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User-defined fault domains modify the way that VSAN determines object-placement to satisfy
the failures to tolerate policy definition. If fault domains are not configured, VSAN will use the
default behavior of treating each host as its own fault domain. When we opt to define fault
domains, VSAN will distribute objects to ensure that an entire fault domain can be lost without
affecting data availability. This will make VSAN more robust in infrastructures where multiple
hosts may be likely to fail due to a single external event that may not affect neighboring racks
or other parts of the datacenter.

Upgrading to the VSAN 6.0 on-disk format

If VSAN was initially configured with ESXi 6.0, the on-disk format will already
s be current and this recipe should not be required.

In 6.0, VSAN uses a new on-disk data format. This new format is generally more efficient and
handles certain VM-related activity, such as snapshots, more quickly and efficiently. The new
format can also perform better on the same hardware.

For VSAN 5.5 clusters that are upgraded to VSAN 6.0, the on-disk format is not upgraded
along with the ESXi version. This operation must be manually invoked after the rest of the
vSphere 6.0 upgrades are complete.

This process will involve the migration of data to evacuate disk groups prior to their
re-creation in the VSAN 6.0 format and/or the rebuilding of objects. As such, this operation
is very I/0O-intensive. It may be beneficial to schedule this operation during a period of low
cluster I/0 demand, such as during a weekend.

In three-node clusters that do not have two or more disk groups per host, or in clusters with
little free space, the VSAN format upgrade will fail by default. During this process, VSAN
attempts to proactively evacuate data to other disk groups/hosts in the cluster as this
evacuation will prevent exposing any data to a potential double-fault (such as a host failure)
during the upgrade process. This can be over-ridden so that the upgrade can continue, but
doing so introduces a marginal risk of data loss, should there be a concurrent fault in the
cluster during the on-disk format upgrade process.
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Once the on-disk format operation is complete, it is permanent and cannot
be rolled back. It is strongly recommended that production be monitored
and validated on vSphere 6.0 for some time prior to making this permanent
change, as this change will preclude the possibility of rolling back to ESXi 5.5.

Similarly, we should ensure that backups are present, available, and tested
prior to executing this operation. The operation is safe and validates at
multiple stages, but it is a significant and profound modification to the
infrastructure and backups should be validated prior to execution.

Getting ready

» You should be logged in to the vSphere Web Client as an administrator

» You should be logged in to RVC as an administrator
» All VSAN hosts should be ESXi 6.0
» All critical data should be backed up

How to do it...

1. If the cluster has been upgraded to ESXi 6.0 but the VSAN on-disk format is still
VSAN 5.5, an alert will be triggered in vCenter on the VSAN cluster. To identify this
alert, navigate to Home | Hosts and Clusters | vCenter | Datacenter | Cluster |
Monitor | Issues | All Issues in the vSphere Web Client.

2. You will find a message that indicates that one or more hosts requires a
format upgrade:

Navigator

X | [ vsSANCluster  Actions ~

4 VAN Cluster (ol Getting Started  Summary | Monitor | Manage Related Objects
| @ 8 @ : . .
- _,Jvcsntercnm local ‘ Issues ‘ Profile Cnmmlance| Performance ‘ Tasks ‘ Evsnts| Resource Reservation | Virtual SAN | vSphere DRS | vSphere HA| Utilization
~ [[g Datacenter
— 7§ VSAN Cluster > [
[E esxi-01.corp.ocal m Issue Type T T
[ esx-02 corp local Triggered Alarms Wirtual SAM cluster VSAN Cluster has one or more.. b Configuration Issue 4/15/2015 9:50:18 PM
(5] esxi-03.corp local
& linuxvm01 Virtual SAN cluster VSAN Cluster has one or
(1 linux-vmo2 more hosts that need disk format upgrade:
esxi-01.corp.local, esxi-02.corp.local, esxi-
1 linux-vm03 03.corp.local. For more detailed information

of Virtual SAN upgrade, please see the
‘Virtual SAN upgrade procedure’ section in
the documentation

Status
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3. Additionally, the VSAN Disk Management view will reveal the on-disk format version
used by the various disk groups when you navigate to Home | Hosts and Clusters
| vCenter | Datacenter | Cluster | Manage | Settings | Virtual SAN | Disk

Management:
[, VSAN Cluster | Actions ~ =
Getting Started  Summary  Monitor | Manage | Related Objecis
Settings | Scheduled Tasks | Alarm Definitions | Tags | Permissions
" Disk Groups
- Services [e—
=g Q -
vSphere DRS icks i irtual SAN Fault Domain | Network Parti_  Di i
vSphere HA ~ [ esxi-01.corplocal 4ofd Connected Healthy Rack A Group 1
V] {5 Disk group (02000000006000c291634c6d... 4 Healthy 1
General + [ esxi-02.corplocal 40f7 Connected Healthy Rack B Group 1
Disk Management [ Disk group (02000000006000c29ef8cdd6b... 4 Healthy 1
Fault Domains - g esxi-03.corp.local 40of4 Connected Healthy RackC Group 1
~ Configuration [ Disk group (02000000006000c29580eef5E... 4 Healthy 1
General
Licensing M Gitems |mp~

Once the disk version is validated as in need of an upgrade, log in to RVC as
an administrator.

5. Run the following RVC command to execute the format upgrade:
> vsan.v2 ondisk upgrade
/<vCenter>/<Datacenter>/computers/<Cluster>

6. For example:

In clusters with inadequate free space or too few fault domains or disk groups, the
upgrade process will fail because the existing disk group cannot be evacuated. The
failure message will be RemoveDiskMapping <host>: SystemError: A general
system error occurred: Failed to evacuate data for disk uuid <identifier> with
error: Out of resources to complete the operation. To permit exposure to a double-

fault during the upgrade process, please add the --allow-reduced-redundancy
flag to the RVC upgrade command:

> vsan.v2_ondisk upgrade --allow-reduced-redundancy
/<vCenter>/<Datacenter>/computers/<Cluster>

8. For example:
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9. As the process proceeds, progress will be echoed to the console:

10. When the process completes, Done VSAN Upgrade will echo this to the console.

11. Once the process completes, return to the vSphere Web Client and you will find that
the cluster alert has cleared and the VSAN disk groups are now reporting disk format
version 2:

Navigatar X CJ VSAM Cluster

aofa Conneded Heatthy Rt A Group 1
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Because the VSAN disk-format upgrade is a significant change to how data is handled within
VSAN, the upgrade process requires a complete removal of disk groups, after which the disk
groups are subsequently rebuilt. This process is orchestrated by the RVC command, including
migration of data and/or object rebuild activity. The upgrade is validated and monitored as

it proceeds, to ensure that no unrecoverable errors occur. If an error is encountered, the
process will be rolled back to the old on-disk format. Once the process completes, however,
this rollback is no longer possible. When finished, VSAN will use its new, optimized format

for both disk groups and objects.







Chapter-specific
Expansions

Chapter 1 - VSAN Capacity Planning

As VSAN is a policy-driven storage solution, there is no RAID configuration at the datastore
level. All reliability/availability decisions, performance reservations, and so on, are made
on a per-VM basis.

Because there is no datastore-level RAID decision being made, VSAN capacity and calculations
are based on raw capacity. If you build a VSAN configuration of four nodes with three 2TB HDDs
each, the raw capacity of the VSAN datastore will be approximately 24TB.

Capacity will be consumed according to the availability policy specified for each VM. The most
typical case is a per-VM mirror. This means that, for the vast majority of all VMs running on
VSAN, the datastore usage will be double that of the VM's capacity requirement.

By default, VMs on VSAN are thin-provisioned. You can choose thick-provisioning on a
sliding-scale basis (from O percent thick to 100 percent thick), and your policy decisions
here will also affect the datastore consumption.

Best-practice limits to space consumption

1. You should not plan on consuming 100 percent of the available capacity in the VSAN
datastore. It is strongly recommended that you maintain 20 percent free space in the
cluster. This is important as VSAN rebalancing and placement decisions need some
capacity available to move objects around to optimize space distribution. To determine
the ideal raw capacity, you should calculate it as <required capacity>/0.80.

If your needs project that you will need 10TB of storage, consider sizing your VSAN
cluster accordingly:
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2. 10TB of VM usage, where VMs are protected against disk or node failure, will mean
that those VMs are mirrored, so the actual raw capacity need is 20TB.
3. To comply with the 80 percent rule, take 20/0.80 = 25.
4. You should size your VSAN to cluster to be about 25 TB.

Data working set size and capacity-tier sizing

While the arithmetic outlined in the previous section is needed to determine the raw capacity
target for your VSAN cluster, the surplus capacity mandated by the 80 percent rule needn't
necessarily be included in your SSD sizing decision. As the SSD is used for write buffering (and
for read caching in hybrid VSAN implementations), it can be sized according to the expected
size of your data set. You can calculate your SSD requirement by finding 10 percent of your
expected working set as <working set size>*0.10.

In the context of the preceding example, the expected working set is 20TB, so the SSD sizing
for the cluster is 20TB*0.10 = 2TB.

On a gross-capacity basis, that means the SSD is only 8 percent of the raw capacity of the
cluster, which is lower than the recommended 10 percent. This is okay, however, because
it is 10 percent of the size of the working set.

The previous examples are for the cluster as a whole. Cluster nodes should be symmetrical
(for example, the same raw capacity for each node) and the SSD should be sized appropriately
on a per disk-group basis.

Continuing with the example of a 20TB raw capacity need, if you were to build a four-node
VSAN cluster, one possible distribution would be as follows:

» Four nodes with one disk group each
» Three 2 TB HDDs per disk group
» One 600 GB SSD per disk group

That leaves the cluster with 24TB raw capacity (3*2*4). In most cases (especially with

some degree of thin-provisioning), this will comply with the 80 percent rule and the SSD will
be 10 percent of the gross raw capacity of the cluster. This means the SSD is slightly oversized
(>10 percent of the anticipated working set), but the next most common size (500GB) would
be only 7.5 percent of the working set, which is too low.

In addition, such a configuration is perfectly symmetrical across nodes and this is ideal for
VSAN object distribution. This configuration will also scale well, as an additional disk group
could be added to each host in the future, growing capacity while maintaining symmetry,
and without running out of available disk positions on most SAS controllers.
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Other considerations

Most SAS controllers have eight available disk positions, discounting the use of SAS expanders.
Carefully planning your disk count and capacity can make future expansion easier by enabling
the simple addition of an additional, identically-scaled disk group in each host.

Chapter 2 - HA requirements for VSAN

enablement

During the initial VSAN configuration, we went through the process of disabling and then re-
enabling vSphere HA on the VSAN cluster. This step was necessary due to changes in how
vSphere HA works in VSAN-enabled clusters.

HA behavior in non-VSAN clusters

In non-VSAN infrastructures, vSphere HA uses the host management network to determine
network isolation. The hosts communicate with each other over the management network
and the hosts communicate with the default gateway periodically. If this communication fails,
vSphere HA determines that the ESXi host is isolated and will take corrective action.

vSphere HA datastore heart beating adds another layer of communication via the shared
datastores but does not change the fundamental network-related assumptions.

HA behavior in VSAN clusters

Within a VSAN cluster, however, certain HA assumptions must change. As opposed to the
typical case where host manageability is the paramount networking consideration, within
VSAN the VSAN cluster communication takes precedence. For this reason, vSphere HA had
to be modified to cooperate with VSAN. When VSAN is in use, vSphere HA will use the VSAN
network for its host-to-host communication.

The reason for this is fairly simple. When VSAN is in use, management network availability
has no bearing on whether a VM is accessible and capable of being recovered in the event
of a host failure or network partition. If the management network is having problems but the
VSAN network is not, it will cause needless failovers. Conversely, if the VSAN network is
having a problem that results in the isolation or separate grouping of hosts, vSphere HA
must be aware of those changes. If vSphere HA continues to use the management network,
it could attempt to power-on VMs on hosts where a VSAN quorum cannot be established,
and because of this the HA failover will be unsuccessful.
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The benefits of moving HA to the VSAN network

By moving vSphere HA to the VSAN network, vSphere HA becomes VSAN-aware. If there is a
network partition that results in VM object availability on one side of the VSAN partition but not
the other (by definition, this will be the case—VSAN object distribution is laid out in such a way
as to ensure that the same VM cannot have a quorum in multiple partitions—see Appendix B,
Additional VSAN Information), HA will know how to bring up the VM in the applicable partition.

This is fundamental to changing how vSphere HA functions and requires a complete
reconfiguration of the vSphere HA cluster and VSAN-specific modifications to vSphere HA logic.
It is for this reason that VSAN cannot be enabled on a vSphere HA-enabled cluster. Once VSAN
is enabled, vSphere HA can be rebuilt under its new set of operating assumptions.

Chapter 3A - VSAN-specific storage-policy

options

VSAN provides multiple storage-policy options to help you define the best operating
parameters for your VMs. They are described in detail here.

Number of failures to tolerate

This policy option defines how many node failures your object should survive (or how many
fault domains can be lost in vSphere 6.0). Node-failure tolerance is achieved by building
mirrors of your objects. Those mirrors are distributed throughout the cluster in such a way
that the specified number of hosts can fail. To accomplish this, VSAN will create n+ 1 copies
of the data, where n is the number of failures to tolerate.

Limitations

As quorum-based availability for an object requires that >50 percent of all data components
and witnesses be available (see Appendix B, Additional VSAN Information), specifying more
failures to tolerate requires a larger number of hosts. While VSAN will create n+1 copies of
the data, it requires 2n+1 nodes with storage capacity to be available to ensure that the >50
percent rule is not violated. Specifying two failures to tolerate requires (2(2)) + 1 nodes, or five
nodes in the VSAN cluster.

Regardless of the number of hosts in the cluster, there is a failure-to-tolerate limit of
three nodes.
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Number of disk stripes per object

This policy option defines how many physical hard disk drives (spindles) should be used for
each mirror copy of the data. This is analogous to traditional RAID-O. Striping across multiple
spindles can help improve performance at the cost of additional complexity within an object.

Limitations

VSAN will limit the number of stripes we can define by policy to an absolute maximum of
12 stripes.

It is important to note, however, that the number of stripes we can define in any given
infrastructure may be lower than the 12-stripe absolute maximum. As we are specifying the
number of physical drives that should be consumed, we cannot specify more stripes than
we have physical disks. If we have only four disks per host in the capacity tier, for example,
and we want to have the fault-tolerance to survive a node failure in a three-node cluster,
the maximum number of stripes we can define will be four.

Object space reservation

This policy option lets you specify whether you want the resulting VSAN object to be thin-
provisioned, thick-provisioned, or somewhere in between. As opposed to "thin" or "thick"
provisioning being a binary choice on traditional storage platforms, within VSAN there is
a sliding scale for thick provisioning. You can specify any whole-percentage value for this
policy option, between O percent (completely thin) and 100 percent (completely thick).

Limitations
There are no limitations to this.

Force provisioning

This policy option lets you specify whether or not VSAN is permitted to violate the specified
policy in order to create the object. By default, this option is set to no for most object types.
Force provisioning can be useful if, for example, you ordinarily thick-provision your VMs but
you are approaching a capacity limitation in the cluster pending the installation of additional
disks/disk groups or hosts.

Limitations

Technically, none. It is important to note, however, that using this policy option will permit
VSAN to violate any other policy options you have specified. This option should be used
sparingly and carefully.
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Flash read cache reservation

This policy option lets you reserve SSD read cache for the object, as a percentage of the
object's size. This can be useful for VMs or objects facing significant read performance
constraints but misuse of this policy option can crowd out other |10 and cause serious
negative consequences in the VSAN cluster.

Limitations
The size of the SSD read cache (70 percent of the size of the SSD).

While the preceding restriction is the only technical limitation, it is important to understand
how the use of this policy option can affect the VSAN cluster. As the cache reservation is

a function of the object's size rather than the cache's size, it is very easy to accidentally
overprovision cache reservations and starve other objects (or even the object itself,

in extreme cases) of cache resources.

If you have a 100GB SSD drive, for example, 70GB of it will be used for read cache. If you
specify a storage policy with a 10 percent cache reservation and apply it to two 500GB virtual
disk objects, you have immediately overprovisioned your available cache on any given node
and cluster performance will severely suffer.

This policy option should be used sparingly and only to address a performance problem with
specific VM disks. This policy option should not be used by default.

Chapter 3B - VSAN Default Storage Policy

If you choose not to apply any storage policies to your VM or use a deployment mechanism
that is not storage-policy-aware (such as some third-party tools or the legacy vSphere Client),
those VMs will receive the VSAN default policy. The VSAN default storage policy has the
following characteristics:

» 1 failure to tolerate

» 1 disk stripe per object

» O percent object space reservation

» 0O percent flash read cache reservation

» No force provisioning
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Chapter 6 - vCenter inventory layout in RVC

The RVC directory structure will mirror the vCenter inventory tree. There are several ways to

get to various points like hosts, switches and VMs. Please see the following flow charts for a
breakout of the various tree structures in RVC.

-h-hE-h-h

RVC root branches

RVC "computers" branches

RVC "storage" branches
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Additional VSAN
Information

VSAN network considerations

As a distributed storage layer, VSAN is exceedingly dependent on robust and reliable
networking. In keeping with this, VSAN requires specific networking configurations and some
non-mandatory optimizations that can be put in place to improve VSAN's performance and
reliability. This appendix will discuss these considerations.

For redundancy and reliability, the VSAN vmkernel network interface should be backed by at
least two network adapters.

For host configurations with comparatively few NICs (such as hosts with the straightforward
and common 2x10GbE configuration), the VSAN portgroup should be able to access both
interfaces.

If bandwidth management is a consideration (for example, to balance VSAN network demands
against management and VM workloads when everything shares two or more NICs), strongly
consider implementing Network 10 control in the vSphere Distributed Switch. Regardless of
the vCenter license level, the activation of a VSAN license automatically entitles you to use the
Distributed Switch for exactly this reason.

Link speed

VSAN is supported on any link speed greater than or equal to one gigabit (1GbE), although
10GbE or better is recommended.
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On smaller clusters (five nodes or fewer), 1GbE networking will be adequate for production
workloads. When using 1GbE networking, however, VM deployments and VSAN resync/rebuild
activity will likely be network-constrained.

On larger clusters and/or extremely high-capacity clusters with significant resync-related traffic
expectations during maintenance or failure, 10Gbe or better should be considered mandatory.
Network traffic becomes much heavier as the number of nodes scales up, and having 10GbE
becomes more important.

Link Aggregation

VSAN is fully supported in combination with link-aggregation schemes supported by vSphere
ESXi. VSAN's performance can be improved, particularly on larger clusters, with the addition of
link aggregation.

As data movement occurs over many unicast connections between hosts, the overall network
load balances nicely as cluster utilization scales up when using link aggregation schemes,
such as "Route Based on IP hash" for static port channels, or LACP when that protocol is
supported by the upstream switch(es) and you are using the vSphere Distributed Switch.

The role of multicast

VSAN uses a combination of multicast and unicast traffic. Cluster-related tasks like directory
services, quorum maintenance, status updates, inventory management, and so on, use
multicast to minimize the amount of bandwidth consumed by these tasks. For this reason,
all nodes in the VSAN cluster must be connected to a physical switch capable of processing
multicast traffic. Many modern switches can automatically adjust to multicast demands and
self-configure. Other switches may need to have IGMP snooping enabled. Some may need
complete manual configuration of IGMP groups and queriers.

It is well worth it to take the time to properly configure and validate physical-switch multicast
configuration requirements before VSAN is enabled.

The role of unicast

No VSAN production data is transmitted using multicast. When quorum is formed against
an object and synchronous replication begins, the host-to-host communication for any given
object, and the data movement required to service it, will occur over unicast. Many unicast
connections will be made between hosts to accommodate object-level production.
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Jumbo frames can provide a nominal performance boost to VSAN deployments by reducing
the packet and frame overhead. It is important to note, however, that not all network
interfaces and drivers support jumbo frames for multicast, even if they do for unicast traffic.

If you are planning to use jumbo frames in your VSAN infrastructure, ensure that the
configuration is absolutely consistent across all nodes and physical switches. It is also strongly
recommend that you perform extensive validation and testing before rolling out to production,
if jumbo frames are to be used.

VSAN object distribution

VSAN objects are distributed throughout the VSAN cluster, constrained according to user-
defined or default storage policies. Objects will be distributed in such a way that quorum can
only be maintained on one side of a network partition, should one occur. This means that,
although the VSAN cluster itself might split-brain, no VSAN object can do so, and thus data
integrity is maintained across all failure scenarios. If necessary, VSAN will take an object
offline (resulting in data unavailability) rather than risk a split-brain scenario that could result
in corrupt or inconsistent data.

When VSAN objects are created, the various components of that object will be placed in the
best possible location in accordance with policy. If multiple stripes are defined by policy, for
example, they are guaranteed to be on different platters, but needn't be on the same host(s).
If you have specified the fault-tolerance of a single node and two stripes, and there are greater
than six nodes in the cluster, every stripe could theoretically be placed on different hosts with
no impact to availability in the event of a single host failure. This allows VSAN to be extremely
flexible with component placement while maintaining object availability during failure and
maintenance scenarios.

vCenter object distribution view and VM

snapshots

Due to interface layout constraints, only the top layer of a snapshot chain is reflected in the
Physical Disk Placement view in the vSphere Web Client. If there is a base disk and the VM
is running on a single snapshot, it is the snapshot's physical disk placement that will be
reflected, not the base disk's.

Placement information for the entire active snapshot chain is available via the Ruby
vSphere Console (RVC). For more information about RVC, please see Chapter 6, Ruby
vSphere Console.
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Understanding VSAN striping

While you can specify the number of stripes per object, the specification you make in that
policy option is a minimum requirement. There are a number of reasons why VSAN may
determine that it needs additional stripes over and above what you have specified by policy.
Large objects need to be striped by virtue of the VSAN architecture. Additionally, no VSAN
component can span more than one physical disk. If the overall levels of free space on any
given disk are small, or if the physical disks are of a very low capacity, VSAN may need to
implement additional stripes in order to build the object.

Finding that an object has more stripes in a mirror than you have specified by policy is not a
cause for alarm and is completely to be expected.

The key difference between the stripes you specify by policy and the stripes implemented by
VSAN for internal purposes relates to rules surrounding how those stripes can be placed. When
you specify some minimum number of stripes by policy, those stripes must reside on separate
physical disks. If VSAN determines that it needs more than your specified number of stripes,

it can place multiple stripes on the same physical disk, as long as any failure-tolerance and
explicit striping rules are not violated.

Per object quorum in VSAN

Quorum is achieved by the addition of one or more zero-length witness components for
each object. As quorum is defined as >50 percent availability, there must be greater
availability than the components strictly required to provision each mirror (for example, a
simple mirror with no striping will result in two data components; as %2 is exactly 50 percent,
the >50 percent quorum rule cannot be maintained with data components alone). The
voting difference in a per-object quorum is made up by witness components. Witnesses are
pure metadata, with no production 10 being serviced. As such, they consume no space on-
disk and are comparatively cheap in terms of overhead. VSAN will create as many witnesses
as necessary to ensure the availability per policy in the event of a network partition or host
failure affecting less than or exactly the number of nodes defined in the storage policy for
the object(s).

In VSAN 6.0, witness behavior can be slightly different from the behavior in VSAN 5.5. In 6.0,
each component, including witnesses, may be allocated >1 vote in the quorum. In this way,
VSAN 6.0 objects may have a smaller number of witnesses than equivalent VSAN 5.5 objects.
In some rare circumstances, typically associated with numerous stripes and a large number of
nodes, VSAN 6.0 may not require that any witnesses be allocated.
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VSAN object availability to the end consumer of storage resources (the VM) is dictated by
guorum management on a per-object level. The logic is superficially simple: if >50 percent of
components (data components and witnesses) and at least one complete mirror are available
within the network partition, the object is available in that partition. If those constraints
cannot be met, then the object will be held offline to prevent possible data corruption.

VSAN synchronous 1/0O flow

Assuming a healthy cluster where all members are online, all 10 to an object is completely
synchronous. When a WRITE operation is executed, the acknowledgement is not sent back
to the writer until the write has been acknowledged as written into the SSD write buffer
associated with the disk groups where the object's various components reside. Reads

will be serviced from whichever mirror/read cache is most convenient.

In this way, data consistency is absolutely and aggressively maintained across the entire
distributed object. As a result of this logic, any given mirror can fail and production will
resume seamlessly with no loss of data or on-disk consistency.

VSAN object resynchronization

When a node fails and then recovers (such as in the event of a power or component failure, or
if it is offline to perform system maintenance or patching), a catch-up resync operation begins
to bring both mirrors into mutual consistency. It is only when this operation completes that the
cluster can then fail in any direction while maintaining production.

If a node that is offline does not recover within 60 minutes, the object will be rebuilt with the
available resources (assuming that those resources exist and the rebuild can satisfy policy
constraints) to restore redundancy. Returning the failed node to the cluster will subsequently
return space (capacity) to the VSAN cluster, but it will not immediately trigger additional
resynchronization/rebuild activity.

VSAN cluster expansion

In addition to the online addition and subtraction of disks in VSAN, nodes can be added

and subtracted online. If you wish to add more nodes to an existing VSAN cluster (a scale-
out operation), the procedure is not profoundly different to the initial setup process. Once a
node is added, the VSAN cluster has been expanded, and new provisioning can immediately
make use of the new capacity. Storage capacity load-balancing will occur over time. vSphere
DRS and HA can also make immediate use of the new node for resource scheduling and
failure recovery.
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Adding a node to the VSAN cluster

Once you have acquired the new hardware and installed ESXi, you simply to need to add the
host to the vCenter datacenter. Then, create a vmkernel network interface for the new node
and tag it for use by VSAN (see the Configure VSAN Networking recipes in Chapter 2, Initial
Configuration and Validation of Your VSAN Cluster). If necessary, tag SSDs (see the Tagging
disks as local solid-state drives recipes in Chapter 2, Initial Configuration and Validation of
Your VSAN Cluster or the Tagging disks as SSDs recipe in Chapter 9, VSAN 6.0). Once this is
done, drag the host into the VSAN cluster and vCenter will instruct the node to join the existing
VSAN cluster.

Node addition and auto-claim

If your VSAN cluster uses auto-claim mode for disks, the disk groups will be formed
automatically. If your VSAN cluster uses manual-claim mode for disks, you will need to specify
which disks should be used for VSAN (see the Manually claiming disks for use by VSAN recipe
in Chapter 2, Initial Configuration and Validation of Your VSAN Cluster).

Rebalancing after node addition

When new capacity and/or nodes are added to the VSAN cluster, VSAN's placement and load-
balancing logic will ultimately engage in rebalancing operations and will move components
throughout the cluster according to its internal logic. This is not, however, an on-demand or
user-invokable process in VSAN 5.5. It will happen automatically. In VSAN 6.0, there are ways
to invoke a proactive rebalance operation using the RVC command set.

VSAN rebuild logic and thresholds

VSAN object rebuilds due to a disk fault or failure

Internally, VSAN will initiate a rebuild of degraded components according to a schedule or in
the event of a failure. Should a disk or disk group fail, the components on the affected disks
will be immediately rebuilt if there is adequate capacity and enough nodes to comply with the
policy decisions applied to the affected objects.

VSAN object rebuilds due to extended outage

In the absence of a physical fault, VSAN implements rebuild logic according to internal timers.
When a node goes offline and exits the cluster, VSAN will take no action for 60 minutes.

After one hour has passed, VSAN will assume that the node has exited permanently or
semi-permanently and will begin to rebuild any degraded objects to restore fault-tolerance

to the cluster. Re-entry of the node will not be forbidden, nor will it cause any problems.
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VSAN object rebuilds during maintenance

The cluster departure timer is not disabled during maintenance operations. A powered-on/
functional host in maintenance mode is in a decommission state, but it is still part of the
cluster. Once the host goes down, however, the timer kicks in and the components associated
with the host go into an ABSENT state. After 60 minutes elapse, even if the host was in
maintenance mode, the rebuild will begin. For this reason, if the maintenance-related outage
will be extended (such as during significant or lengthy hardware changes), it is recommended
that all data be migrated off in advance as a part of the maintenance mode operation.

RVC scripting and redirects

As RVC provides its own shell, standard *NIX shell structures likes pipes, redirects, and loops
are not available. This makes scripting RVC operations and redirecting outputs more difficult
than in a standard *NIX or Windows command shell.

Due to these difficulties, it is easiest to record a session output using PuTTY or another
terminal emulator if using SSH to a Linux-based RVC instance. For Windows, copying and
pasting to a text file is a possibility.

Executing RVC operations as a single command

To execute RVC commands in this manner, the command syntax is as follows:

rvc <username>@<domain>:<password>@<vCenter address> -c "<commands>"

For example, to run the vsan.disks_stats command, the command line will be the following:

rvc <username>@<domain>:<password>@<vCenter address> -c
"vsan.disks stats /<vCenter>/<datacenter>/computers/<cluster>"

As RVC is formally launching and logging in, it will remain logged in after the command-
execution finishes. For this reason, it is recommended that you add the quit command to any
command executed with the -c flag. Multiple commands can be passed to VSAN serially by
the addition of more -c flags.

For example, to run the vsan.disks stats command followed by the vsan.check_
limits command and then quit, the command line will be the following;:

rvc <username>@<domain>:<password>@<vCenter address> -c
"vsan.disks_ stats /<vCenter>/<datacenter>/computers/<cluster>" -c
"vsan.check limits /<vCenter>/<datacenter>/computers/<cluster>" -c
n 3 "

quit
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Redirecting RVC output to a file

To redirect the output from RVC commands, those commands must be invoked with RVC
itself, and provided as a single command, as outlined previously. The output will then go to
standard out and can subsequently be redirected to a file, or be piped, according to standard
conventions in your shell.

Avoiding the use of plain-text passwords in

the RVC command

If you do not wish to have the password revealed in plain text, it can be omitted, but this
adds complication to the command. If you do not supply the password, you will still be
prompted to enter it. If using a standard *NIX or Windows redirect, however, the prompt

for the password will also be redirected and it will be invisible. If you choose to execute a
redirect without providing a password on the command line, you can wait a few seconds and
then type the password and strike Enter. This will be accepted by the command and it will
subsequently execute.

If using a Linux version of RVC, this can be mitigated to some degree by the tee command,
if it is available. tee redirects output to the file of your choice, but also echoes the same
output to the console. Through the use of tee, you will still be able to see the prompt for the
password and redirect the output. That command line would look like the following:

rvc <arguments> |tee /path/to/output/file

The tee command is available in the vCenter Server Appliance.

Third-party utilities

As many storage controllers are not pass-through enabled, you must create RAID-O devices to
use existing or new disks. This can be performed in the firmware/option-ROM by rebooting the
host and interacting the RAID controller configuration utility via a physical or remote console.

Some RAID controller manufacturers provide tools that can be installed on an ESXi host to
help interact with the RAID controller. In some cases, this can enable you to configure RAID
groups from the ESXi command line, potentially avoiding the need for reboots and subsequent
rebuilds for certain maintenance operations.

Third-party utilities are neither supported nor endorsed by

VMware. Documentation for third-party utilities is provided

by their respective suppliers.

180




Appendix B

Utilities for HP SmartArray controllers

For HP servers using the HP SmartArray controllers, consider using the HP custom installation
image for ESXi. Their custom images typically include everything from the hpssacli
extensions to the esxcli command framework. This utility can be used to query the
controller and perform certain operations from within ESXi.

Utilities for LSI/Avago-based controllers

For controllers based on the popular megaRAID and SAS Fusion controller chipsets from
LSl/Avago, there are utilities called megaCLI and storCLI, which can be installed on ESXi
servers. This standard management toolkit was ported to ESXi, and can be used to query
details about the controller and RAID groups, as well as perform certain operations from
within ESXi.
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