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4 Cognitive networks

1.1 introduction

The usage of radio spectrum resources and the regulation of radio emis-
sions are coordinated by national regulatory bodies such as the Federal 
Communications Commission (FCC). The FCC assigns spectrum to 
licensed users, also known as primary users (PUs), on a long-term basis 
for large geographical regions. However, a large portion of the assigned 
spectrum remains underutilized as illustrated in Figure 1.1. The inef-
ficient usage of the limited spectrum necessitates the development of 
dynamic spectrum access techniques [1], where users who have no spec-
trum licenses, also known as secondary users, are allowed to use the 
temporarily unused licensed spectrum. In recent years, the FCC has 
been considering more flexible and comprehensive uses of the available 
spectrum through the use of cognitive radio (CR) technology [2].

The limitations in spectrum access due to the static spectrum 
licensing scheme can be summarized as follows (Figure 1.1):

Fixed type of spectrum usage: In the current spectrum  licensing 
scheme, the type of spectrum use cannot be changed. For 
example, a TV band in Egypt cannot be used by digital TV 
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Figure 1.1 Spectrum is wasted. Opportunistic spectrum access can provide improvements in 
spectrum utilization. (a) Spectrum usage by traditional spectrum management, (b) spectrum usage 
by utilizing spectrum holes.
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broadcast or broadband wireless access technologies. However, 
this TV band could remain largely unused due to cable TV 
systems.

Licensed for a large region: When a spectrum is licensed, it is usu-
ally allocated to a particular user or wireless service provider 
in a large region (e.g., an entire city or state). However, the 
wireless service provider may use the spectrum only in areas 
with a good number of subscribers to gain the highest return 
on investment. Consequently, the allocated frequency spec-
trum remains unused in other areas, and other users or service 
providers are prohibited from accessing this spectrum.

Large chunk of licensed spectrum: A wireless service provider is 
generally licensed with a large chunk of radio spectrum (e.g., 
50  MHz). For a service provider, it may not be possible to 
obtain license for a small spectrum band to use in a certain 
area for a short period of time to meet a temporary peak 
 traffic load. For example, a CDMA2000 cellular service pro-
vider may require a spectrum with a bandwidth of 1.25 or 
3.75 MHz to provide temporary wireless access service in a 
hotspot area.

Prohibit spectrum access by unlicensed users: In the current spec-
trum licensing scheme, only a licensed user can access the 
corresponding radio spectrum and unlicensed users are pro-
hibited from accessing the spectrum, even though it is unoc-
cupied by the licensed users. For example, in a cellular system, 
there could be areas in a cell without any users. In such a case, 
unlicensed users with short-range wireless communications 
would not be able to access the spectrum, even though their 
transmission would not interfere with cellular users.

The term cognitive radio was defined in [3] as follows: “Cognitive radio 
is an intelligent wireless communication system that is aware of its 
ambient environment. This cognitive radio will learn from the envi-
ronment and adapt its internal states to statistical variations in the 
existing RF environment by adjusting the transmission parameters 
(e.g. frequency band, modulation mode, and transmit power) in real-
time.” A CR network enables us to establish communications among 
CR nodes or users. The communication parameters can be adjusted 

www.allitebooks.com

http://www.allitebooks.org


6 Cognitive networks

according to the change in the environment, topology, operating con-
ditions, or user requirements. From this definition, two main charac-
teristics of the CR can be defined as follows:

•	 Cognitive capability: It refers to the ability of the radio tech-
nology to capture or sense the information from its radio 
environment. This capability cannot simply be realized by 
monitoring the power in some frequency bands of interest, 
but more sophisticated techniques, such as autonomous learn-
ing and action decision, are required in order to capture the 
temporal and spatial variations in the radio environment and 
avoid interference with other users.

•	 Reconfigurability: The cognitive capability provides spectrum 
awareness, whereas reconfigurability enables the radio to be 
dynam  ically programmed according to the radio environment [36]. 
More specifically, the CR can be programmed to transmit and 
receive signals at various frequencies and to use different trans-
mission access technologies supported by its hardware design.

The ultimate objective of the CR is to obtain the best available spec-
trum through cognitive capability and reconfigurability as described 
earlier. Since most of the spectrum is already assigned, the most 
important challenge is to share the licensed spectrum without inter-
fering with the transmission of other licensed users as illustrated in 
Figure 1.2. The CR enables the usage of a temporarily unused spec-
trum, which is referred to as a spectrum hole or a white space [3]. If this 
band is further utilized by a licensed user, the CR moves to another 

Spectrum
holes

Time

Power

Frequency
Spectrum in use

Figure 1.2 Spectrum holes concept.
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spectrum hole or stays in the same band, altering its  transmission 
power level or modulation scheme to avoid interference.

According to the network architecture, CR networks can be clas-
sified as infrastructure-based CR networks and CR ad hoc networks 
(CRAHNs) [3]. An infrastructure-based CR network has a central 
network entity such as a base station in cellular networks or an access 
point in wireless local area networks (LANs), whereas a CRAHN 
does not have any infrastructure backbone. Thus, a CR user can com-
municate with other CR users through ad hoc connection on both 
licensed and unlicensed spectrum bands.

In infrastructure-based CR networks, the observations and analy-
sis performed by each CR user feed the central CR base station, so 
that it can make decisions on how to avoid interfering with primary 
networks. According to this decision, each CR user reconfigures its 
communication parameters, as shown in Figure 1.3a. On the con-
trary, in CRAHNs, each user needs to have all CR capabilities and is 
responsible for determining its actions based on the local observation, 
as shown in Figure  1.3b. Because the CR user cannot predict the 
influence of its actions on the entire network with its local observa-
tion, cooperation schemes are essential, where the observed informa-
tion can be exchanged among devices to broaden the knowledge on 
the network.

In this chapter, an up-to-date survey of the key researches on spec-
trum management in CRAHNs is provided. We also identify and dis-
cuss some of the key open research challenges related to each aspect of 
spectrum management. The remainder of this chapter is arranged as 
follows: The differences between CRAHNs and classical ad hoc net-
works are introduced in Section 1.2. A brief overview of the spectrum 
management framework for CRAHNs is provided in Section 1.3. The 
challenges associated with spectrum sensing are given and enabling 
spectrum sensing methods are explained in Section 1.4. An over-
view of the spectrum decision for CR networks with open research 
issues is presented in Section 1.5. Spectrum sharing for CRAHNs 
is introduced in Section 1.6. Spectrum mobility and proposed tool 
to solve spectrum management research challenges for CRAHNs 
are explained in Sections 1.7 and 1.8, respectively. Common control 
channels (CCCs) are declared in Section 1.8. Finally, Section 1.9 con-
cludes the chapter.
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1.2 Classical ad hoc networks versus Crahns

The changing spectrum environment and the importance of protecting 
the transmission of the licensed users of the spectrum mainly differenti-
ate classical ad hoc networks from CRAHNs. We describe these unique 
features of CRAHNs compared to classical ad hoc networks as follows:

(1) Local observation

(a)

(3) Learning and
action decision

(4) Reconfiguration

(2) Cooperation

(1) Local observation

(2) Learning and 
action decision

(3) Reconfiguration

(b)

Figure 1.3 Comparison of CR capabilities between infrastructure-based CR networks (a) and 
CRAHNs (b).
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•	 Choice of transmission spectrum: In CRAHNs, the available 
spectrum bands are distributed over a wide frequency range, 
which vary over time and space. Thus, each user shows dif-
ferent spectrum availability according to the PU activity. As 
opposed to this, classical ad hoc networks generally oper-
ate on a pre-decided channel that remains unchanged with 
time. For the ad hoc networks with multichannel support, 
all the channels are continuously available for transmission, 
although nodes may select few of the latter from this set based 
on self-interference constraints. A key distinguishing factor is 
the primary consideration of protecting the PU transmission, 
which is entirely missing in classical ad hoc networks.

•	 Topology control: Ad hoc networks lack centralized support, 
and hence must rely on local coordination to gather topol-
ogy information. In classical ad hoc networks, this is easily 
accomplished by periodic beacon messages on the channel. 
However, in CRAHNs, as the licensed spectrum opportu-
nity exists over a large range of frequencies, sending beacons 
over all the possible channels is not feasible. Thus, CRAHNs 
are highly probable to have incomplete topology information, 
which leads to an increase in collisions among CR users as 
well as interference with the PUs.

•	 Multihop/multispectrum transmission: The end-to-end route in 
CRAHNs consists of multiple hops having different chan-
nels according to the spectrum availability. Thus, CRAHNs 
require collaboration between routing and spectrum alloca-
tion in establishing these routes. Moreover, the spectrum 
switches on the links are frequent based on PU arrivals. As 
opposed to classical ad hoc networks, maintaining an end-
to-end quality of service (QoS) involves not only the traffic 
load but also the number of different channels and possibly 
spectrum bands that are used in the path, the number of 
PU-induced spectrum change events, and the consideration 
of periodic spectrum sensing functions, among others.

•	 Distinguishing mobility from PU activity: In classical ad hoc 
networks, routes formed over multiple hops may periodically 
experience disconnections caused by node mobility. These 
cases may be detected when the next hop node in the path 
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does not reply to messages and the retry limit is exceeded at 
the link layer. However, in CRAHNs, a node may not be able 
to transmit immediately if it detects the presence of a PU on 
the spectrum, even in the absence of mobility. Thus, correctly 
inferring mobility conditions and initiating an appropri-
ate recovery mechanism in CRAHNs necessitate a different 
approach from the classical ad hoc networks.

1.3 Spectrum Management Framework for Crahn

The components of the CRAHN architecture, as shown in Figure 1.4a, 
can be classified into two groups: the primary network and the CR 
network components. The primary network is referred to as an exist-
ing network, where the PUs have a license to operate in a certain 
spectrum band. If primary networks have an infrastructure support, 
the operations of the PUs are controlled through primary base sta-
tions. Due to their priority in spectrum access, the PUs should not be 
affected by unlicensed users. The CR network (or secondary network) 
does not have a license to operate in a desired band. Hence, addi-
tional functionality is required for CR users (or secondary users) to 
share the licensed spectrum band. Also, CR users are mobile and can 
communicate with each other in a multihop manner on both licensed 
and unlicensed spectrum bands. Usually, CR networks are assumed 
to function as stand-alone networks, which do not have direct com-
munication channels with the primary networks. Thus, every action 
in CR networks depends on their local observations.

In order to adapt to a dynamic spectrum environment, the 
CRAHN necessitates the spectrum-aware operations, which form a 
cognitive cycle [4]. As shown in Figure 1.4b, the steps of the cogni-
tive cycle consist of four spectrum management categories: spectrum 
sensing, spectrum decision, spectrum sharing, and spectrum mobility. To 
implement CR networks, each function needs to be incorporated into 
the classical layering protocols, as shown in Figure 1.5. The main fea-
tures of spectrum management functions are as follows [3]:

Spectrum sensing: A CR user can be allocated to only an unused por-
tion of the spectrum. Therefore, a CR user should monitor the 
available spectrum bands and then detect the spectrum holes. 
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Spectrum sensing is a basic functionality in CR networks, and 
hence it is closely related to other spectrum management func-
tions as well as layering protocols to provide information on 
spectrum availability.
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Figure 1.4 The CRAHN architecture (a) and the CR cycle (b).
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Spectrum decision: Once the available spectrums are identified, it 
is essential that the CR users select the most appropriate band 
according to their QoS requirements. It is important to char-
acterize the spectrum band in terms of both the radio envi-
ronment and the statistical behaviors of the PUs. In order to 
design a decision algorithm that incorporates dynamic spec-
trum characteristics, we need to obtain a priori information 
regarding the PU activity. Furthermore, in CRAHNs, spec-
trum decision involves jointly undertaking spectrum selection 
and route formation.

Spectrum sharing: Since there may be multiple CR users trying 
to access the spectrum, their transmissions should be coor-
dinated to prevent collisions in overlapping portions of the 
spectrum. Spectrum sharing provides the capability to share 
the spectrum resource opportunistically with multiple CR 
users, which includes resource allocation to avoid interference 
caused to the primary network. For this reason, game theo-
retical approaches have also been used to analyze the behavior 
of selfish CR users. Furthermore, this function necessitates a 
CR medium access control (MAC) protocol, which facilitates 
the sensing control to distribute the sensing task among the 
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coordinating nodes as well as spectrum access to determine 
the timing for transmission.

Spectrum mobility: If a PU is detected in the specific portion of 
the spectrum in use, CR users should vacate the spectrum 
immediately and continue their communications in another 
vacant portion of the spectrum. For this reason, either a new 
spectrum must be chosen or the affected links may be cir-
cumvented entirely. Thus, spectrum mobility necessitates a 
spectrum handoff scheme to detect the link failure and to 
switch the current transmission to a new route or a new spec-
trum band with minimum quality degradation. This requires 
collaborating with spectrum sensing, neighbor discovery in a 
link layer, and routing protocols. Furthermore, this function-
ality needs a connection management scheme to sustain the 
performance of upper layer protocols by mitigating the influ-
ence of spectrum switching.

To overcome the drawback caused by the limited knowledge of the 
network, all of spectrum management categories are based on coop-
erative operations where CR users determine their actions based on 
the observed information exchanged with their neighbors. In the fol-
lowing Sections 1.4 through 1.7, spectrum management categories 
for CRAHNs are introduced. Then, we investigate how these spec-
trum management functions are integrated into the existing layering 
functionalities in ad hoc networks and address their challenges. Also, 
open research issues for this spectrum management are declared.

1.4 Spectrum Sensing for Cr networks

A CR is designed to be aware of and sensitive to the changes in its 
surrounding, which makes spectrum sensing an important require-
ment for the realization of CR networks. Spectrum sensing enables 
CR users to exploit the unused spectrum portion adaptively to the 
radio environment. This capability is required in the following cases: 
(1) CR users find available spectrum holes over a wide frequency 
range for their transmission (out-of-band sensing) and (2) CR users 
 monitor the spectrum band during transmission and detect the pres-
ence of  primary networks so as to avoid interference (in-band sensing). 
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As shown in Figure 1.6, the CRN necessitates the following func-
tionalities for spectrum sensing:

•	 PU detection: The CR user observes and analyzes its local 
radio environment. Based on these location observations of 
itself and its neighbors, CR users determine the presence of 
PU transmissions, and accordingly identify the current spec-
trum availability.

•	 Sensing control: This function enables each CR user to per-
form its sensing operations adaptively to the dynamic radio 
environment.

•	 Cooperation: The observed information in each CR user 
is exchanged with its neighbors so as to improve sensing 
accuracy.

In order to achieve high spectrum utilization while avoiding inter-
ference, spectrum sensing needs to provide high detection accuracy. 
However, due to the lack of a central network entity, CR ad hoc users 
perform sensing operations independently of each other, leading to 
an adverse influence on sensing performance. We investigate these 
basic functionalities required for spectrum sensing to address this 
challenge in CRAHNs. In Sections 1.4.1 through 1.4.4, more details 
about functionalities for spectrum sensing are provided.

1.4.1 PU Detection

Since CR users are generally assumed not to have any real-time inter-
action with the PU transmitters and receivers, they do not know 
the exact information of the ongoing transmissions within the pri-
mary networks. Thus, PU detection depends only on the local radio 
observations of CR users. Generally, PU detection techniques for 
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Cooperation
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Figure 1.6 Spectrum sensing structure for CRAHNs.
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CRAHNs can be classified into three groups [3,5]: primary trans-
mitter detection, primary receiver detection, and interference temperature 
management as declared in Figure  1.7. As shown in Figure  1.8, 
the primary transmitter detection is based on the detection of the 
weak signal from a primary transmitter through the local observa-
tions of CR users. The primary receiver detection aims at finding 
the PUs that receive data within the communication range of a 
CR user. Also, the local oscillator leakage power emitted by the 
radio-frequency (RF) front end of the primary receiver is usually 
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Figure 1.7 Classification of spectrum sensing.
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exploited, which is typically weak. Thus, although it provides the 
most effective way to find spectrum holes, this method (i.e., pri-
mary receiver detection) is only feasible in the detection of the TV 
receivers. Interference  temperature management accounts for the 
cumulative RF energy from multiple transmissions and sets a max-
imum cap on their aggregate level that the primary receiver could 
tolerate, called an interference temperature limit [6]. As long as CR 
users do not exceed this limit by their transmissions, they can use 
this spectrum band. However, the difficulty of this model lies in 
accurately measuring the interference temperature since CR users 
cannot distinguish between actual signals from the PU and noise 
or interference. For these reasons, most of the current research on 
spectrum sensing in CRAHNs has mainly focused on the primary 
transmitter detection.

Waleed et al. [7] presented a two-stage local spectrum sensing 
approach. In the first stage, each CR performs the existing spectrum 
sensing techniques, that is, energy detection, matched filter detection, 
and feature detection. In the second stage, the output from each tech-
nique is combined using fuzzy logic in order to deduce the presence 
or absence of a primary transmitter. Simulation results verify that 
the sensing approach technique outperforms the existing local spec-
trum sensing techniques. The sensing approach shows a significant 
improvement in sensing accuracy by exhibiting a higher probability of 
detection and low false alarms.

Ghasemi and Sousa [8] presented a scheme for cooperative spec-
trum sensing on distributed CR networks. A fuzzy logic rule-based 
inference system is used to estimate the presence possibility of the 
licensed user’s signal based on the observed energy at each CR ter-
minal. The estimated results are aggregated to make the final sensing 
decision at the fusion center.

1.4.2 Sensing Control

The main objective of spectrum sensing is to find more spectrum 
access opportunities without interfering with primary networks. To 
this end, the sensing operations of CR users are controlled and coor-
dinated by a sensing controller, which considers two main issues: 
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(1) how long and how frequently CR users should sense the spectrum 
to achieve sufficient sensing accuracy in in-band sensing and (2) how 
quickly CR users can find the available spectrum band in out-of-band 
sensing, which are summarized in Figure 1.9.

1.4.2.1 In-Band Sensing Control The first issue is related to the maxi-
mum spectrum opportunities as well as interference avoidance. The 
in-band sensing generally adopts the sensing period structure where 
CR users are allowed to access the spectrum only during the trans-
mission period followed by sensing (observation) period. In the peri-
odic sensing, longer sensing time leads to higher sensing accuracy, and 
hence less interference. But as the sensing time becomes longer, the 
transmission time of CR users will be decreased. Conversely, while 
longer transmission time increases the access opportunities, it causes 
higher interference due to the lack of sensing information. Thus, how 
to select the proper sensing and transmission times is an important 
issue in spectrum sensing.

Sensing time optimization is investigated in [9,10]. The sensing 
time is determined to maximize the channel efficiency while main-
taining the required detection probability, which does not consider 
the influence of a false alarm probability. In [3], the sensing time is 
optimized for a multiple spectrum environment so as to maximize the 
throughput of CR users.
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Figure 1.9 Configuration parameters coordinated by sensing control.
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The focus of [11,12] is on determining the optimal transmission 
time. In [12], for a given sensing time, the transmission time is deter-
mined to maximize the throughput of the CR network while the 
packet collision probability for the primary network is under a certain 
threshold. This method does not consider a false alarm probability for 
estimating collision probability and throughput. In [11], a maximum 
transmission time is determined to protect multiple heterogeneous 
PUs based on the perfect sensing where no detection error is con-
sidered. All efforts stated above mainly focus on determining either 
optimal sensing time or optimal transmission time.

However, in [13], a theoretical framework is presented to optimize 
both sensing and transmission times simultaneously in such a way as 
to maximize the transmission efficiency subject to interference avoid-
ance constraints where both parameters are determined adaptively 
depending on the time-varying cooperative gain.

In [14], a notification protocol based on in-band signaling is pre-
sented to disseminate the evacuation information among all CR users 
and thus evacuate the licensed spectrum reliably. This protocol uses 
the spreading code for its transmission, leading to tolerance in inter-
ference from both primary and other CR transmissions. Furthermore, 
due to its flooding-based routing scheme, it requires little prior infor-
mation on the network topology and density, which does not consider 
the influence of a false alarm probability.

1.4.2.2 Out-of-Band Sensing Control When a CR user needs to find 
a new available spectrum band (out-of-band sensing), a spectrum 
 discovery time is another crucial factor to determine the perfor-
mance of CRAHNs. Thus, this spectrum sensing should have a 
coordination scheme not only to discover as many spectrum oppor-
tunities as possible but also to minimize the delay in finding them. 
This is also an important issue in spectrum mobility to reduce the 
switching time.

First, the proper selection of spectrum sensing order can help to 
reduce the spectrum discovery time in out-of-band sensing. In [15], 
an n-step serial search scheme is presented to mainly focus on cor-
related occupancy channel models, where the spectrum availability 
from all spectrum bands is assumed to be dependent on that of its 
adjacent spectrum bands. In [16,17], both transmission time and 
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spectrum searching sequence are optimized by minimizing searching 
delay as well as maximizing spectrum opportunities.

Moreover, if the CR user senses more spectrum bands, it is highly 
probable to detect a better spectrum band, which results in longer 
spectrum searching time. To exploit this trade-off efficiently, a well-
defined stopping rule of spectrum searching is essential in out-of-band 
sensing. In [18], an optimal stopping time is determined to maximize 
the expected capacity of CR users subject to the maximum number of 
spectrum bands a CR user can use simultaneously.

1.4.3 Cooperative Sensing

In CRAHNs, each CR user needs to determine the spectrum avail-
ability by itself depending only on its local observations. However, 
the observation range of the CR user is small and typically less than 
its transmission range. Thus, even though CR users find the unused 
spectrum portion, their transmission may cause interference at the pri-
mary receivers inside their transmission range, the so-called receiver 
uncertainty problem [2]. Furthermore, if the CR user receives a weak 
signal with a low signal-to-noise ratio (SNR) due to multipath fading, 
or it is located in a shadowing area, it cannot detect the signal of the 
PUs. Thus, in CRAHNs, spectrum sensing necessitates an efficient 
cooperation scheme in order to prevent interference with PUs outside 
the observation range of each CR user [2,19].

A common cooperative scheme is forming clusters to share the 
sensing information locally. Such a scheme for wireless mesh net-
works is presented in [20], where the mesh router and the mesh clients 
supported by it form a cluster. Here, the mesh clients send their indi-
vidual sensing results to the mesh router, which are then combined to 
get the final sensing result. Since CRAHNs do not have the central 
network entity, this cooperation should be implemented in a distrib-
uted manner.

For cooperation, when a CR user detects the PU activities, it should 
notify its observations promptly to its neighbors to evacuate the busy 
spectrum. To this end, a reliable control channel is needed for discover-
ing neighbors of a CR user as well as exchanging sensing information. 
In addition to this, asynchronous sensing and transmission schedules 
make it difficult to exchange sensing information between neighbors. 
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Thus, robust neighbor discovery and reliable information exchange are 
critical issues in implementing cooperative sensing in CRAHNs. This 
cooperation issue will also be leveraged by other spectrum manage-
ment functions: spectrum decision, spectrum sharing, and spectrum 
mobility.

In [21], an optimal cooperative sensing strategy is presented, where 
the final decision is based on a linear combination of the local test sta-
tistics from individual CR users. The combining weight of each user’s 
signal indicates its contribution to the cooperative decision making. 
For example, if a CR user receives a higher SNR signal and frequently 
makes its local decision consistent with the real hypothesis, then its 
test statistic has a larger weighting coefficient. In case of CR users in a 
deep fading channel, smaller weights are used to reduce their negative 
influence on the final decision. In Section 1.4.4, some of the key open 
research issues related to spectrum sensing are introduced. 

1.4.4 Open Research Issues in Spectrum Sensing

•	 Optimizing the period of spectrum sensing: In spectrum sensing, 
the longer the observation period, the more accurate will be 
the spectrum sensing result. However, during sensing, a single-
radio wireless transceiver cannot transmit signals in the same 
frequency band. Consequently, a longer observation period will 
result in lower system throughput. This performance trade-off 
can be optimized to achieve an optimal spectrum sensing solu-
tion. Classical optimization techniques (e.g., convex optimiza-
tion) can be applied to obtain the optimal solution.

•	 Spectrum sensing in multichannel networks: Multichannel 
transmission [e.g., orthogonal frequency division multiplex-
ing (OFDM)-based transmission] would be typical in a CR 
network. However, the number of available channels would 
be larger than the number of available interfaces at the radio 
transceiver. Therefore, only a fraction of the available chan-
nels can be sensed simultaneously. Selection of the channels 
(among all available channels) to be sensed will affect the per-
formance of the system. Therefore, in a multichannel envi-
ronment, selection of the channels should be optimized for 
spectrum sensing to achieve optimal system performance.
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1.5 Spectrum decision for Cr networks

CRNs require capabilities to decide on the best spectrum band among 
the available bands according to the QoS requirements of the applica-
tions. This notion is called spectrum decision and it is closely related 
to the channel characteristics and the operations of PUs. Spectrum 
decision usually consists of two steps: First, each spectrum band is 
characterized based on not only local observations of CR users but 
also statistical information of primary networks. Second, based on this 
characterization, the most appropriate spectrum band can be chosen.

Generally, CRAHNs have unique characteristics in spectrum 
decision due to the nature of multihop communication. Spectrum 
decision needs to consider the end-to-end route consisting of multiple 
hops. Furthermore, available spectrum bands in CR networks differ 
from one hop to the other. As a result, the connectivity is spectrum 
dependent, which makes it challenging to determine the best com-
bination of the routing path and spectrum. Thus, spectrum decision 
in ad hoc networks should interact with routing protocols. The main 
functionalities required for spectrum decision are as follows:

•	 Spectrum characterization: Based on the observation, the CR 
users determine not only the characteristics of each available 
spectrum but also its PU activity model.

•	 Spectrum selection: The CR user finds the best spectrum band 
for each hop on the determined end-to-end route so as to sat-
isfy its end-to-end QoS requirements.

•	 Reconfiguration: The CR users reconfigure  communication 
protocol as well as communication hardware and RF front 
end according to the radio environment and user QoS 
requirements.

CR ad hoc users require spectrum decision in the beginning of the 
transmission. As depicted in Figure 1.10, through RF observation, 
CR users characterize the available spectrum bands by considering 
the received signal strength, the interference, and the number of users 
currently residing in the spectrum, which are also used for resource 
allocation in classical ad hoc networks. However, unlike classical 
ad hoc networks, each CR user observes heterogeneous spectrum 
availability that varies over time and space due to the PU activities. 
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This  changing nature of the spectrum usage is considered in the 
spectrum characterization. Based on this characterization, CR users 
determine the best available spectrum band to satisfy their QoS 
requirements. Furthermore, quality degradation of the current trans-
mission can also initiate spectrum decision to maintain the quality of 
a current session. In Sections 1.5.1 through 1.5.4, more details about 
functionalities required for spectrum decision are provided.

1.5.1 Spectrum Characterization

In CRNs, multiple spectrum bands with different channel charac-
teristics may be found to be available over a wide frequency range 
[22]. It is critical to first identify the characteristics of each available 
spectrum band. In Section 1.5.1.1, a spectrum characteristic in terms 
of radio environment and PU activity models is discussed.

1.5.1.1 Radio Environment Since the available spectrum holes show 
different characteristics, which vary over time, each spectrum hole 
should be characterized by considering both the time-varying radio 
environment and the spectrum parameters such as operating fre-
quency and bandwidth. Hence, it is essential to define parameters that 
can represent a particular spectrum band as follows:

Interference: From the amount of the interference at the primary 
receiver, the permissible power of a CR user can be derived, 
which is used for the estimation of the channel capacity.
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Figure 1.10 Spectrum decision structure for CRAHNs.
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Path loss: The path loss is closely related to the distance and 
frequency. As the operating frequency increases, the path 
loss increases, which results in a decrease in the transmis-
sion range. If transmission power is increased to compensate 
for the increased path loss, interference at other users may 
increase.

Wireless link errors: Depending on the modulation scheme and 
the interference level of the spectrum band, the error rate of 
the channel changes.

Link layer delay: To address different path loss, wireless link 
error, and interference, different types of link layer protocols 
are required at different spectrum bands. This results in dif-
ferent link layer delays.

1.5.1.2 PU Activity In order to describe the dynamic nature of CR 
networks, a new metric is needed to capture the statistical behavior 
of primary networks, called PU activities. Since there is no guarantee 
that a spectrum band will be available during the entire communica-
tion of a CR user, the estimation of the PU activity is a very crucial 
issue in spectrum decision.

Most of CR research assumes that the PU activity is modeled 
by exponentially distributed interarrivals [23]. In this model, the 
PU traffic can be modeled as a two-state birth and death process. 
An ON (busy) state represents the period used by PUs and an OFF 
(idle) state represents the unused period [6,13,24]. Since each user 
arrival is independent, each transition follows the Poisson arrival 
process. Thus, the length of ON and OFF periods is exponentially 
distributed.

There are some efforts to model the PU activity in specific spec-
trum bands based on field experiments. In [25], the characteristics 
of primary usage in cellular networks are presented based on the call 
records collected by network systems, instead of real measurement. 
This analysis shows that an exponential call arrival model is adequate 
to capture the PU activity while the duration of wireless voice calls 
does not follow an exponential distribution. Furthermore, it is shown 
that a simpler random walk can be used to describe the PU activity 
under high traffic load conditions.
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In [26], a statistical traffic model of wireless LANs based on a 
semi-Markov model is presented to describe the temporal behavior of 
wireless LANs. However, the complexity of this distribution hinders 
its practical implementation in CR functions.

1.5.2 Spectrum Selection

Once the available spectrum bands are characterized, the most 
appropriate spectrum band should be selected. Based on the user 
QoS requirements and the spectrum characteristics, the data rate, 
acceptable error rate, the delay bound, the transmission mode, and 
the bandwidth of the transmission can be determined. Then, accord-
ing to a spectrum selection rule, the set of appropriate spectrum 
bands can be chosen. However, as stated earlier, since the entire 
communication session consists of multiple hops with heterogeneous 
spectrum availability, the spectrum selection rule is closely coupled 
with routing protocols in CRAHNs. Since there exist numerous 
combinations of route and spectrum between the source and the 
destination, it is infeasible to consider all possible links for spec-
trum decision. In order to determine the best route and spectrum 
more efficiently, spectrum decision necessitates the dynamic decision 
framework to adapt to the QoS requirements of the user and chan-
nel conditions. Furthermore, in recent research, the route selection 
is performed independent of the spectrum decision. Although this 
method is quite simple, it cannot provide an optimal route because 
spectrum availability on each hop is not considered during route 
establishment. Thus, the joint spectrum and routing decision method 
is essential for CRAHNs.

Furthermore, because of the operation of primary networks, CR 
users cannot obtain a reliable communication channel for long dura-
tions. Moreover, CR users may not detect any single spectrum band 
to meet the user’s requirements. Therefore, they can adopt the multi-
radio transmissions where each transceiver (radio interface) tunes to 
different noncontiguous spectrum bands for different users and trans-
mits data simultaneously. This method can create a signal that is not 
only capable of high data throughput but also immune to the interfer-
ence and the PU activity. Even if a PU appears in one of the current 
spectrum bands, or one of the next hop neighbors disappears, the 



25effiCient speCtrum management

rest of the connections continue their transmissions without any loss 
of connectivity [27,28]. In addition, transmission in multiple spec-
trum bands allows lower power to be used in each spectrum band. 
As a result, less interference with PUs is achieved, compared to the 
transmission on single spectrum band. For these reasons, spectrum 
decision should support multiple spectrum selection capabilities. For 
example, how to determine the number of spectrum bands and how 
to select the set of appropriate bands are still open research issues in 
CR networks.

1.5.3 Reconfiguration

Besides spectrum and route selection, spectrum decision involves 
reconfiguration in CRAHNs. The protocols for different layers of the 
network stack must adapt to the channel parameters of the operating 
frequency. Once the spectrum is decided, CR users need to select 
the proper communication modules such as physical layer technol-
ogy and upper layer protocols adaptively dependent on application 
requirements as well as spectrum characteristics, and then reconfig-
ure their communication system accordingly. In [29], the adaptive 
 protocols are presented to determine the transmission power as well 
as the best combination of modulation and error correction code for 
a new spectrum band by considering changes in the propagation loss. 
In Section 1.5.4, some of the key open research issues related to spec-
trum decision are introduced.

1.5.4 Open Research Issues in Spectrum Decision

•	 Data dissemination in CR ad hoc networks, guaranteeing reli-
ability of data dissemination in wireless networks, is a challeng-
ing task. Indeed, the characteristics and problems intrinsic to 
the wireless links add several issues in the shape of message 
losses, collisions, and broadcast storm problems, just to name a 
few. Channel selection strategy is required to solve this problem.

•	 Channel selection strategies are greatly influenced by the pri-
mary radio nodes activity. It is required to study the impact 
of the primary radio nodes activity on channel selection 
strategies.
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•	 A decision model is required for spectrum access; stochastic 
optimization methods (e.g., the Markov decision process) will 
be an attractive tool to model and solve the spectrum access 
decision problem in CRNs.

1.6 Spectrum Sharing for Crahns

The shared nature of the wireless channel necessitates the coordina-
tion of transmission attempts between CR users. In this respect, spec-
trum sharing provides the capability to maintain the QoS of CR users 
without causing interference to the PUs by coordinating the multiple 
accesses of CR users as well as allocating communication resources 
adaptively to the changes of radio environment. Thus, spectrum shar-
ing is performed in the middle of a communication session and within 
the spectrum band, and includes much functionality of a MAC proto-
col and resource allocation in classical ad hoc networks.

However, the unique characteristics of CRs such as the 
 coexistence of CR users with PUs and the wide range of avail-
able spectrum incur substantially different challenges for spectrum 
sharing in CRAHNs. Spectrum sharing techniques are gener-
ally focused on two types of solutions, that is, spectrum sharing 
inside a CR network (intra-network spectrum sharing), and among 
multiple coexisting CR networks (inter-network spectrum shar-
ing)  [30]. However, since the CRAHNs do not have any infra-
structure to coordinate inter-network operations, they are required 
to consider only the intra-network spectrum sharing functional-
ity. Figure 1.11 depicts the functional blocks for spectrum sharing 
in CRAHNs. The unique features of spectrum sharing especially 
focus on resource allocation and spectrum access in CRAHNs. 
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In Sections 1.6.1 and 1.6.2, more details about functionalities for 
spectrum sharing are explained.

1.6.1 Resource Allocation

Based on the QoS monitoring results, CR users select the proper chan-
nels (channel allocation) and adjust their transmission power (power 
control) so as to achieve QoS requirements as well as resource fairness. 
Especially, in power control, sensing results need to be considered so as 
not to violate the interference constraints. In general, game theoretic 
approaches are exploited to determine the communication resources 
of each user in CRAHNs [31,32]. Each CR user has a common inter-
est to use the spectrum resources as much as possible. However, CR 
users have competing interests to maximize their own share of the 
spectrum resources, that is, the activity of one CR user can impact the 
activities of the others. Furthermore, the rational decisions of a CR 
user must be undertaken while anticipating the responses of its rivals.

Game theory provides an efficient distributed spectrum sharing 
scheme by describing the conflict and cooperation among CR users, 
and hence allowing each CR user to rationally decide on its best action.

In [31], spectrum sharing for unlicensed band is presented based 
on the one-shot normal form and repeated games. Furthermore, it is 
shown that orthogonal power allocation, that is, assigning the channel 
to only one transmission to avoid co-channel interference with other 
neighbors, is optimal for maximizing the entire network capacity.

In [33], both single-channel and multichannel asynchronous dis-
tributed pricing (SC/MC-ADP) schemes are presented, where each 
CR user announces its interference price to other nodes. Using this 
information from its neighbors, the CR user can first allocate a chan-
nel and, in case there exist users in that channel, then determine its 
transmitting power. While there exist users using distinct channels, 
multiple users can share the same channel by adjusting their transmit 
power. Furthermore, the SC-ADP algorithm provides higher rates to 
users compared to selfish algorithms where users select the best chan-
nel without any knowledge about their neighbors’ interference levels. 
While this method considers the channel and power allocation at the 
same time, it does not address the heterogeneous spectrum availability 
over time and space, which is a unique  characteristic of CRAHNs.
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1.6.2 Spectrum Access

It enables multiple CR users to share the spectrum resource by deter-
mining who will access the channel or when a user may access the 
channel. This is (most probably) a random access method due to the 
difficulty in synchronization. Spectrum sharing includes MAC func-
tionality as well. However, unlike classical MAC protocols in ad hoc 
networks, CR MAC protocols are closely coupled with spectrum 
sensing, especially in sensing control described in Section 1.4.2.

In CRAHNs, the sensing schedules are determined and controlled 
by each user, and not being controlled and synchronized by the central 
network entity. Thus, instead of determined sensing schedules for all 
CRs, CR ad hoc users may adopt the a periodic or on-demand sensing 
triggered by only spectrum sharing operations can trigger the spec-
trum sensing, that is, when CR users want to transmit or are requested 
their spectrum availability by neighbor users. Furthermore, sensing 
and transmission intervals, determined by the sensing control in spec-
trum sensing, influence the performance of spectrum access [37–39].

Classification of MAC protocols based on the nature of channel 
access, that is, random access, time slotted, and a hybrid protocol that 
is a combination of the two, is shown in Figure 1.12.

In [18], MAC layer packet transmission in the hardware- constrained 
MAC (HC-MAC) protocol is presented. Typically, the radio can only 
sense a finite portion of the spectrum at a given time, and for single trans-
ceiver devices, sensing results in decreasing the data transmission rate. 
HC-MAC derives the optimal duration for sensing based on the reward 
obtained for correct results, as against the need aggressively scanning the 
spectrum at the cost of transmission time. A key difference of this proto-
col as against the previous work is that the sensing at either ends of the 

CR MAC protocol classification

Random access
(CSMA/CA-like random
access for control packets

and data)
HC-MAC [18]

Time slotted
(time-synchronized control and

data slots)
C-MAC [36]

Hybrid
(partially time

slotted and partially
random access)
OS-MAC [11]

Figure 1.12 Classification of CR MAC protocols. HC-MAC, Hardware constraint-medium access control; 
C-MAC, Cognitive-medium access control; OS-MAC, Opportunistic spectrum-medium access control.
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link is initiated after the channel contention on the dedicated CCC. The 
feasible channels at the two CR users on the link are then determined. 
However, the control messages used for channel negotiation may not be 
received by the neighboring nodes, and their transmission may influence 
the sensing results of the CR users that win the contention.

The presence of interferers that may cause jamming in the CR 
user frequencies is considered in the single-radio adaptive channel 
(SRAC) MAC protocol [34]. However, this work does not completely 
address the means to detect the presence of a jammer and how the 
ongoing data transmission is switched immediately to one of the 
possible backup channels when the user is suddenly interrupted. In 
Section 1.6.3, some of the key open research issues related to spec-
trum sharing are introduced.

1.6.3 Open Research Issues in Spectrum Sharing

Since spectrum sharing and sensing share some of the functionalities, 
most of the issues are similar to those of spectrum sensing, which are 
explained as follows:

Distributed power allocation: The CRAHN user determines the 
transmission power in a distributed manner without sup-
port of the central entity, which may cause interference due 
to the limitation of sensing area even if it does not detect 
any transmission in its observation range. Thus, spectrum 
sharing necessitates sophisticated power control methods 
for  adapting to the time-varying radio environment so as to 
maximize the capacity with the protection of the transmis-
sions of PUs.

Topology discovery: The use of nonuniform channels by different 
CR users makes topology discovery difficult. From Figure 1.13, 
we see that the CR users A and B experience different PU 
activities in their respective coverage areas and thus may only 
be allowed to transmit on mutually exclusive  channels. The 
allowed channels for CR A (1,2) being different from those 
used by CR B (3) make it difficult to send out periodic beacons 
informing the nodes within the transmission range of their 
own ID and other location coordinates needed for networking.
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Evolution and learning: The occupancy history of the spectrum 
bands by the PUs may vary with the time of the day and loca-
tion. It is desired that the MAC protocol learns the character-
istic PU activity and accordingly alters its spectrum selection 
and data transmission strategy. Although the partially observ-
able Markov decision process (POMDP) MAC protocol pro-
posed in [43] takes the initial steps in this direction, more 
detailed and elaborate learning models are needed. How long 
should the learning duration be and its effect during the net-
work operation are the issues that need to be investigated. 
Moreover, the problem of constructing a detailed channel 
occupancy needs further research, so that the different times of 
the day and the different locations traversed by the mobile CR 
user can be incorporated. The probabilistic spectrum selection 
algorithm that uses this history may be designed to guaran-
tee performance bounds during long-term operation. For this 
reason, open challenges include how the theoretical research 
and network operation are combined, so that the gains arising 
from the choice of the spectrum at the link layer are appropri-
ately weighted in each decision round, and the computational 
time for considering the past history is minimized.

Spectrum access and coordination: In classical ad hoc networks, the 
request-to-send (RTS) and clear-to-send (CTS) mechanisms 
are used to signal the control of the channel and reduce simul-
taneous transmissions to some extent. In CR networks, how-
ever, the available spectrum is dynamic and users may switch 

PU activity
channel: 3

PU activity
channel: 1,2

CR
channel: 3CR channel: 1,2 CR A

CR B

CR A

CR B

CR CPU transmission

Figure 1.13 Spectrum sharing challenges in CRAHNs.
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the channel after a given communicating pair of nodes has 
exchanged the channel access signal. Thus, a fresh set of RTS–
CTS exchange may need to be undertaken in the new channel 
to enforce a silence zone among the neighboring CR users in the 
new spectrum. Moreover, the CR users monitoring the earlier 
channel are oblivious to the spectrum change on the link.

1.7 Spectrum Mobility for Crahns

CR users are generally regarded as visitors to the spectrum. Hence, if the 
specific portion of the spectrum in use is required by a PU, the commu-
nication needs to be continued in another vacant portion of the spectrum. 
This notion is called spectrum mobility. Spectrum mobility gives rise to a 
new type of handoff in CR networks, the so-called spectrum handoff, in 
which the users transfer their connections to an unused spectrum band. 
In CRAHNs, a spectrum handoff occurs when: (1) a PU is detected, (2) 
the CR user loses its connection due to the mobility of users involved in 
an ongoing communication, or (3) a current spectrum band cannot pro-
vide the QoS requirements. In the spectrum handoff, temporary com-
munication break is inevitable due to the process for discovering a new 
available spectrum band. Since the available spectra are discontiguous 
and distributed over a wide frequency range, CR users may require the 
reconfiguration of operation frequency in their RF front end, which leads 
to significantly longer switching time. Figure 1.14 illustrates the func-
tional blocks for spectrum mobility in CRAHNs.

Application
layer

Transport
layer

Network
layer

Connection
management

Application

Transport layer

Spectrum
decision

Routing
protocol

Cooperation
(distributed)

Spectrum
sensing

Spectrum handoff

Link layer

Physical
layer

Figure 1.14 Spectrum mobility structure for CRAHNs.
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The purpose of the spectrum mobility management in CRAHNs is to 
ensure smooth and fast transition leading to minimum  performance deg-
radation during a spectrum handoff. Furthermore, in spectrum mobility, 
the protocols for different layers of the network stack should be transpar-
ent to the spectrum handoff and the associated latency and adapt to the 
channel parameters of the operating frequency. Another intrinsic charac-
teristic of spectrum mobility in CR networks is the interdependency with 
the routing protocols. Similar to the spectrum decision, the spectrum 
mobility needs to involve the recovery of link failure on the end-to-end 
route. Thus, it needs to interact with routing protocols to detect the link 
failure due to either user mobility or PU appearance. In the following 
subsections 1.7.1 through 1.7.3, the main functionalities required for 
spectrum mobility in the CRAHN are described.

As stated earlier, the spectrum mobility events can be detected 
as a link failure caused by user mobility as well as PU detection. 
Furthermore, the quality degradation of the current transmission also 
initiates spectrum mobility. When these spectrum mobility events are 
detected through spectrum sensing, neighbor discovery, and routing 
protocol, they trigger the spectrum mobility procedures. Figure 1.14 
illustrates the functional blocks for spectrum mobility in CRAHNs. 
By collaborating with spectrum decision, a CR user determines a new 
spectrum band on the determined route, and switches its current ses-
sion to the new spectrum (spectrum handoff). During the spectrum 
handoff, the CR user needs to maintain the current transmission that 
is not to be interfered by the switching latency. In Sections 1.7.1 and 
1.7.2, we investigate the two main functionalities for spectrum mobil-
ity: spectrum handoff and connection management.

1.7.1 Spectrum Handoff

Spectrum handoff can be implemented based on two different strate-
gies: reactive spectrum handoff and proactive spectrum handoff. In the 
reactive spectrum handoff, CR users perform spectrum switching after 
detecting the link failure due to spectrum mobility. This method requires 
immediate spectrum switching without any preparation time, resulting 
in significant quality degradation in ongoing transmissions. However, 
in the proactive spectrum handoff, CR users predict future activity in 
the current link and determine a new spectrum while maintaining the 



33effiCient speCtrum management

current transmission, and then perform spectrum switching before the 
link failure happens. Since the proactive spectrum handoff can maintain 
current transmissions while searching a new spectrum band, spectrum 
switching is faster but requires more complex algorithms for these con-
current operations. Depending on the events that trigger the spectrum 
mobility, different handoff strategies are needed.

While the reactive spectrum handoff is generally used in the event 
of a PU appearance, the proactive spectrum handoff is suitable for 
the events of user mobility or spectrum quality degradation. These 
events do not require immediate spectrum switching and can be easily 
predicted. Even in the PU appearance event, the proactive spectrum 
handoff may be used instead of the reactive scheme, but requires an 
accurate model for the PU activity to avoid an adverse influence on 
communication performance [35,40].

In addition, for seamless communication in dynamic radio environ-
ments, this spectrum handoff should support intelligent connection 
release and reestablishment procedures during spectrum switching. 
When a CR user moves, it needs to determine whether it should stay 
connected to its next-hop forwarder through power control or imme-
diately switching to a new neighbor. This has to be undertaken ensuring 
that the network stays connected throughout the handoff procedure.

Spectrum handoff delay is the most crucial factor in determining 
the performance of spectrum mobility. This delay is dependent on the 
following operations in CR networks: First, the different layers of the 
protocol stack must adapt to the channel parameters of the operat-
ing frequency. Thus, each time a CR user changes its frequency, the 
network protocols may require modifications on the operation param-
eters, which may cause protocol reconfiguration delay.

Also we need to consider the spectrum and route recovery time and 
the actual switching time determined by the RF front-end reconfigu-
ration. Furthermore, to find the new spectrum and route, CR users 
need to perform out-of-band sensing and neighbor discovery. Recent 
research has explored the minimization of the delay in out-of-band 
sensing through the search-sequence optimization, which is explained 
in Section 1.4.2.2. Furthermore, for more efficient spectrum discov-
ery in out-of-band sensing, IEEE 802.22 adopts the backup channel lists 
that are selected and maintained so as to provide the highest probabil-
ity of finding an available spectrum band within the shortest time [4]. 
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In [23], an algorithm for updating the backup channel lists is pro-
posed to support fast and reliable opportunity discovery with the 
cooperation of neighbor users. To mitigate the delay effect on the 
ongoing transmission, connection management needs to coordinate 
the spectrum switching by collaborating with upper layer protocols.

1.7.2 Connection Management

When the current operational frequency becomes busy in the middle of 
a communication by a CR user, then applications running in this node 
have to be transferred to another available frequency band. However, the 
selection of new operational frequency may take time. An important 
requirement of connection management protocols is the information 
about the duration of a spectrum handoff. Once the latency information 
is available, the CR user can predict the influence of the temporary dis-
connection on each protocol layer, and accordingly preserve the ongoing 
communications with only minimum performance degradation through 
the reconfiguration of each protocol layer and an error control scheme 
[41,42]. Consequently, multilayer mobility management protocols are 
required to accomplish the spectrum mobility functionalities. These pro-
tocols support mobility management adaptive to different types of appli-
cations. For example, a transmission control protocol (TCP) connection 
can be put to a wait state until the spectrum handoff is over. Moreover, 
since the TCP parameters will change after a spectrum handoff, it is 
 essential  to learn the new parameters and ensure that the transitions 
from the old parameters to the new parameters are carried out rapidly. In 
Section 1.7.3, some of the key open search issues are declared.

1.7.3 Open Research Issues in Spectrum Mobility

To the best of our knowledge, there exists no research effort to address 
the problems of spectrum mobility in CRAHNs to date. Although 
the routing mechanisms that have been investigated in the classical 
ad hoc networks may lay the groundwork in this area, there still exist 
many open research topics:

Switching delay management: The spectrum switching delay is 
closely related not only to hardware, such as an RF front end, 
but also to algorithm development for spectrums sensing, 
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spectrum decision, link layer, and routing. Thus, it is desirable 
to design the spectrum mobility in a cross-layer approach to 
reduce the operational overhead among the functionalities and 
to achieve a faster switching time. Furthermore, the estima-
tion of accurate latency in spectrum handoff is essential for 
reliable connection management.

Flexible spectrum handoff framework: As stated earlier, there are 
two different spectrum handoff strategies: reactive and proac-
tive spectrum handoffs, which show different influence on the 
communication performance. Furthermore, according to the 
mobility event, a spectrum switching time will change. For 
example, since a PU activity region is typically larger than the 
transmission range of CR users, multiple hops may be influ-
enced by spectrum mobility events at the same time, which 
makes the recovery time much longer. Furthermore, spec-
trum handoff should be performed while adapting to the type 
of applications and network environment. In case of a delay-
sensitive application, CR users can use a proactive switch-
ing, instead of a reactive switching. In this method, through 
the prediction of PU activities, CR users switch the spec-
trum before PUs appear, which helps to reduce the spectrum 
switching time significantly. However, energy-constrained 
devices such as sensors need reactive spectrum switching. 
Thus, we need to develop a flexible spectrum handoff frame-
work to exploit different switching strategies.

The different CR functionalities of spectrum sensing, decision, shar-
ing, and mobility need to be implemented within the protocol stack 
of a wireless device. Specifically, in the following Section 1.8, a control 
channel in the link layer unique to CR networks will be introduced.

1.8 Common Control Channel

The CCC is used for supporting the transmission coordination and 
spectrum-related information exchange between the CR users. It 
facilitates neighbor discovery and helps in spectrum sensing coordina-
tion, control signaling, and exchange of local measurements between 
the CR users. The classification for CCC is declared in Figure 1.15. 
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The operation of the CCC is different from the data transmission over 
the licensed band in the following aspects:

CR users may optimize their channel use over a number of con-
straints, such as channel quality, access time, observed PU 
activity, and network load, among others during CR data 
transmission. However, these parameters are not known to 
the CR users in advance at the start of the network operation, 
and, thus, it is a challenge to choose the CCC with a mini-
mum or no exchange of network information.

Spectrum bands that are currently used for data transfer may sud-
denly become unavailable when a PU appears. While the data 
communication is interrupted, the affected CR users need to 
coordinate with a new spectrum that does not interfere with 
the PUs on either end of the link. This control information 
used in the new spectrum selection must be sent reliably, and, 
thus, an always-on CCC is needed.

1.9 Conclusion

CR technology has been proposed in recent years as a revolution-
ary solution toward more efficient utilization of the scarce spectrum 
resources in an adaptive and intelligent way. By tuning the frequency 
to the temporarily unused licensed band and adapting the operat-
ing parameters to environment variations, CR technology provides 
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Figure 1.15 Classification of CCC.
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future wireless devices with additional bandwidth, reliable broadband 
communications, and versatility for rapidly growing data applica-
tions. To realize the goal of spectrum-aware communication, the CR 
devices need to incorporate the spectrum sensing, decision, sharing, 
and mobility functionalities. The main challenge in CRAHNs is to 
integrate these functions in the layers of the protocol stack, so that 
the CR users can communicate reliably in a distributed manner over 
a  multihop/multispectrum environment without an infrastructure 
 support. The discussions provided in this book strongly support coop-
erative spectrum-aware communication protocols that consider the 
spectrum management functionalities. The proposed tool and simula-
tor in this book gives insight in choosing the best suitable tool that fits 
for different categories of spectrum management.
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2.1 introduction

The utilization of wireless spectrum has been growing rapidly with 
the dramatic development of the wireless telecommunication indus-
try in the past few decades. Recently, the Federal Communications 
Commission (FCC) has recognized that traditional fixed spectrum 
allocation can be very inefficient with the bandwidth demands vary-
ing highly along the time or space dimension. Therefore, the FCC 
has considered more flexible and comprehensive uses of the available 
spectrum [1] through the use of cognitive radio (CR) technology [2].

CR technologies have the potential to provide wireless devices 
with various capabilities, such as frequency agility, adaptive modula-
tion, transmit power control, and localization, which make spectrum 
access (SA) more efficient and intensive. With the development of 
CR technologies, dynamic SA (DSA) becomes a promising approach 
to increase the efficiency of spectrum usage [2,3]. In DSA, a piece of 
spectrum can be allocated to one or more users such as primary users 
(PUs) that have higher priority in using it; however, the use of that 
spectrum is not exclusively granted to these users. Other users such as 
secondary users (SUs) can also access the spectrum as long as the PUs 
are not temporally using it or the PUs can properly be protected. By 
the way, the radio spectrum can be reused in an opportunistic manner 
or shared all the time; thus, the spectrum utilization efficiency can 
significantly be improved.

In traditional wireless networks, all network nodes will be pro-
vided with a certain fixed spectrum band. However, there may be no 
such preallocated spectrum that can be used by every node at any time 
in DSA networks. This new feature of DSA network imposes even 
greater challenges on wireless networking, especially on routing.

Therefore, most of the routing schemes in CRNs focus on the joint 
dynamic spectrum allocation and path establishment by monitoring 
the PU activity pattern [4]. Taking the PU avoidance proposed in [5] 
as the first consideration, SEARCH routing protocol leverages the 
geographic information for greedy forwarding. Based on the inter-
ference model, a joint routing, opportunistic spectrum scheduling, 
and time-sharing scheduling algorithm to minimize the aggregate 
interference from SUs to a PU with the aberration was proposed in 
[6]. A routing and dynamic spectrum allocation (ROSA) algorithm 
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was proposed in [7], which is a joint spectrum allocation schedul-
ing and transmission power control scheme to maximize the network 
throughput and limit the physical interference to the users.

In addition, the dynamic nature of the radio spectrum calls for 
the development of novel spectrum-aware routing algorithms, with 
multihop communication requirements in CRNs. In fact, spectrum 
occupancy is location dependent; therefore, the available spectrum 
bands may be different at each relay node in a multihop path. Hence, 
controlling the interaction between the routing and the spectrum 
management is of fundamental importance.

A stability-aware routing protocol (STRAP) was developed for 
multihop DSA networks to utilize the unused frequency bands with-
out compromising the stability of the network [8]. Another proposal 
is the spectrum-aware routing protocol (SPEAR), which can estab-
lish the robust paths even in the diverse spectrum environment under 
rather stringent latency conditions [9]. These protocols address similar 
problems as they operate in a multichannel context and face the mul-
tiple channel hidden terminal problems [10].

With respect to these previous studies, our main objective is to 
provide readers with a systematic overview of joint routing and SA 
for CRNs. The application of SUs to DSA has been actively stud-
ied over the past several years, covering diverse scenarios. However, 
because the spectrum availability may change from time to time 
and hop by hop, minimizing the aggregate interference from SUs to 
PUs with the aberration is a challenge. Therefore, the routing and 
spectrum access algorithm enabling the throughput maximization, 
taking care of the interference minimization, and maximizing the 
weighted sum of differential backlogs the system stay stable. Also, 
media access control (MAC) has an important role in several CR 
functions: spectrum mobility, routing, and SA.

In this chapter, we address this problem and thus help map the 
design space of joint routing and DSA in CRNs. We can summarize 
the contributions of this work as follows:

First, we present the key enabling technologies of CRNs and dis-
sect mainly the proposed several issues about SA through the descrip-
tion of CRN architecture.

We also identify the most common techniques that are used for 
solving the SA problem in CRNs. Further, we summarize their 
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characteristics, advantages, and disadvantages of the existing SA 
schemes: Monrovian model, graph theory, game theory, and artificial 
intelligence algorithms.

We then proceed to map the opportunistic routing design space 
by drawing the three general classical routing solutions (multihop 
routing, ad hoc network routing, and adaptive routing) for CRNs. 
Moreover, we identify that the ad hoc network routing is further 
classified into three subclasses: optimization modeling, probabilistic 
modeling, and graph modeling.

Based on the presentation of the SA and routing, we break through 
the existing routing classification criteria such as multipath routing 
algorithm, quality-of-service (QoS) routing algorithm, routing algo-
rithm based on geographical information, and power-aware routing 
algorithm, and summarize the latest research of routing technology 
research for DSA.

Finally, we discuss the open research issues and challenges of joint 
routing and SA in order to provide the basic direction for future 
research works.

The rest of the chapter is structured as follows: Sections 2.2 and 
2.3 provides a brief overview of the CR technology, CRN architecture 
and its functionalities. Section 2.4 presents a comprehensive survey of 
SA algorithms and routing schemes for CRNs in detail. It also dis-
cusses the advantages and limitations of the existing works. Section 
2.5 reviews the existing works in joint routing and SA, and presents a 
global CR routing protocol classification for SA. Section 2.6 presents 
some challenges that must be addressed to enable the performance of 
CRNs with some open issues for future research in this area. Finally, 
Section 2.7 concludes the chapter.

2.2 CR technology

The key enabling technologies of CRNs are the CR techniques that 
provide the capability to share the spectrum in an opportunistic man-
ner. Formally, a CR can change its transmitter parameters based on 
the interaction with its environment [1]. A typical duty cycle of CR, 
as illustrated in Figure 2.1, includes detecting spectrum white space, 
selecting the best frequency bands, coordinating SA with other users, 
and vacating the frequency when a PU appears.
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From this definition, two main characteristics of CR can be defined 
as follows [11]:

•	 Cognitive capability: Through spectrum sensing and analysis, 
on the one hand, SUs can detect the spectrum white space 
(see Figure 2.2) when a portion of frequency band is not being 
used by the PUs. On the other hand, when PUs start using 
the licensed spectrum again, SUs can detect their activity. 
Therefore, no harmful interference is generated due to SU’s 
transmission. After recognizing the spectrum white space 
by sensing, spectrum management and handoff function of 
CR enable SUs to choose the best frequency band and hop 
to meet various QoS requirements [12]. Consequently, the 
best spectrum can be selected, shared with other users, and 
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49A survey on Joint routing

exploited without interference to the PUs. For instance, when 
a PU reuses its frequency band, the SUs using the licensed 
band can direct their transmission to other available frequen-
cies, according to the channel capacity determined by the 
noise and interference levels, path loss, channel error rate, and 
holding time.

•	 Reconfigurability: A CR can be programmed to transmit and 
receive signals at various frequencies using different access 
technologies supported by its hardware design [13]. Through 
this capability, the best spectrum band and the most appro-
priate operating parameters can be selected and reconfigured.

2.3 CRn architecture

2.3.1 Network Components

A CRN architecture basically consists of primary networks (PNs) and 
secondary networks (SNs) [12,14], as shown in Figure 2.3.
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Licensed 2 Licensed 1
Spectrum band

Unlicensed

Primary
base station

Secondary
base station

Spectrum broker

Secondary
network
(without

infrastructure)

SU
SU

SU

Figure 2.3 Network architecture of dynamic spectrum sharing.
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A PN is composed of a set of PUs and one or more primary base 
stations, where PUs are authorized to use certain licensed spectrum 
bands under the coordination of primary base stations. An SN is a 
cognitive network whose components do not have license to access 
any frequency bands. SNs can be split into infrastructure and ad hoc 
networks that are operated by network operators or stand-alone users, 
respectively. In addition, their transmission should not be interfered 
by SNs. PUs and primary base stations are in general not equipped 
with CR functions. Therefore, if an SN shares a licensed spectrum 
band with a PN, besides detecting the spectrum white space and 
utilizing the best spectrum band, it immediately detects the presence 
of a PU and directs the secondary transmission to another available 
band.

In infrastructure mode, secondary base stations provide one-hop 
communication to SUs, have the ability to discover spectrum holes, 
and operate in the most suitable available band in order to avoid inter-
fering with the PNs. An example of infrastructure CRN architecture 
is the IEEE 802.22 network [15].

2.3.2 Spectrum Heterogeneity

SUs are capable of accessing both the licensed portions of the spec-
trum used by PUs and the unlicensed portions of the spectrum. 
Consequently, the operation types of CRNs can be classified into 
licensed band operation and unlicensed band operation.

•	 Licensed band operation: The licensed band is primarily used 
by the PN. Hence, CRNs are mainly used for SUs for the 
detection of PUs in this case. That means, if PUs appear 
in the spectrum band occupied by SUs, SUs should vacate 
that spectrum band and move to an available spectrum 
immediately.

•	 Unlicensed band operation: In the absence of PUs, SUs have 
the same right to access the spectrum. Hence, sophisticated 
spectrum sharing methods are required for SUs to compete 
for the unlicensed band.
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2.3.3 Network Heterogeneity

The SUs have the opportunity to perform the following three differ-
ent access types:

•	 CRN access: SUs can access their own CR base station on both 
licensed and unlicensed spectrum bands. Because all interac-
tions occur inside the CRNs, their spectrum sharing policy 
can be independent of that of the PNs.

•	 CR ad hoc access: SUs can communicate with other SUs 
through an ad hoc connection on both licensed and unli-
censed spectrum bands.

•	 PN access: SUs can also access the primary base station through 
the licensed band. Unlike for other access types, they require 
an adaptive MAC protocol, which enables roaming over mul-
tiple PNs with different access technologies.

2.3.4 Spectrum Assignment Framework

2.3.4.1 Spectrum Sharing Architecture Both centralized and distrib-
uted spectrum sharing techniques are enabled in CRNs. They are 
described as follows:

•	 Centralized spectrum sharing: A centralized entity controls the 
spectrum allocation and access procedures, with a spectrum 
allocation map being constructed based on the measurements 
from its controlled entities.

•	 Distributed spectrum sharing: In the cases where construct-
ing an infrastructure is not preferable, distributed spectrum 
sharing will be performed, with each SU being respon-
sible for spectrum allocation or access based on its local 
measurements.

•	 External sensing: An external agent performs the sensing and 
broadcasts the channel occupancy information to the CR.

2.3.4.2 Spectrum Allocation The available spectrum can be allo-
cated to a CR user in either a cooperative manner or a noncoopera-
tive manner. Once a spectrum band is allocated, the receiver of this 
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communication must be informed about the spectrum allocation, that 
is, a transmitter–receiver handshake protocol is essentially required.

•	 Cooperative spectrum allocation: In this allocation, local mea-
surements (e.g., interference measurement) of each SU 
are shared with the other users to improve the spectrum 
utilization.

•	 Noncooperative spectrum allocation: Also known as a selfish 
spectrum allocation scheme, it performs spectrum sharing by 
considering only the user at hand.

2.3.4.3 Spectrum Access In the presence of multiple SUs trying to 
access the same spectrum simultaneously, SA should be coordinated 
in order to prevent multiple users colliding in overlapping portions of 
the spectrum. Both overlay and underlay SA techniques are enabled 
in CRNs.

•	 Overlay SA: An SU accesses the network using spectrum 
bands that are not used by PUs.

•	 Underlay SA: Sophisticated spread spectrum techniques are 
exploited to improve the spectrum utilization, with the signal 
of SUs being regarded as noise by the PUs.

2.3.4.4 Spectrum Sharing This technology is generally focused on two 
types of solutions: intranetwork (spectrum sharing inside a CRN) and 
internetwork (spectrum sharing among multiple coexisting CRNs).

•	 Intranetwork spectrum sharing: It focuses on spectrum alloca-
tion among the users of a CRN.

•	 Internetwork spectrum sharing: It enables multiple systems to 
be developed in overlapping locations and spectrum.

In a more general sense, a CRN can be perceived as an intelligent over-
lay network that contains multiple coexisting networks. Thus, build-
ing a fully functioning CRN can be a very challenging task, due to 
the difficulties in designing multiple system components, including, 
but not limited to, physical (PHY) layer signal processing, MAC layer 
spectrum management, and network layer routing and statistical con-
trol. Furthermore, these system components often interact in complex 
ways, which may require cross-layer design and control frameworks.
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Figure 2.4 illustrates the key functions of the PHY, MAC, and 
network layers in a CRN. In the PHY layer, spectrum sensing is the 
essential component that enables SUs to identify spectrum holes. 
Cognitive SA is carried out through transceiver optimization and 
reconfiguration. The specific tasks that the MAC layer of an SU must 
perform include sensing scheduling and spectrum-aware access con-
trol. The spectrum sensing scheduler controls the sensing operations, 
whereas the spectrum-aware access control governs the SA to the 
identified spectrum holes. The sensing–access coordinator controls 
the operations of these two functions on a time basis by taking care of 
the trade-off between the sensing requirement and the SA opportu-
nity that the SUs may achieve.

Finally, the spectrum manager links the three layers and supports 
the access of available spectrum in a dynamic and efficient manner. 
Although the aforementioned architecture is by no means the only 
architecture that can be designed for CRNs, instead, it serves as the 
functional architecture for this chapter. For other architectures, see 
[12] and [16].

2.4 sa for CRns

In this section, the most common techniques used for solving the 
SA problem in CRNs are presented. Table 2.1 presents a sum-
mary of these techniques, their characteristics, advantages, and 
disadvantages.

ApplicationGeolocation
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Spectrum-aware
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Figure 2.4 The architecture of CR in the layered model.
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2.4.1 Monrovian Model

An approach using reinforcement learning for the detection of spec-
tral resources in a multiband CR scenario is investigated in [17], 
which introduces the optimal detection strategy by solving a Markov 
decision process (MDP). A medium access control layer SA algo-
rithm based on knowledge reasoning is considered, where the optimal 
range of channels is determined through proactive accurate access and 
channel quality information.

2.4.1.1 Decentralized Partially Observable MDP Framework An SU can 
obtain a better estimate about the primary channel occupancy based 
on the observations of the channels not only on the current but also 
on the past observations of the channels, if the primary traffic exhibits 
some temporal correlation. In particular, if a channel is characterized 
at each instant to be either idle (state 0) or busy (state 1), the state 
transitions may be modeled as a Markov chain, where optimal sensing 
policy can be obtained by modeling the system as a partially observ-
able MDP (POMDP) [18], which can optimize SUs’ performance, 
accommodate spectrum sensing error, and protect PUs from harm-
ful interference. Considering the complexity of the POMDP scheme 
[19], a modified scheme based on POMDP framework reduces the 
complexity of the POMDP formulation by decoupling the design 
of sensing strategy from the design of the access strategy. In addi-
tion, the authors showed that a separation principle decouples the 
design of sensing policy from that of SA policy. A somewhat similar 
approach can also be found in [20], which considers an unspotted 
PN. An extension of the scheme in [18] is presented in [21], which 
incorporates the SUs’ residual energy and buffer state in the POMDP 
formulation for  spectrum sensing and access.

Without loss of generally, most of the POMDP schemes are in 
the decentralized cognitive MAC. Zhao et al. proposed a channel 
sensing/access policy that considers the partial knowledge of licensed 
channel state at SUs and handles spectrum sensing errors limiting 
interference to PN. Hence, the proposed decentralized cognitive 
(DC)-MAC operations are represented in Figure 2.5 [18], which are 
resumed as follows:
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 1. At the beginning of each slot, the transmitter and the receiver 
select one channel to sense according to the belief vector. The 
two users exploit the same belief vector to ensure that they 
tune to the same channel.

 2. If the sensed channel is available, the transmitter generates 
a random back-off time and the sender continues to monitor 
the channel during this period. If the channel remains idle, 
the transmitter starts a request-to-send/clear-to-send (RTS/
CTS) handshake to verify whether the sensed channel is also 
available at the receiver side.

 3. The transmitter sends data over channel. If the data are suc-
cessfully received, the receiver transmits an acknowledgment 
message. Finally, both the sender and the receiver update 
their belief vector.

DC-MAC is one of the few opportunistic MAC protocols that include 
sensing errors in its design; however, its implementation is limited by 
the assumption that the transition probability in the Markov chan-
nel model is known. In practice, this may not be available for high 
 collision frequency and high drop rate among SUs.

However, these existing results in those studies do not take into 
account the fading of wireless channels, which may affect the spec-
trum sensing polices. Also, the time consumption of spectrum sens-
ing and the computational complexity have not been considered. 
Therefore, Wang et al. [22] proposed a heuristic policy to find the 
optimal sensing policy based on the theory of POMDP with com-
parable performance and low complexity. Moreover, strong coupling 
between channel fading and PU occupancy exists and impacts the 
trade-offs under the new setting. The scheduling process, in the pres-
ence of such coupling, can become even more complicated when tem-
poral correlation in both sets of system states are included, particularly 
when such memory bears a long-term correlation structure. Wang and 

Belief
vector State

transition
Sensing
action

Sensing
observation

Access
action ACK Reward
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Figure 2.5 The sequence of operations in a slot.
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Zhang  [23]  formulated an optimal POMDP to examine the intricate 
trade-offs in the optimal scheduling process, when incorporating the 
temporal correlation in both the channel fading and PU occupancy states.

2.4.1.2 Centralized POMDP Framework The POMDP framework for 
the DC-MAC requires global synchronization, which gives a very 
low throughput when collision probability is high and the number of 
channels to be sensed per time slot is not optimized. In order to solve 
the problem, Prabhjot et al. [24] considered probabilistic channel 
availability in case of licensed channel detection for single-channel 
allocation, whereas variable data rates are considered using channel 
aggregation technique in the multiple channel access models. These 
models are designed for a centralized architecture to enable dynamic 
spectrum allocation and are compared based on access latency and 
service duration. Figure 2.6 shows the Markov queuing models.

Prabhjot et al. modeled the functionalities of media access at Base 
Station (BS) using distributed queuing where the first queue is equiv-
alent of sorting overlapped detections received from all SUs in the 
network, updating its database, contention, and conflict management. 
We call this queue as SA queue (SAQ ). This queue receives the chan-
nel requests from the SU at an arrival rate of l1 and from SU at an 
arrival rate of l2. The requests once sorted will be considered for chan-
nel allocation, which is modeled as channel allocation queue (CAQ ). 
Thus, at the output of CAQ there is a random splitting with probabil-
ity p if the serving request is a feedback to SAQ and with probability 
q if it is a feedback to CAQ , where, for both p and q, 0 < p, q < 1.

CAQ

CAQ

SAQ

SAQ

1 − p − qλ1

λ2

q

p(a)

(b)

Figure 2.6 queuing models for SCDqMAC (a) and MCDqMAC (b).
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Due to the consideration of allocating only one channel to an 
SU at any given time, it is referred to as single-channel distributed 
queuing-based MAC (SCDQMAC) model. This model is shown in 
Figure 2.6a.

Due to this feature of the model to allocate multiple channels to an 
SU and the use of distributed queuing, it is referred to as multichannel 
distributed queuing-based MAC (MCDQMAC) model. The queu-
ing model for MCDQMAC is shown in Figure 2.6b.

Also, Kaur and Khosla [25] proposed a Monrovian queuing model 
for dynamic spectrum allocation. In a centralized architecture to 
overcome the hidden terminal problem and to obtain complete infor-
mation of unused frequency (spectrum hole), sensing is considered to 
be decentralized (Figure 2.7).

These queues are special cases of stochastic processes, characterized 
by an arrival process of service requests and a waiting list of requests 
to be processed. The queue stacking all entries of SUs is referred to as 
SAQ , and all the requests entering this queue are served on first-come 
first-serve (FCFS) basis. At any time when bandwidth needs be allo-
cated to the SU, the head considers both the requests from the SU and 
the PU who need its licensed channel. Thus, while distributing a num-
ber of frequencies to the PU and SU, the arrival rates of both the users 
are summed to access the frequencies with the Head. The queue so 
formed is referred to as CAQ. They use Markov process to analyze the 
queuing models. The blocking probability Pi for the bandwidth request 
of the channel state i made by the CR that finds all the channels with 
the Head as occupied is given by Erlang-B formula as given below:
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where:
r2 is the traffic intensity for CAQ

2.4.1.3 Hidden Markov Model The hidden Markov model (HMM) 
[26] can then be used to identify the sequences of observations 
with the same pattern by choosing the model that would most 
likely  produce the observed sequences. HMMs have been applied 
to CR spectrum occupancy prediction research [27,28]. Akbar and 
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Tranter [27]  developed an HMM-based DSA algorithm where the 
HMM models and predicts the spectrum occupancy of the licensed 
radio bands for CRNs. In addition, a channel status predictor using 
HMM-based pattern recognition was proposed in [28]. However, 
none of the previous work takes the time delay incurred by hardware 
platforms into consideration for prediction. Moreover, the ideas of 
using HMM for prediction in the previous work are all based on 
pattern recognition. In fact, HMM can be exploited beyond pattern 
recognition. Therefore, a modified HMM-based single SU predic-
tion was proposed and examined in [29]. The scheme considered the 
time delays that undermine the accuracy of spectrum sensing. Also, 
the HMM has some limitations: It requires good training sequence 
and it is computationally complex. Therefore, Li et al. [30] proposed 
an HMM scheme based on myopic channel sensing policy to esti-
mate the parameters of primary channel Markov models with a lin-
ear complexity (low complexity).

2.4.2 Game Theory

Different approaches that have been used to model the strategic inter-
actions for spectrum sharing are shown in Figure 2.8. Game theory 
serves as a powerful tool in order to model the strategic behavior of 
PUs and SUs for their coexistence. The economic models include 
principles such as setting the price of the spectrum available in order 
to maximize the revenue of the PUs, choosing the best seller for the 
spectrum in order to maximize the satisfaction from the usage of 
the spectrum for SUs, modeling the market competition, and so on. 
Therefore, many of the existing literature on modeling the economic 
interactions in wireless networks use a combination of game theory, 
price theory, and market theory.

SAQ CAQ
Ch 1

Ch 2

Ch S

λ1

λ1

Figure 2.7 The equivalent model of network of queues. (P. Kaur and A. Khosla, IACSIT International 
Journal of Engineering and Technology, 3(1), 1–4, 2011.)
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Game theory is a well-developed mathematical framework that 
has been widely applied to the intelligent behaviors of rational deci-
sion makers in strategic interactions, where the action of one actor or 
player impacts (and perhaps conflicts with) that of other components. 
In a CRN, wireless services are provided to SUs that seek to achieve 
the maximum performance if they do not belong to the same network 
entity. Therefore, game theoretical approaches can be used to solve 
the DSA problem [31,32]. There are two types of games—cooperative 
and noncooperative—based on whether the users exchange informa-
tion regarding their decisions or not, respectively. In the literature, 
most related SA algorithms formulate a game and try to find the opti-
mal solution through the Nash equilibrium (NE) [33].

A no-regret learning game approach [34] was proposed to ana-
lyze the behavior of cognitive users in distributed adaptive channel 
allocation, and both cooperative and noncooperative scenarios are 
considered.

2.4.2.1 Repeated Game The simplest game theoretic model that cap-
tures these concepts is that of a repeated game. A repeated game 
is one in which each stage of the game is repeated, usually with an 
innate time horizon.

R. Etkin et al. proposed a repeated game approach [35–37] for spec-
trum allocations. The spectrum sharing strategy could be enforced 
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Spectrum allocation
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Game theory

Market structure/
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Joint strategy: Game theory,
market structure, and price theory

Solution approaches
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Figure 2.8 Solution for spectrum sharing in CRNs.
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using the NE of dynamic games. In this model, SUs will have to 
vacate their current channel whenever a PU becomes active, and 
R. Etkin et al. considered a cost associated with switching channels.

Channel selection in opportunistic SA has also often been modeled 
as a repeated game. Mitola [2] modeled the sharing of open spec-
trum as a repeated game. They considered a punishment scheme and 
showed that a more efficient equilibrium can be reached when autono-
mous radios interact repeatedly, as opposed to when they interact in a 
single-stage game (in general, a well-known result in game theory, an 
example of which is the repeated prisoner’s dilemma). They continued 
further and also considered the incentives for CRs to truthfully report 
their operating conditions in negotiating access to spectrum: relying 
on mechanism design, Mitola [2] designed cheat-proof strategies for 
dynamic spectrum sharing. The selection of the best spectrum oppor-
tunities by SUs of some spectrum band is modeled as a repeated game 
in [3]. In this model [3], SUs will have to vacate their current channel 
whenever a PU becomes active, and Akbar and Tranter [27] consider 
a cost associated with switching channels. A subgame perfect equi-
librium, an NE that is also equilibrium for every proper subgame of 
the original game, is one way to characterize the likely outcome of 
such a game.

In [4], C.-T. Chou et al. use repeated games to model the evo-
lution of reputation among SUs, when one of them is chosen to 
manage the spectrum made available by the PU. In several of the 
applications mentioned earlier, repeated interactions among a set 
of CRs allow for the design of incentive mechanisms that lead to a 
more efficient equilibrium. A different question is whether there are 
simple ways for a radio, by observing others’ actions and the utility 
resulting from its own actions, to converge to an NE. We treat that 
question next.

Relatively recent developments in games of imperfect public and 
private information have the potential to yield new insight into what 
we have termed the price of ignorance [38]. Therefore, spectrum pric-
ing problem with analysis of the market equilibrium is studied in [39] 
and [40]. The utility functions that account for fairness and efficiency 
among the players were presented in [41] and [42] to prove that coop-
erative game can achieve better spectrum sharing performance than 
noncooperative game.
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2.4.2.2 Potential Games The class of games called potential games is 
of particular interest in the context of learning. If a dynamic adapta-
tion problem can be modeled as a potential game, then if radios follow 
a simple adaptation algorithm (which we will discuss in more detail 
shortly), they are guaranteed to reach a solution that is stable from the 
point of view of the entire network.

Even when players have utility functions that reflect their own self-
ish interests, rather than those of the network, in a number of cases of 
interest to DSA and cognitive network games the model results in a 
potential game. Thomas et al. [43], for example, modeled the topology 
control problem for an ad hoc network where nodes can select a chan-
nel to operate on from a finite set of available channels. This topology 
control mechanism consists of two phases: in the first phase, radios 
select a transmit power level with energy efficiency and network con-
nectivity in mind, and in the second phase, they select channels with 
interference minimization objectives. Thomas et al. [43] are able to 
show that both problems (power control and channel selection) can be 
formulated as ordinal potential games, and best-response dynamics 
are guaranteed to converge to equilibrium.

However, the computational complexity for DSA and the need of 
centralized controllers can often be overwhelming or even prohibi-
tive. To address these problems, a recent work [44] has proposed a 
two-tier market model based on the decentralized bargain theory, 
where the spectrum is traded from a PU to multiple SUs on a larger 
timescale, and then redistributed among SUs on a smaller timescale. 
A mechanism design was proposed in [45] and [46] to suppress the 
cheating behavior of SUs in open SA by introducing the function to 
user’s utility.

In general, game theory has been widely used in cognitive SA 
algorithms, which can be used for both cooperative and noncoopera-
tive decisions between SUs. The main disadvantage of this approach 
is that the utility function and the game formulation must be very 
carefully structured to achieve equilibrium. Furthermore, the perfor-
mance in the equilibrium is also affected by the game formulation and 
the utility function.

Gale–Shapley theorem: This theorem for SA in CRNs has also been 
proposed with a game theory technique called stable matching in [47]. 
The stable matching theory was proposed for studying the stability of 
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marriage and the one-to-one function. This approach does not con-
sider the dynamic nature of CRNs, which results from the mobility 
of the users, the dynamic service requirements of the users, and the 
existence of primary transmissions.

Auction mechanism: This mechanism for spectrum sharing has also 
been proposed in [48]. It is an applied branch of economics studying 
the way people behave in auction markets. A real-time spectrum auc-
tion framework was proposed in [49] to assign spectrum packages to 
proper wireless users under interference constraints. In [50] and [51], 
a belief-assisted double auction mechanism was proposed to achieve 
efficient dynamic spectrum allocation, with collusion-resistant strate-
gies that combat possible user collusive behavior using optimal reserve 
prices. In [52], the auction framework that allows SUs share the avail-
able spectrum of PUs acts as a resource provider announcing a price 
and a reserve bid to allocate the received power as a function of the 
bids. Effective mechanisms to suppress dishonest or collusive behav-
iors are also considered in [53], in case SUs distort their valuations 
about spectrum resources and interference relationships.

2.4.3 Graph Theory

Graph theory algorithms: A cognitive network can be modeled as a 
graph G U E L= ( , , )C B , where U is the set of users sharing the spec-
trum, LB represents the channel availability list at each vertex, and EC 
is the set of edges modeling the interference constraints. A list col-
oring spectrum allocation algorithm based on graph coloring theory 
was proposed in [54].

How to effectively manage and use these spectrums based on 
graph theory becomes the key problem in CR system. A more scal-
able scheme called dynamic interference graph allocation (DIGA) 
can be used [42,55,56], which is based on a dynamic interference 
graph that captures the aggregated interference effects when mul-
tiple transmissions simultaneously happen on a channel. Figure 2.9 
shows an example of how to construct an interference graph. Assume 
that there are three PUs, each occupying one of the three channels. 
An SU within the coverage area of a PU cannot use the channel occu-
pied by that PU. For example, channels available to SU A are (1,2). 
Furthermore, neighboring SUs (indicated by a line connecting two 
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SUs in the figure) interfere with each other if they access the same 
channel. The problem is how to allocate available channels to SUs 
to optimize certain network utility such as sum capacity under fair-
ness constraints. Zheng and Peng [57] proposed different centralized 
and distributed strategies to optimize system throughput and fairness 
while minimizing interference. For instance, given u,v ∈ U, if u and v 
interfere when using simultaneously a channel m, an edge between u 
and v is labeled m, where m is an element of EC. Figure 2.10 illustrates 
an example of a graph [57] according to this representation. In the 
proposed schemes, channel assignment follows the order of the nodes 
to maximize the system utility.

Interference graphs are commonly used in centralized approaches 
where the spectrum server constructs the graph and assigns the chan-
nels. In distributed approaches, the SUs themselves form the sets of 
available channels and negotiate with their neighbors which spectrum 
bands to select in order to avoid interference between the links and 
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Figure 2.9 Spatial spectrum opportunity sharing among Sus formulated as a graph coloring 
problem.
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Figure 2.10 A Network color graph (NCg) representation of channel availability and interference 
constraints.  (h. Zheng and C. Peng, “Collaboration and fairness in opportunistic spectrum access,” 
Proceedings of the IEEE International Conference on Communications, vol. 5, pp. 3132–3136, May 2005.)
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maximize their performance. Double hopping [58] is a DIGA scheme 
that proposes a distributed algorithm to generate a hopping pattern 
that minimizes the number of used frequencies. Maximizing the 
number of used channels for a transmission would reduce the inter-
ference to PUs. Although there are many algorithms proposed so far 
in the literature using interference graphs, to our knowledge, they all 
consider a network with SUs only. Future works should be extended 
to also include PUs in the graphs to limit the sets of available channels 
in links in the neighborhood of operating PUs.

Graph coloring is a commonly used technique for decision making 
[59–61], where the cognitive network is mapped to a graph, which is 
either unidirectional or bidirectional according to the characteristics 
of the algorithms. The algorithm considers the color list and the color 
rewards (bandwidth and throughput). In each stage, the algorithm 
labels all the nodes with a nonempty color list according to a labeling 
rule. Each label is associated with a color. The algorithm selects the 
node with the highest label and assigns the color (e.g., color). It then 
deletes the color from the node’s color list, and also from the colonists 
of its color-constrained neighbors. When a node allocates colors, the 
change of the color list of its neighbors should be registered. The labels 
of the colored node and its neighbor nodes are modified according to 
the new graph. The algorithm enters the next stage until every node’s 
color list becomes empty. In the following, we introduce two label-
ing rules. Although this is generally accepted, it does not reflect the 
adjacent-channel Interference (ACI) that causes severe performance 
degradation when links are close to each other. Future work in graph 
coloring-based cognitive SA should incorporate another layer in the 
color graph corresponding to the ACI and prevent the connected ver-
tices from using either the same or adjacent spectrum bands.

Many previous works have illustrated the problem of spatial spec-
trum opportunity sharing, which is equivalent to graph coloring 
shown in [57] and [62]. Specifically, SUs form vertices in a graph 
and an edge between two vertices indicates two interfering users. 
Treating each channel as a color leads to a graph coloring problem: 
Color each vertex using a number of colors from its color list under 
the constraint that two vertices linked by an edge cannot share the 
same color to obtain a color assignment that maximizes a given utility 
function. Obtaining the optimal coloring is known to be NP-hard. 
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 In  addition, in order to improve the performance, many research-
ers also used evolutionary algorithms to enhance the graph color-
ing performance. Game theory provides another approach to spatial 
opportunity allocation [63]. An interesting connection between the 
resultant colored graph and the NE of the corresponding game is 
noted in [63]. Nguyen and Lee [61] proposed a suboptimal heuris-
tic greedy algorithm with a much lower complexity and reasonable 
performance, which is based on the coloring interference graph con-
structed for unnerved SUs under the negative influence of all  serviced 
SUs and active PUs. Also, the paper [61] proposed the greedy joint 
scheduling and power control algorithm, which is completely based 
on the adaptive construction of the coloring interference graph for all 
channels. This algorithm tries to fast update the coloring interference 
graph after each SU is served.

Recently, a color-sensitive graph coloring spectrum allocation 
algorithm has been proposed in [56] and [64], which takes the com-
bination of benefit and fairness into account. But the running time 
was too long in allocating channels. In [57], an optimal algorithm to 
compute maximum throughput solutions was proposed based on a 
multichannel contention graph to characterize the impact of interfer-
ence. The algorithm proposed in [65] regarded that the different users 
would have different reward values after obtaining different channels. 
However, it had a poor adaptability in consideration of the dynamic 
changes of the open spectrum management system. Therefore, the 
algorithm based on graph coloring model could achieve a good trade-
off between throughput and fairness while ensuring  interference-free 
transmission.

2.4.4 Artificial Intelligence

Artificial intelligence algorithms are stochastic search methods that 
mimic the natural evolution and the social behavior of species, such as 
artificial neural network (ANN) algorithm, genetic algorithm (GA), 
ant colony optimization (ACO) algorithm, and artificial bee colony 
(ABC) algorithm. The algorithms are widely used to optimize the 
radio parameters for DSA and solve the SA problem.

The idea of ANN was then applied to computational models, which 
is nothing more than a set of nonlinear functions with adjustable 
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parameters to give a desired output. Because of their ability to dynam-
ically adapt and be trained at any time, ANNs are able to learn pat-
terns, features, and attributes of the system they describe. They have 
also been used for radio parameter adaptation in CR [66,67] and SA 
behavior learning [68]. In [66,67], the ANN determines the radio 
parameters for given channel states with three optimization goals, 
including meeting the BER, maximizing the throughput, and mini-
mizing the transmit power. In [68], a practical spectrum allocation 
behavior learning method based on multilayer perception ANN is 
introduced, by which the state of different channels in future times-
lots (either idle or busy) can be forecasted through supervised learning 
such that CR nodes can create a handover channel list in advance 
without interruption to its ongoing transmission.

GAs are random search techniques used for finding optimal solu-
tions to problems such as cognitive SA. Park et al. [69] validated 
the applicability of GA-based radio parameter adaptation for the 
CDMA2000 forward link in a realistic scenario with Rician fading. 
Thilakawardana and Moessner [70] investigated a GA-based cell-by-
cell dynamic spectrum allocation scheme to achieve a better spectral 
efficiency than the fixed spectrum allocation scheme. Kim et al. [71] 
implemented a software for CR with the spectrum-sensing capability 
and a GA to optimize the radio parameters for DSA. They are based 
on the principles of evolution and genetics that are different from 
other optimization techniques. This means that the fitter individual 
has higher probability to survive. To solve optimization problems, 
GA uses fitness functions and requires the parameters to be coded as 
chromosomes or finite-length strings over a finite alphabet, which are 
collected in groups called populations. The advantage of using GAs 
to solve the optimization problem of spectrum assignment in CR is 
that they can handle arbitrary kinds of constraints and objectives. 
However, one of the major disadvantages associated with GA is that 
the process for finding the optimal solution is quite slow and there is 
always the risk of finding not the globally optimal solution.

Moreover, Changchang and Yunxiao [72] presented a niche adap-
tive GA for CR spectrum allocation. The adaptive niche GA has the 
following features: (1) adaptively and dynamically adjusting the cross-
over probability and mutation probability and (2) dividing the popu-
lation into several niches, each niche evolving parallelly.
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Considering the fact that the cognitive ability of SUs in CRN 
is similar to the intelligent behaviors of ant colonies in a biologi-
cal environment. In [73–75], ant colony algorithm is used to solve 
the spectrum allocation problem in CRNs. ACO is a well-known 
metaheuristic in which a colony of ants cooperates in exploring good 
solutions to a combinatorial optimization problem. In addition, the 
proposed algorithm is distributed with each node selecting its channel 
based on the pheromones received by its neighbors. The target objec-
tive is to maximize the total probability of successful transmissions, 
but something that does not guarantee the QoS of the transmissions.

ABC algorithm is a swarm intelligent optimization algorithm 
inspired by honey bee foraging, which introduces the concepts of 
employed bees, onlookers, and scouts, and enhances the performance 
of a search method by using a memory structure. Where, employed 
bees are equal to the number of food sources. Onlookers share the 
information of the food sources and explore. Scouts are employed 
bees that search new food sources, abandoning their own. In [75], 
a  general model and utility functions for optimizing efficiency and 
fairness in spectrum allocation of CR by ABC algorithm are defined. 
In order to decrease the search space, a mapping process is proposed 
between the channel assignment matrix and the position of the bees 
of ABC based on the characteristics of the channel availability and 
the interference constraints.

Fuzzy algorithm is a commonly used technique for decision making 
and optimization algorithms in SA [76–78]. Fuzzy inference theory 
is also employed for two goals: One is the introduction of preference 
information on diverse assessment variables. The preference given in 
the form of a weight vector indicates an unequal importance between 
variables. The other goal is to overcome the limitation of nonuniform 
measurement standards due to multiple variables, and then calculate 
the integrated utility on SA decision.

Figure 2.11 shows the structure of a fuzzy logic system (FLS) [76]. 
When an input is applied to an FLS, the inference engine computes 
the output set corresponding to each rule. The input to the FLS can 
be the arrival rate of the PUs or SUs, the channel availability, the 
distance between users (either PUs or SUs), the velocity (if SUs are 
moving), the conflict graph (or any other model that captures the 
interference relationship between users), and so on. These parameters 
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are the input to the fuzzy controller, which takes decisions based on 
the set of predefined rules as to which SU will select which spec-
trum band. The rules use membership functions as weighting factors 
to determine their influence on the final fuzzy output sets regarding 
the spectrum utilization. Fuzzy logic is used mostly in cases where 
the configuration of the CRN is known a priori. Only in these cases, 
for a given set of values, the spectrum assignment can be performed 
automatically. However, a fuzzy system is not scalable because a large 
number of rules is normally required for performing SA and consider-
ing all the different parameters that can affect the SA decisions; these 
rules are mainly subjective. All these parameters that should be used 
as input can make the formulation of rules very difficult. Finally, the 
membership functions can affect the results dramatically if not struc-
tured properly.

2.5 Routing schemes of CRns

While CRNs have attracted huge attention from the research com-
munity, most of the research work focuses on the PHY and MAC 
layers [79]. However, routing algorithm design, as a key aspect of net-
working technologies, plays an important role in improving network 
performance in multihop CRNs and should be carefully considered. 
A unique challenge for routing design in CRNs is the dynamics of 
spectrum availability. From a routing perspective, it is expected that 
data packets are routed via a stable and reliable path to avoid frequent 
rerouting problem, since frequent rerouting may include broadcast 
storm to the network, waste the scarce radio resource, and degrade 
the end-to-end (e2e) network performance such as throughput and 
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Figure 2.11 The structure of an FLS.
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fairness. In this chapter, we present a brief overview of routing schemes 
for CRNs. As illustrated in Figure 2.12, there are three general clas-
sical routing solutions for CRNs. MANET, mobile ad hoc networks.

2.5.1 Routing in Multihop CRNs

It is clear from previous studies [80] that cognitive nodes can rely 
on each other to form a heterogeneous network spreading across dif-
ferent primary radio networks’ cells. Multihop CRNs can be con-
structed whereby CRs relay information between a CR sender and a 
CR receiver. In multihop CRNs, the farthest neighbor routing algo-
rithm using the underlay access [81] to find a multihop route from the 
cognitive source (CS) to the cognitive destination (CD) was proposed 
in [82]. If the primary source (PS) transmits the data to the primary 
destination (PD), the maximum hop transmission distance subject 
to the QoS requirement of the primary transmission is calculated. 
Otherwise, the maximum hop transmission distance equals to the 
maximum transmission distance subject to the QoS requirement of 
the cognitive transmission.

The multihop cognitive network scenario is shown in Figure 2.13. 
It consists of a PN and a CR ad hoc network (CRAHN), where there 
are the PS and the PD. In the CRAHN, there are the CS, the CD, 
and many other cognitive nodes. The CS and the CD are assumed to 
be located on a line that is parallel to the x-axis. Each node is assumed 
to have a single antenna because of the size and the power constraint, 
where nodes Ai and Bj  represent the cognitive receiver in the ith hop 
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and the jth cognitive relay, respectively. For the route found between 
the CS and the CD, let M and N denote the number of cognitive 
receivers and cognitive relays, respectively.

This task becomes even more challenging because the CR domain 
still lacks many defining rules and principles. Clearly, routing is the 
first issue to deal with in order to construct CR-aware multihop 
networks. Recently, several routing schemes have been proposed for 
multihop CRNs. For example, a spectrum tree-based on-demand 
routing protocol (STOD-RP) was proposed in [83], in which all 
nodes are assumed to be stationary or move very slowly, and the sta-
tistics of PU activities and available spectrum band information are 
assumed to be always available. A spectrum-aware on-demand rout-
ing protocol (SORP) is proposed in [84], which considers the inter-
flow interference and channel switching delay, and is a cumulative 
delay-based routing protocol. However, there are several challenges 
existing in the CRN routing protocol design, three of which are as 
follows:

 1. The first challenge is the integration of route discovery with 
the spectrum decision [85]. Due to the time-varying and 
intermittent spectrum availability, the spectrum channel 
information needs to be known when selecting the route.

 2. The second challenge is the lack of a stable common control 
channel (CCC). Since a CR node has to vacate the channel 
as soon as a PU appears on that channel, however, the imple-
mentation of a fixed CCC may be infeasible.
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Figure 2.13 The primary transmission coexists with the multihop cognitive transmission.
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 3. The third challenge is the failure of spectrum-adaptive route 
recovery. In addition to node mobility, link failure in mul-
tihop CRNs may happen when PU activities are detected 
around CRN users [85].

Therefore, Huang et al. [83] designed a routing scheme for a multihop 
CRN that overcomes the aforementioned three challenges by consid-
ering the path stability and node capacity. The scheme makes the four 
following contributions:

 1. A realistic mobility model is proposed to describe the move-
ment of highly mobile nodes and estimate the link stability 
performance based on node movement patterns.

 2. A CRN topology management scheme is proposed based on 
a clustering model that considers the radio link availability, 
the average number of hops, and channel switching from the 
member nodes to the cluster head (CH).

 3. Two new CCC selection schemes are proposed based on the 
node contraction concept and the discrete particle swarm 
optimization algorithm. The intercluster control channels and 
gateways are selected from the CHs based on the node degree 
level.

 4. A novel routing scheme is proposed that tightly integrates with 
the channel assignment scheme based on the node capacity.

From the above discussion, it is true that CRNs present some resem-
blance to multiradio multichannel networks, but multihop CRN 
technologies add the new challenges of having to deal with transmis-
sions over parallel channels and handling routing protocol, PR-to-CR 
interference. A relay path is often composed of multiple user termi-
nals. Due to multihop transmission, the e2e (PR to CR is one situa-
tion) throughput could be degraded. One obvious solution is to allow 
concurrency among multihop transmissions, which would, neverthe-
less, increase the interference and potentially degenerate the per-hop 
capacity. As such, it is uncertain whether employing concurrency in 
multihop relaying is beneficial for the e2e throughput. For instance, 
in [86], multihop systems are proved to provide substantial through-
put improvement by operating the concurrent relaying transmission 
in association with the nonconcurrent transmission. In addition, 



73A survey on Joint routing

in [82], the use of relays in the CRN with interference control is 
addressed. In particular, based on the transparency and reliability 
conditions, Xie et al. derived the maximum reachable distance of a 
CU in  one-hop,  proposed two routing schemes to perform relaying, 
investigated the influence of concurrent transmission among multiple 
relays, and analyzed the e2e channel utilization, energy efficiency, and 
delay advantages of CRNs with and without relaying.

Moreover, SUs possess physical capabilities that, if efficiently 
exploited, allow them to sense, switch, and transmit over many bands 
of the spectrum, thus removing some physical constraints considered 
in previous wireless networks. Nevertheless, if the primary spectrum 
band, once available, remains usable for an unlimited duration (e.g., 
counted in hours or days), the obtained network model does not dif-
fer in essence from any wireless environment considered today. In 
fact, the routing problem becomes very similar to the one defined 
and resolved in a multihop multichannel mesh network. Besides, if 
the environment imposed by the primary nodes’ behavior gets more 
dynamic, new cognitive-specific approaches need to be proposed. 
Such dynamic routing approaches shall be used until the sporadic 
availability of primary bands becomes on average smaller than (short) 
communication duration. Practically, this last dynamic environment 
requires per-packet routing solutions since a path cannot be consid-
ered for whole flow duration. Therefore, in such cases an opportunistic 
forwarding approach based on the instantaneously available primary 
bands is a potential candidate to replace e2e outing approaches. 
Indeed, the overhead and time duration required to establish a path 
for a short period of use make traditional routing an unthinkable solu-
tion. Therefore, in [87], Abbagnale and Cuomo designed a routing 
scheme that captures the connectivity characteristics of paths and 
suitably selects the best route in uncertain and high variable scenarios, 
which make these paths shorter with respect to the paths where nodes 
have less spectrum availability. Therefore, the routing scheme solved 
the overhead and time duration requirement problem.

In multihop CRNs, the increase of the number of cognitive receiv-
ers results in a lower e2e reliability and a lower e2e throughput. To 
combat these disadvantages, the number of cognitive receivers should 
be reduced. Recently, the research of the cooperative routing has been 
done in [88] and [89]. However, none of them deals with the reduction 
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of the number of cognitive receivers with the consideration of the 
coexistence of the primary and cognitive transmissions. Therefore, Lin 
and Sasase [90] proposed the primary traffic-based multihop routing 
with the cooperative transmission that reduces the average number of 
cognitive receivers on the route from the CS to the CD by using the 
cooperative transmission and has better performance in terms of the 
e2e reliability, the e2e throughput, and the average required transmis-
sion power of transmitting the data from the CS to the CD.

In general, multihop CRN is one of the most advanced areas in 
wireless communication situation. For this reason, we focus on mul-
tihop CRNs and the routing in this chapter. If SUs are exploited over 
well-defined primary spectrum when considering the activity and 
holding time, the simple routing approach can be used well. However, 
if CR implementation will play more flexibly when the available spec-
trum bands and their usage happen, the perfect routing scheme should 
be judiciously chosen first for every situation, depending on the traffic 
happening and the availability of the primary bands, even the history 
in the considered wireless environment.

In addition, there is another question: the presence of multiple 
channels for parallel transmissions, or the channel selection and 
spectrum management, should be considered in dynamic routing in 
CRNs at the MAC layer. In practice, the interaction between rout-
ing and MAC layers should be considered when the channel deci-
sion happens at the MAC layer. The selection of different channels 
may lead to different neighbors if the channel in the cognitive MAC 
implies the selection of the next hop. This should be optimized based 
on the MAC-related information to select all next hops to the desti-
nation. But the obtained paths may not be optimal for all flows in the 
CRN, because the selection situation only considers local information 
as well as lacks a global vision. Therefore, a good approach is to assist 
the routing from lower layers that remains for a short period of time. 
This metric proposed in [80] also reflected the spectrum availability 
and its quality.

2.5.2 Routing in CRAHNs

Several classification methods have been proposed to categorize 
the existing routing schemes for CRAHNs. In this section, we 
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present a new classification of CRAHN routing schemes based on 
the approaches used for establishing the e2e routes. The CRAHN 
routing schemes are further classified into three subclasses: optimi-
zation modeling, probabilistic modeling, and graph modeling (see 
Figure 2.2).

2.5.2.1 Optimization Modeling Approach A representative routing 
scheme was proposed in [91], which briefly discusses other CRAHN 
routing schemes based on optimization modeling, such as in [7,92,93].

Caleffi et al. [92] presented two main existing routing metrics in 
CRAHNs: (1) They are often based on heuristics without consider-
ing optimization and (2) they are unable to measure the actual cost 
of a route because they do not consider the route diversity effects. 
Therefore, an optimal routing metric called OPERA is designed 
to achieve two features: (1) optimality—using both Dijkstra- and 
Bellman–Ford-based routing protocols to optimize the OPERA—
and (2) accuracy—OPERA exploits the route diversity from the 
intermediate nodes to guarantee the actual e2e delay. The perfor-
mance evaluation can improve the performance of the routing metric 
for CRAHNs.

Hou [91] assumed that all SUs have a set of spectrum bands avail-
able for transmission. Every spectrum band can be divided into several 
sub-bands of different bandwidths. The spectrum selection scheme 
also considers a signal interference model; this method allows at most 
one SU to use a sub-band in the area caused by the interference ranges 
of the transmitter and the receiver (see Figure 2.14). Nagaraju et al. 
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Figure 2.14 Signal interference constraint.
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[93] proposed an optimized CRAHN routing scheme by setting the 
objective of maximizing the network throughput.

In addition, recently, researchers have defined a new routing metric: 
an efficient shortest path algorithm by discovering the lowest weight 
route between any pair of nodes in a CRN. Sampath et al. [94] pre-
sented a scheme that combines the switching delays and the link sta-
bility. However, this metric is not optimal, which was proved in [95]. 
The paper [96,97] proposed a routing metric and a routing protocol to 
achieve high throughput efficiency by considering the route stability. 
Wang et al. [98] proposed an asymptotic study of the capacity and 
delay for CRNs by comparing shortest path routing, network coding 
techniques, and multi-path routing. However, the quality of a route 
was ignored in their work. Therefore, Lin and Chen [99] presented an 
opportunistic path metric that accounts for the route diversity effects. 
However, both the closed form expression and the optimality are not 
taken into account in their schemes. Abbagnale and Cuomo [100] 
and Chowdhury and Akyildiz [101] proposed a novel CR metric by 
minimizing the interference considering path stability and availability 
over time. Caleffi et al. [92] proposed a novel CR routing metric with 
the objective to overcome the issues: non-optimality and in-accuracy 
caused by the interference.

2.5.2.2 Probabilistic Modeling Approach Recently, researchers have 
proposed some probabilistic approaches designed for multichannel 
multihop networks [102–104]. The probability distribution odds-on 
mean (OOM) is used widely to improve the selection probabilities. 
Further, there are two shortcomings when the schemes used in cen-
tralized routing of network traffic: (1) delay requirement due to infor-
mation back and forth throughout effect in the network and (2) the 
complexity and the information overhead grow quickly with the 
network size. Therefore, Soltani and Mutka [102] presented a decen-
tralized probabilistic routing to solve the problem by utilizing the 
ArgMax probability distribution for dynamic CRN environments.

Khalife et al. [80] presented a novel routing protocol for CRNs 
that employs a probabilistic metric. CRNs have specific proper-
ties; consequently, routing in this particular environment should be 
designed in a way to ensure route stability and availability. However, 
the proposed routing metric is able to capture effectively through 



77A survey on Joint routing

probabilistic calculation, the specific constraints imposed on a cog-
nitive node by the activity, and the density of the primary nodes. The 
protocol algorithm favors the use of multiple frequencies between 
two communicating CR nodes (PUs and SUs), which is an impor-
tant feature of CR environments. Cagatay Talay and Altilar [105] 
augured that, if a channel was reliable before its presentment, it is 
more likely to be reliable in the future. Based on this argument, the 
weight of a channel is defined as a function of the history of tem-
poral usage of the channel, and the probabilistic routing schemes 
are proposed. In the future work, the researchers may aim to study 
real PUs’ data in order to extract measurement information about 
primary nodes’ locations and behaviors. It is also important to study 
the interaction between the dynamics of the arrivals or departures of 
the connections and the dynamics of the cognitive networks. Also, 
we believe that this work could open a new line of future research 
on a different variety of network protocols designed for a dynamic 
environment that incorporate probability distribution in their deci-
sion making.

2.5.2.3 Graph Modeling Approach Several recent works have ana-
lyzed and proposed routing algorithms based on the graph model-
ing approach for CRAHNs [100,106–108]. We aim at presenting the 
schemes reported in those studies in this section.

In [108], a topology formation algorithm was proposed to construct 
a layered graph model (LGM) that the number of layers corresponds 
to the maximum number of channels in order to be sensed by a node. 
Jun et al. [107] used the color theory for distinct channels to form a 
colored multigraph model by applying a novel shortest path algorithm 
to the model. The scheme in [109] used a novel topology formation 
algorithm to enable nodes with both adjacent hop interference and 
the hop count being minimized.

Two routing schemes based on path connectivity for CRAHNs 
were proposed in [100,106]. Abbagnale and Cuomo [100] presented 
the foundation to form a new routing scheme to model and evalu-
ate the connectivity of routing paths based on path connectivity in 
CRAHN. Furthermore, considering that the Gymkhana routing on 
a number of topologies with different PUs’ activities plays an impor-
tant role in CRAHNs, they [100] used the Gymkhana model to 
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derive a utility function for comparing routing paths and provided a 
distributed protocol [106] for efficiently routing data in a CRAHN. 
The proposed utility function measures the connectivity of different 
paths, by taking into account the PU’s behavior, the cost of the chan-
nel switching, and the hop count. The proposed model had a practical 
value in CRN scenarios with the benefits of reduced complexity and 
attractive performance behaviors.

The path selection scheme in [87] is shown in Figure 2.15. The 
metric classifies the paths on the basis of their connectivity and selects 
one of them for routing by using the information contained in the 
received route requests (RREQs).

However, almost all the studies on CRAHN routing using the 
graph modeling approach only address the networks with static links 
and do not explicitly consider the time-varying nature of link avail-
ability. Another interesting aspect of CRAHN routing design is the 
exploitation of the channel diversity in CRAHNs to improve routing 
efficiency, since two SUs in the CRAHNs are typically connected 
by multiple paths through different intermediate SUs and channels. 
In future, researchers will apply novel routing schemes to solve the 
problems.
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Figure 2.15 gymkhana operations performed at the destination. RReP, route reply.
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2.5.3 Adaptive Routing in Cognitive Radio Networks

Adaptive routing [110], as a critical functionality of wireless self-
organized networks, has already been studied considerably in 
recent decades. In consideration of the unique characteristics of the 
radio environment in CRNs, there are several new researches that 
may be  solved by adaptive routing in designing cognitive routing 
algorithms.

 1. First, the fixed CCC used in traditional routing protocols is 
infeasible in CRNs, with some specific routing functional-
ities, such as neighbor discovery, route discovery, and route 
establishment, difficult to facilitate.

 2. Second, intermittent connectivity between neighboring 
nodes may happen frequently not only because of the node 
mobility and dynamic characteristics of wireless signals but 
also because of the dynamic changes of available spectrum 
in CRNs. Besides, the QoS of PUs (e.g., e2e latency, packet 
loss probability) may also be degraded because of the issues 
of spectrum handoff and interference. Therefore, various 
important factors, such as the time-variant channel attenua-
tion, dynamic changes of spectrum, and the frequency–space 
domain characteristics of the radio environment should be 
considered jointly in constituting multihop CR routes.

 3. Last but not least, spectrum-aware rerouting algorithms 
should also be developed to adapt to spectrum fluctuations 
and enable optimization or maintenance of CR routes.

In order to tackle the problem of the above researches, there are some 
papers proving their adaptive models.

Huang et al. [83] proposed a novel CRN adaptive routing scheme 
to solve the high mobility that considers the path stability and node 
capacity by reducing the complexity.

An adaptive traffic route control scheme was presented in [111] in 
order to offer a stable and flexible wireless communication, which pro-
vides high QoS for CR technology and examines the performance of 
the proposed scheme. Figure 2.16 shows the frame of the proposed 
adaptive traffic route control scheme.
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2.6 Routing technology Research for dsa CRns

The quality and distribution of the spectrum resources must be con-
sidered in routing technology research for DSA networks. In this 
chapter, we break through the traditional routing classification criteria 
such as multipath routing algorithm, QoS routing algorithm, routing 
algorithm based on geographical information, and power-aware rout-
ing algorithm; summarize the latest research of routing technology 
research for DAS networks by using a new classification criterion that 
reflects the routing design affected by spectrum sensing and spectrum 
management technologies in CRN environment; and analyze and 
compare some representative of the routing algorithms.

2.6.1 Spectrum-Aware Opportunistic Routing Protocols

For wireless networks, new routing algorithms are necessary due 
to the dynamic nature of the physical layer (in both time and fre-
quency domains) in CRNs [12]. However, routing for DSA is still 
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a less-explored area. There are two issues that should be taken into 
account in jointing routing and SA:

 1. In a changing environment, it is important to be aware of 
the dynamically available spectrum holes and adapt their 
spectrum allocation operations to routing algorithms and 
protocols.

 2. Routing algorithms should consider the routing paths through 
which the generated interference is minimized if it interacts 
with dynamic spectrum allocation routines.

For the first issue, researchers also considered the SA problem in the 
context of dynamic industrial, scientific, and medical (ISM) band 
operations [112,113]. However, Murthy and Manoj [114] proved that 
the packet routing algorithms, particularly algorithms, may be unre-
liable in the domain of ad hoc networks. There is also a natural issue 
on trust and cooperation was proposed when joint coding or multi-
hop routing [63,115].

In addition, several routing protocols have been applied for SA 
in CRNs. For example, Yang et al. [9] presented a SPEAR metric 
that establishes robust paths in the diverse spectrum environment. 
Another proposal called STRAP was proposed in [8]; this scheme 
can apply unused frequency bands without compromising the stability 
of the CRN. Moreover, the ROSA algorithm is one of the advanced 
proposals to maximize the throughput by minimizing the interference 
and maximizing the weighted sum of differential backlogs in [97].

For the second issue, it includes the multiple layer constraints and 
multiple paths for load balancing, which are important for routing in 
the presence of DSA [5,99,116–118]. In [5], a geographic  forwarding 
based routing protocol called SEARCH was proposed for ad hoc 
 networks. Furthermore, the scheme uses Kalman filters to handle 
node mobility for selecting shorter paths. In addition, Pefkianakis 
et  al. proposed a metric called spectrum-aware mesh routing 
(SAMER) [116] based on a mesh network framework, so that the 
routing algorithm passes traffic across paths with higher spectrum 
allocation availability and opportunistic performance. Moreover, 
S.-C. Lin et al. toke the frequency and transmission control into the 
optimization parameters in order to minimize the interference in the 
network [99,118].
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2.6.2 Considering Control Channel for Routing Algorithms

DSA networks are divided into two major categories: unlicensed CR 
in unlicensed bands and unlicensed CR in licensed bands.

These two types of CR are required to avoid interference to the 
PU network especially in the second category. Cognitive nodes need 
to switch working band or adjust transmitter power or modulation 
timely, when the PU begins to occupy the current band using by cog-
nitive nodes. This special requirement raises a challenge to the com-
munication coordination among cognitive nodes such as the broadcast 
message transfer and the route message transfer.

In [84,94,119], it is assumed that the global shared control channel 
that is used by an interface of stationary cognitive nodes to complete 
communication coordination, exchange of spectrum information, 
neighbor discovery, and some other operations is configured in DSA 
networks; however, how to select the global shared control channel 
has not been explained in these references. Because the available spec-
trum resources change dynamically as the time and positions change, 
the selection of control channel will need to be carefully designed 
whether it is global or local so that broadcast messages can cover the 
network entirely.

The distribution of the available spectrum of cognitive nodes is 
asymmetrical and discrete; therefore, cognitive nodes transmit neigh-
bor discovery messages in all available channels and get a collection of 
the available spectra of neighbor nodes and current working channel, 
thus discovering the network topology in [85,120–125].

This approach can lead the DSA networks to adapt changes in the 
environment quickly, but the cost of maintaining the neighbor lists 
and conveying broadcast messages is relatively large.

2.6.3 Joint Routing and Spectrum Selection Algorithm

Wang and Zheng [121] analyzed and compared the hierarchical 
design of spectrum and routing selection; as a result, routing selection 
is independent of the spectrum selection that can simplify the pro-
tocol design in a hierarchical scheme, but the performance of its e2e 
is not as good as joint design in the DSA dynamic spectrum change 
networks. Therefore, the cross-layer routing design technique has bet-
ter adaptability.
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In [84,94,119,120,122], the design ideas of joint ROSA were 
adopted. Cognitive nodes transfer the latest available spectrum infor-
mation of the nodes chosen among the path in the route discovery, 
thus making a full use of the spectrum information for routing selec-
tion and spectrum allocation when routing has been established.

Cheng et al. [119] consider the channel switching delay related to 
the relative distance of spectrum so that a route with the minimum 
path delay can be selected by calculating the time delay from the dif-
ferent spectrum options. Then they analyzed the model of cross data 
flow and proposed a strategy for spectrum switching among cross 
nodes (On-demand routing protocol, DORP) [119]. Ma et al. [120] 
proposed a multihop single-radio cognitive routing protocol, which 
considers that delay can be reduced by avoiding switch, but the use of 
different channels can improve network throughput. Therefore, the 
selected spectrum allocation strategy should be the trade-off between 
switch delay and throughput.

Joint routing and spectrum selection algorithm is beneficial to opti-
mizing e2e transmission performance in DSA networks. Spectrum 
allocation occurs in the route response stages by using both multihop 
single-transceiver CR routing protocol (MSCRP) algorithms [120] 
and DORP algorithms [119], which depend on spectrum selection of 
the destination nodes intensively.

According to the allocated spectrum information on the path, cog-
nitive nodes calculate the delay and other indicators; however, the large 
computation of the nodes increases the delay of route establishing, 
which does not apply to high real-time requirements of the network.

2.6.4 Considering Channel Allocation for Routing Algorithms

The performance of routing algorithms is affected by channel allo-
cation directly due to joint design of channel allocation and routing 
algorithms in DSA networks.

According to the allocation granularity, multichannel distribution 
strategy can be divided into three kinds of packet-based groups in the 
existing wireless network based on the package, the link, and the data 
flow. Packet-based strategy cannot be applied into the actual networks 
due to switching channel frequent switching of channels. Channel 
allocation strategy based on link is more flexibly used by the most 
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majority of DSA networks. However, all the cognitive nodes from the 
source to the destination use the same channel that is required in the 
channel strategy based on data flow.

Fuji et al. [124] proposed a multiband routing scheme based on data 
flow that sends the route request messages on various bands based on 
on-demand routing. Neighbor nodes also forward route request mes-
sages based on on-demand routing. Destination nodes create route on 
multiple bands after receiving route request messages according to the 
principle of minimum hops.

Channel allocation strategy based on the link that causes larger 
time delay due to frequent switching was adopted in [94]. The advan-
tages of both channel allocation based on comprehensive data streams 
and link were synthesized in [122]; therefore, according to the distri-
bution characteristics of spectrum, segmentation-based channel allo-
cation utilizing the flexibility of link and small delay based on data 
flow to allocate channels was proposed.

2.6.5 PU Interference Avoidance for Routing Algorithm

Interference caused to cognitive nodes by PU is changed dynamically 
as the time and positions change in unlicensed CR in licensed band 
DSA networks. Traditional wireless networks cannot adapt to this 
dynamic spectrum environment. Cognitive nodes can take the fol-
lowing measures to deal with when PU appears in the bands occupied 
by cognitive nodes: (1) bypass the interference regions and create a 
new route, (2) switch the band and find idle bands for communica-
tion, and (3) change the transmit power or modulation to avoid inter-
ference to the communication of PU.

Fujii and Suzuki [125] proposed a distributed automatic retrans-
mission request technology using space–time block code (STBC)-
distributed Automatic Repeat-reQuest (AQR), which identifies the 
interference proactively and selects the route adaptively by bypassing 
the interference region, but cannot be applied into energy-constrained 
networks due to the large energy consumption of the nodes caused by 
omnidirectional broadcast of the package.

Route created in multibands was proposed in r [124]; therefore, 
if the current detected bands are unavailable, alternate bands can be 
enabled. Bian and Jung-Min [122] proposed an allocation scheme 
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based on segment splitting and merging under the segmentation-
based channel allocation strategy, according to switching bands and 
rebuilding route in accordance with varying conditions of spectrum. 
SPEAR algorithm designed by Sampath et al. [94] was used by the 
reservation channels on the path for each link, while local repair strat-
egy was used to reselect new channels for broken link under each node 
keeping e2e routing indicators such as throughput and delay to meet 
the situation; if the local repair fails, a new route will be created by 
source nodes.

2.6.6 Joint Dynamic Routing and Cross-Layer Opportunistic Spectrum Access

A new metric called the ROSA was proposed to maximize through-
put through in [7]. ROSA uses queuing and spectrum dynamics 
opportunistically to calculate the next hop based on the SA utility 
function. Then, each packet will potentially follow a different path 
according to the queuing and spectrum dynamics. Furthermore, the 
paper [7] proposed a new scheme for the ROSA’s MAC, called collab-
orative virtual sensing (CVS), that aims at providing nodes with accu-
rate spectrum information based on a combination of physical sensing 
and local exchange of information. However, the ROSA’s MAC may 
cause collision without considering the SA management. Therefore, 
we propose a new scheme, called distributed collaborative scheme in 
cognitive MAC (DCCMAC) protocol, which provides nodes with 
accurate spectrum information based on a physical sensing and local 
exchange of information. DCCMAC is achieved by combining scan-
ning results and information from control packets exchanged on CCC 
that contain information about SA used on different minibands.

For simplicity, we assume that each node is equipped with two 
transceivers: one is employed on the CCC and the other one is a 
reconfigurable transceiver. Handshakes on the CCC are conducted in 
parallel with data transmission on the DC. Also, each node considers 
the cooperative transmission with relay link selections.

DCCMAC is illustrated in Figure 2.17 three-way RTS, CTS, 
and relay preparation-to-relay (RTR) handshakes, backlogged nodes 
contend for SA on the CCC. In addition, RTS is needed for the 
transmitter (the user) to collect and announce the accessed spectrum 
information to its neighbors. Therefore, the RTS/CTS/RTR packets 
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include channel access information to allow the nodes to make adap-
tive decisions.

From Figure 2.3, we can see that the transmitter uses an RTS 
packet to announce the receiver and the spectrum slot of the relay 
link selection. Once the RTS packet is received, the receiver responds 
to the transmitter by a CTS packet in short interframe space (SIFS) 
and modifies the specified transmission data from the transceiver to 
the RTS in a packet. The selected relay will send a new RTR packet 
after receiving the RTS and CTS packets, and the new RTR packet will 
announce the accessed spectrum information to neighbors and the 
statue of the selected relay to the receiver.

Once RTS/CTS/RTR is successfully exchanged, the sender and 
the receiver tune their transceivers to the selected spectrum portion. It 
is necessary to sense the selected spectrum before transmitting, and, 
if it is idle, the sender begins data transmission without further delay. 
Due to the presence of PUs or by conflicting reservations caused by 
losses of control packets, it may make the sender or the receiver find 
the selected spectrum busy just before data transmission. In this case, 
the SU gives up the selected spectrum and goes back to the control 
channel for further negotiation. During the period of the RTS/CTS/
RTR exchange, if the sender-selected spectrum cannot be entirely 
used, as well as the receiver senses the presence of PU or SU, the 
receiver will not send the CTS packet. When the waiting state for 
CTS timer expires and exceeds the RTS retransmission limit, the 
sender will go back to the control channel for further negotiation.

In particular, this scheme is affected by both the presence of PUs 
and the multiple channel hidden terminal problems. As we know, the 
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signaling and data transmissions are managed efficiently by the two 
radios of the CCC scheme; the sensing and signaling exchange pro-
cess may be interrupted when only one radio decreases the device costs 
and energy consumption data transmissions to perform. Moreover, a 
single transceiver in the MAC protocol addresses the multiple chan-
nel hidden terminal problems that may lead to collisions between 
packets transmitted by different SUs. An SU with a single transceiver 
cannot handle transmission and listening at the same time. Consider, 
for instance, Figure 2.18 that shows the scenario: node A will start 
the RTS/CTS handshake on the control channel (channel 1) when 
it wants to send a packet to node B. After negotiation, node A starts 
communication when channel 2 is selected. However, node C does 
not hear the RTS/CTS messages due to its listening to channel 3, so 
it decides to initiate a transmission on channel 2, which may cause a 
collision.

Therefore, it is necessary to present a novel MAC approach to solve 
the problem in multihop CRAHNs. We first describe the concept 
of the novel MAC approach. A node pair first executes a handshake 
scheme (RTS/CTS) and a channel announcement scheme (DCI/ 
access network control [ANC]) before a message communications 
(Data/ACK). DCI informs a node on DC that this DC is idle and 
can be used. Note that senders are also supposed to receive ACK in 
a multihop CRAHN, so the DC selected must be idle for both the 
sender and the receiver. Handshake scheme is used to negotiate a 
list of expected idle data channels (EIDCs) by this node pair, while 
channel announcement is used to select an actually idle DC in the 
final EIDC channel list and to help all their idle neighbors update 

A

B

DC2

DC2

CC1

DC2

DC3Data

Time

Data

Collision

DC3

RTS CTS

ACK
RTS CTS

C

D

Figure 2.18 The multichannel hidden terminal problem.
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their channel usage information. Figure 2.19 describes an execution 
example of multihop MAC protocol. There is one CC and three DCs. 
Three node pairs, that is, AB, BC, and CD, are communicating on 
DC3, DC2, and DC1, respectively. Node H (the central coordinator 
described in Section 2.6.4) is responsible for controlling the common 
channel. So the scheme in MAC protocols can be followed as

Handshake phase: According to its channel usage information 
(CUI), a computes an EIDC channel list (q) recording that 
DC1 and DC3 are idle, and then node A sends a text to speech 
(TTS) with an EIDC channel list to B. When B receives this 
RTS, it computes its EIDC channel list, then computes the 
final EIDC channel list and the EIDC channel list of A and B, 
and finally sends a CTS with a final EIDC channel list to A.

Channel announcement period: Assume that DC1 is the first DC 
in the final EIDC channel list and then both A and B switch 
to DC1 and listen for time slots t and 2t, where t is selected 
according to the maximum data packet size. Because DC1 is 
occupied by CD, both A and B may receive a packet from C 
or D, which indicates that DC1 is busy. Therefore, both A and 
B continue to switch to DC2 without sending information to 
them, since they both are aware of the fact that C or D is their 
common neighbor. After monitoring DC3, A and B exchange 
DCI to make sure that DC3 is idle for both nodes. Then, A 
and B switch to the CC and sequentially send the same ANC 
about this channel election, which helps their idle neighbors 
(e.g., H) to update their CUI.
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Figure 2.19 Multihop MAC protocol.
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Data communication phase: A and B switch back to DC3 and com-
municate with Data/ACK exchanging. When this exchang-
ing is finished, A and B switch to the CC again and update 
their CUI by overhearing the ACN sent on the CC by their 
communicating neighbors.

2.6.7 Considering Network Routing Model for Routing Algorithms

Traditional network routing model under a static spectrum envi-
ronment cannot be used in dynamic spectrum network directly as 
the same available spectrum resource of its nodes. Xin et al. [108] 
proposed a new LGM of the network [108]. Each channel of the 
network maps the different layers of the model. Cognitive nodes in 
the layers are expressed by child nodes, while cognitive nodes in the 
same layer were connected with horizontal edge. Channel allocation 
is identified by the vertical edge; however, the connection of verti-
cal edges is restricted by the number of idle interfaces of nodes. The 
stream-oriented interface assignment scheme used in the dynamic 
layered graph (DLG) model was proposed in [126]. Compared to 
static allocation scheme, dynamic allocation scheme allows the inter-
face to switch the channel for different data streams. Both LGM and 
DLG models calculate the route through assigning different weights 
to horizontal and vertical edges and updating models in the routing 
process.

Khalife et al. [80] used probabilistic models to design the route 
metric. The interference caused by PU, the received signal strength, 
and the data transmission rate can be achieved are calculated 
according to probability models as to be the weight of the link, 
then optimal path is selected by the conventional distance vector 
algorithm.

Zhu et al. [85] constructed a spectral tree model to calculate 
the route. Spectral tree is built by cognitive nodes according to its 
available channel. The routing tables of other cognitive nodes are 
maintained by the root node, whereas that of the destination node 
can be obtained through accessing the root node. However, the 
spectral tree model cannot be applied to the complex spectrum net-
work and the tree model optimization is also a need to be explored 
sequentially.
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2.7 Challenges of Jointing Routing and dsa in CRns

The research of CR technology utilizes spectrum resources efficiently. 
A compatible coexistence between heterogeneous networks and inter-
active applications shows great prospects. To make cognitive devices 
transmit information efficiently in the most optimal way in a lim-
ited signal space, cross-layer design of routing algorithms for DSA 
networks must be adopted, which allocates spectrum and selects the 
route through spectrum sensing information provided by the physical 
layer and spectrum scheduling information provided by the link layer 
synthesized by the network layer.

The close collaboration between the physical, link, and network 
layers provides an optimal path while improving spectral efficiency 
for nodes.

In order to meet the rapidly changing environment of wireless 
spectrum, piggybacked status information collecting the change of 
spectrum on the path in real time can estimate transmission qual-
ity and judge timely avoiding routing interrupts on system perfor-
mance. Simultaneously mixing routing will be the focus of study. 
Maintaining partial routing information can create routing quickly 
and avoid routing affected by the stale route information, while 
reducing the network load caused by routing establishment and 
maintenance.

Intelligent reasoning ability of CR itself is the most important 
characteristic of DSA networks so that its routing algorithms should 
also be intelligent. Routing algorithms can create reasoning models 
of network routing and provide evidence for various indicators of joint 
optimization such as latency, delay jitter, and package loss rate while 
providing support for the upper applications through the study of 
spectrum environment, information of path status, spectrum selec-
tion, and routing making.

Joint routing and SA is a key design issue for CRNs and many past 
efforts have proposed lots of techniques from different perspectives. 
In Section 2, we have provided the overall view of the development 
of SA in CRNs, routing schemes for CRNs, and joint routing and 
SA design. Nevertheless, there are still challenges and open prob-
lems for realizing effective and efficient joint routing and SA for CR 
communications.
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2.7.1 Spectrum Characterization

Most proposed schemes also use a single target [i.e., fairness, Signal to 
Interference plus Noise Ratio (SINR), or throughput] to define the traf-
fic load of the examined spectrum bands and choose the optimal chan-
nel based on either throughput requirements or interference threshold 
of the SUs. A famous issue is proposed that using the  multiple QoS 
requirements to analyze the spectrum bands. According to each SU’s 
service demand, there can be different QoS factors, such as delay, jit-
ter, throughput, and bit error rate. Most researches consider only the 
throughput as a QoS requirement when jointing routing and SA algo-
rithms, but this is not suitable for applications such as Voice-over-
Internet Protocol (VoIP), which is sensitive to the delay. Since various 
applications are used into different  performance/QoS requirements, 
which may run simultaneously on the SU’s device, the joint routing 
and SA algorithms may be unable to be optimal methods because these 
schemes need to consider all the QoS parameters for the spectrum chan-
nels, so it is necessary to find optimal solutions to solve the problem.

2.7.2 Robust Route for SA

The presentation of PUs plays more serious on e2e connectivity for 
multihop communications than that in the single-hop case. The 
source nodes and destination nodes can only consider the local chan-
nel availability when this situation is in single-hop communications. 
However, in the multihop communications, each pair of nodes should 
be taken into the channel availability of the entire route. Therefore, it 
is important to find a robust route in CRNs, which is ignored in the 
most work. In traditional networks, the robust routing without con-
sidering the impact of PUs, so they only pay attention to the problem 
of node mobility, even the strong interference from the neighboring 
nodes. The existing work on routing and SA in CRNs ignores both 
these issues and single-flow scenarios.

2.7.3 Hidden User Effect

Detecting a primary transmitter signal is a major misconception in 
CR literature, which is equivalent to finding spectrum opportunities. 
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However, joint routing and spectrum opportunistic access is affected 
by the following three main problems when the primary signals can 
be perfectly detected: (1) the hidden transmitter, (2) the exposed 
transmitter, and (3) the hidden receiver. For the first one, a hidden 
transmitter senses the range of the SU sender outside but it is placed 
close to the SU receiver. For the second one, an exposed transmitter 
is a PU sender that is located near the cognitive transmitter; at the 
same time, the PU receiver is also outside the SU transmitter power 
interfering range. For the third one, a hidden receiver is a PU receiver 
that is located in the interfering range of the SU transmitter, whereas 
the PU transmitter is outside the detection range of the SU users. 
While the spectrum sensing solved the hidden transmitter problem at 
both the transmitter and the receiver side, there are still no optimal 
solutions for the latter problems. In order to solve these problems, an 
SU should be able to detect the presence of a neighbor PU receiver.

2.7.4 Heterogeneity-Induced Challenges

The heterogeneity of the CRNs that exhibited in a multiuser envi-
ronment with coexistence of SUs and PUs introduces new challenges 
to the joint routing and SA schemes. Besides, the heterogeneous 
spectrum comprising both licensed and unlicensed bands for differ-
ent purposes imposes additional challenges in CR techniques. For 
example, future heterogeneous CRNs exist multiple PNs and a PU 
that has subscription to all the PNs, but is also equipped with a CRN 
device. An efficient joint routing and SA algorithm should consider 
the possibility to access any network in order to maximize the net-
work performance.

2.7.5 Spectrum Mobility Challenge

Each time or space an SU changes its frequency, the operation param-
eters should be modified of the network protocols. When an SU 
captures the best spectrum band, the activity of PU on the selected 
spectrum can necessitate so that it can change its operating spectrum 
band(s); this scheme is referred to as spectrum mobility. This is a big 
challenge that must be solved in the jointed routing and SA schemes. 
The open research issues that are solved in the joint routing and SA 
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schemes, which can improve the efficient spectrum mobility in CRNs, 
are as follows:

•	 The spectrum mobility in the time domain: According to the 
information of available bands, CRNs adapt to the wireless 
spectrum accurately. Because these available channels also 
change over time, the QoS in this environment is challenging.

•	 The spectrum mobility in the space domain: As PUs or SUs move 
from one place to another, the available bands also change. 
Therefore, continuous allocation of spectrum is a major challenge.

2.7.6 Routing for SA in Multihop CRNs

It is true that CRNs present some resemblance to multihop multichan-
nel networks, but CR technologies have to deal with transmissions 
over parallel channels and handle PU-to-SU interference. Moreover, 
SUs possess physical capabilities that, if efficiently exploited, allow 
them to sense, switch, and transmit over many bands of the spectrum, 
thus removing some physical constraints considered in the previous 
CRNs. In fact, the routing problem for SA becomes very similar to 
the one defined and resolved in a multihop multichannel network. 
Besides, if the environment imposed by the primary nodes’ behav-
ior gets more dynamic, new cognitive-specific approaches need to be 
proposed. Such dynamic routing approaches shall be used until the 
sporadic availability of primary bands. Practically, this last dynamic 
environment requires per-packet routing solutions since a path can-
not be considered for whole flow duration. Therefore, in such cases an 
opportunistic forwarding approach based on the instantaneously avail-
able primary bands is a candidate to replace e2e routing approaches.

2.7.7 Selfish Users in Joint Distributed Routing and SA Schemes

The most common assumption in distributed routing and SA sche-
mes is that the SUs are willing to follow a strict MAC protocol and 
exchange information with other SUs for taking a joint decision 
regarding spectrum allocation. However, in [128], this assumption is 
not valid when selfish users exist in the CRNs, which want to maxi-
mize their profits regardless of the impact on the other SUs and may 
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avoid sending information or send false or misleading information. 
The investigation of incentives for the participation of selfish users 
into the SA schemes and how they can benefit (in terms of profit or 
performance) from the cooperation with other SUs in the SA process 
is not covered in the literature, which may degrade the performance 
in the route path selection and MAC protocol too.

2.7.8 Security Challenges

Cognitive communication is based on a vertical SA rights paradigm. 
In this context, CR nodes are secondary spectrum users authorized to 
access frequency channels only on a no- or limited-interference man-
ner with respect to the PUs of the band. This SA status makes CRNs 
particularly vulnerable to attacks aiming to deny the CR nodes from 
the SA; the security considerations in a CRN setting are still in jointed 
routing and SA, and require a more thorough analysis by the research 
community. A number of threats specifically pertain to cognitive 
communications, most notably to secure the spectrum sensing pro-
cess against exogenous and insider malicious nodes. The far- reaching 
effect of isolated attacks against CRNs, due to the learning-based 
interaction CR nodes with their RF environment, is another key issue 
to be more vigorously investigated [125].

2.7.9 Adaptive Algorithms

Another key challenge for the development of efficient joint routing 
and SA algorithms is that the algorithms should be adaptive to vary-
ing conditions or scenarios in order to meet the requirements of a 
highly dynamic cognitive environment. All algorithms so far focus 
on a static scenario and network and try to find an optimal solution 
according to some criteria. In mobile environments, though, this is 
not the case because the environmental characteristics change sig-
nificantly as a user moves through space (and time). For example, 
a user may at one time be a part of a centralized CRN, but as the 
user moves, he or she may leave the area of that CRN and enter the 
area of a distributed CRN. Another case can be when a user is in a 
high contention area and after a while enters a low contention area. 
Developing adaptive route path selection and SA algorithms remains 
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a key challenge for future research to provide efficient solutions for 
varying conditions and scenarios.
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3.1 Introduction

In recent years, cognitive radio (CR) technology has gained a lot of 
attention by the research community to alleviate the spectrum short-
age problem faced by traditional wireless systems. Equipped with 
highly flexible spectrum sensing capabilities, CR technology enables 
radio nodes to change their transmission parameters, so that they 
can dynamically adapt to spectrum availability in their geographical 
region. CR nodes scan and identify the unused spectrum resources in 
the licensed bands without causing any interference to the legitimate 
users, assigned to these frequency bands [1,2].

A CR node maintains a set of locally available channels after scan-
ning the spectrum usage. This set of channels may be different for 
different nodes, leading to the following layer-2 autoconfiguration 
(L2AC) issues:

•	 Without any central authority, how do nodes know about 
their potential neighbors?

•	 What is the set of available channels to form a communica-
tion infrastructure [1,3]?

Hence, the problem of neighbor discovery (ND) comes forward.
To ensure successful communication in CR networks (CRNs), 

CR nodes have to adapt to certain mechanisms, such as information 
sharing about neighborhood and spectrum availability. However, it 
is possible only if nodes are aware of each other and a network of 
trusted users is formed. The first step in this regard is the successful 
completion of ND phase and the knowledge of available channels that 
can be used for communication among neighbors. The dynamic and 
challenging wireless environment requires that this phase must be as 
quick as possible [2]. In ND, information retrieval at the local level 
enables every node to determine the set of nodes that can help for reli-
able communication. Neighbor discovery is defined as follows: “Two 
radio nodes are considered as neighbors, whether or not they may be 
geographically located near to each other, if they are within transmis-
sion range of each other for a considerable amount of time and have at 
least one common channel between them” [1,3,4]. Figure 3.1 shows 
a general illustration of the concept of neighborhood in which CR 
nodes are involved in an ND process. In this figure, CR users 1, 2, 
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and 3 are neighbors because these are within the transmission range 
of each other and are connected with at least one common channel. 
But CR user 4 is not a neighbor because although it resides in the 
transmission range of CR users 1 and 3, but it does not have a com-
mon channel.

An efficient discovery algorithm should have certain features as 
depicted in Figure 3.2 [1]:

•	 The algorithm must complete in a minimum time discovering 
maximum neighbors.

•	 There is no false discovery, that is, it must be secure.
•	 All of the neighbors are eventually discovered by each node.
•	 It should have strong termination guarantees, which mean 

that after successful completion, the discovery process even-
tually terminates at every node.

CR user 2
CR user 1

CR user 3
CR user 4  

Figure 3.1 The concept of neighborhood.

Fast Secure

Efficient
protocol

Discover
all/maximum

neighbors

Strong
termination

Figure 3.2 Features of an efficient ND protocol.
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It is assumed at the start of the system that individual nodes may 
not have any prior knowledge about their neighbors and the network 
topology. Information gathering about their respective neighboring 
nodes is carried out by executing an ND algorithm (NDA). The ND 
is believed to be terminated successfully if CR nodes have obtained 
sufficient information on each of the neighbors that are within their 
transmission range. We say that the discovery process is terminated 
locally at a node if it has gathered information about all of its neigh-
bors and all neighbors have learned about this node. If ND has been 
completed locally at every node in the network, it is considered to be 
completed globally [1,2].

The discovery process is easily implemented in traditional ad hoc 
networks, as all nodes have the same availability of channels and a 
precise wireless standard is followed. But this is somehow very dif-
ficult in CRN due to primary users’ (PUs) activities and heterogene-
ity in the available channels, such as spatial variations in hardware 
and frequency usage. These characteristics create a complex situation 
for the ND process in CRN. Different CR nodes may have different 
available channels, which may vary over time and space due to the 
arrival and departure of legitimate users and other CR nodes at differ-
ent geographical locations. Furthermore, all CR nodes may not have 
the time synchronization. Therefore, these issues must be addressed 
in order to develop efficient NDAs [3]. ND is a fundamental step 
because it can be used as a basis for solving other important com-
munication problems, such as broadcasting or gossiping a message, 
finding a globally common control channel (CCC) that can be used 
by all neighbors for control information exchange, and computing a 
deterministic transmission schedule [1,5]. These important features 
are also depicted in Figure 3.3.

In a scenario where each node in the network has the knowledge 
about its neighbors, then estimation of linear time leader and linear 
time depth-first search (DFS) traversal becomes easy, which in turn 
can solve the broadcasting problems. Therefore, in order to broadcast 
multiple messages, ND must be performed on every node in the net-
work. A number of algorithms have been proposed in the literature to 
solve the problem of ND [1]. Successful communication among two 
channels can be accomplished only if they are tuned to the same chan-
nel at the same time, so determination of globally common channel 
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is required. Furthermore, due to dynamic channel availability sets on 
different nodes, nodes may be needed to perform ND on multiple 
channels based on their available channels. Therefore, timely discov-
ery of neighbors and time synchronization can facilitate the nodes to 
detect the ND completion at the same time [5,6].

The goal of this chapter is to provide and consolidate information about 
ND protocols in CRNs. We provide the features and characteristics of 
various NDAs in order to promote the development of NDAs for CRNs.

The remainder of this chapter is organized as follows: Section 3.2 
discusses the research work carried out for ND in traditional wireless 
networks. Moving one step ahead, Section 3.3 gives a detailed infor-
mation on NDAs in CRNs with their classification and Section 3.4 
provides issues, challenges, and future research directions. Finally, 
Section 3.5 concludes the chapter.

3.2 ND in Traditional Wireless Networks

ND protocols are the fundamental building blocks of traditional 
wireless networks. In a dynamic environment, ND is critical, so it 
must be robust, reliable, and secure. Significant amount of work has 

Broadcasting

ND
implementation

Transmission
schedule

Common
channel

Figure 3.3 Use of ND in a CR network.
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been carried out in the literature on problems and definitions of types 
of ND. The existing approaches of ND protocol are classified as given 
in Figure 3.4.

In the distance-bounding approach, the signal round-trip time is 
measured and multiplied by the propagation speed in order to calcu-
late the distance to a potential neighbor. These protocols employ the 
cryptographic features for secure discovery, and for radio-frequency 
(RF) signals, it is very difficult for an adversary node to decrease 
the estimated distance. The distance-bounding approaches have two 
variants: challenge–response delay measurement and message time 
stamping.

In the location-based approach, the location information is used as 
the basic feature for ND. The location-based protocols can be either 
geographic packet leashes or guard-based wormhole defense.

Omnidirectional antenna approach is used in a majority of wire-
less applications due to its simplicity. However, directional 
antenna approach has some limitations, but it is used to provide 
increased protection by focusing transmission energy in a certain 
direction.

There are specific signal patterns induced by radio transmitters. 
These are uniquely identified at the receiver and the identification of 
these patterns is the basis of RF fingerprinting approaches.

ND approaches

Distance
bounding

Challenge–
response

delay
measurement

Geographic
packet leashes

Message time
stamping

Guard-based
wormhole

defense

Location
based

Omnidirectional/
directional

RF
fingerprinting Connectivity Centralized

Figure 3.4 ND approaches in wireless networks.
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Connectivity approaches use local network connectivity information 
for a secure ND. These approaches do not require any specialized 
node hardware.

The discovery schemes that do not focus on the security are clas-
sified under centralized approaches. Operating in a long-range envi-
ronment, these approaches are designed to detect the presence and 
approximate location of attackers.

The details about NDAs are provided in Table  3.1. The table 
describes the simulators used to check the performance of the pro-
tocols. Some of the features of the related work summarized here are 
the parameters, whether the coordination is required between a trans-
mitter and a receiver, whether the algorithm is employed on a single 
channel or multichannels, the algorithm type, and the initial knowl-
edge required. It is worth mentioning that people have used a variety 
of simulators for performance evaluation.

An interesting point observed from this table is that probabilis-
tic ND protocols are employed in a single-channel network, whereas 
both probabilistic and random ND protocols are used for multichan-
nel networks. The parameters discussed in passive algorithms are 
related to beacon interval. Energy detection or energy conservation is 
focused in probabilistic NDAs. Another notable thing is that almost 
all the NDAs require distinctive knowledge to start the process, 
whereas both single-channel algorithms need to know the number of 
nodes at the initial point.

3.3 Cognitive Radio Networks

With the increasing applications in wireless communication in recent 
times, there is a possibility of an acute shortage of bandwidth in the 
near future. The available spectrum is becoming extremely populated 
due to various applications, such as television transmission, micro-
wave communication, and cellular communication. However, it has 
been observed that a significant portion of this allocated spectrum 
is not properly utilized [1]. CR is a promising technology likely to be 
adopted in the very near future to alleviate the spectrum underutiliza-
tion problem [2]. CR technology enables the radio nodes to optimally 
exploit the available spectrum resources at a given geographical region 



114 Cognitive networks

Ta
bl

e 
3.

1 
ND

 in
 Tr

ad
iti

on
al

 W
ire

le
ss

 N
et

wo
rk

s

PR
oT

oC
ol

 N
am

e
Si

m
Ul

aT
oR

 U
Se

D
Pa

Ra
m

eT
eR

S
NU

m
be

R 
oF

 
Ch

aN
Ne

lS
Co

oR
Di

Na
Tio

N
Ty

Pe
Re

qU
iR

eD
 

KN
oW

le
Dg

e

oP
T, 

SW
oP

T, 
SU

bo
PT

 [8
]

Cr
os

sb
ow

 Te
lo

sb
 m

ot
e 

pl
at

fo
rm

, T
in

yo
S 

2.
1.

1
Di

ffe
re

nt
 b

ea
co

n 
in

te
rv

al
s

m
ul

tic
ha

nn
el

s
Tx

, R
x

Pa
ss

iv
e

be
ac

on
 in

te
rv

al
s

bi
rth

da
y p

ro
to

co
ls

 
[9

]
–

en
er

gy
 c

on
se

rv
at

io
n 

en
vi

ro
nm

en
t

Si
ng

le
 c

ha
nn

el
Tx

, R
x

Pr
ob

ab
ili

st
ic

Nu
m

be
r o

f n
od

es

al
oh

a-
lik

e 
[1

0]
–

Co
up

on
 c

ol
le

ct
or

’s 
pr

ob
le

m
, c

ol
lis

io
n 

de
te

ct
io

n
m

ul
tic

ha
nn

el
s

Tx
, R

x
Ra

nd
om

ize
d

–
oP

T, 
SW

oP
T 

[1
1]

om
Ne

T+
+

 3
.3

 w
ith

 th
e m

ob
ili

ty
 

fra
m

ew
or

k (
m

F)
, o

m
Ne

T+
+

 
ie

ee
 8

02
.1

5.
4 

im
pl

em
en

ta
tio

n 
de

ve
lo

pe
d 

at
 T

KN

li
ne

ar
 p

ro
gr

am
m

in
g 

op
tim

iza
tio

n,
 d

iff
er

en
t 

be
ac

on
 in

te
rv

al
s,

 m
ul

tip
le

 fr
eq

ue
nc

y b
an

ds
m

ul
tic

ha
nn

el
s

Tx
, R

x
Pa

ss
iv

e
be

ac
on

 in
te

rv
al

s

he
llo

 [1
2]

Ne
ts

en
s

in
te

rfe
re

nc
e 

co
ns

id
er

at
io

ns
–

Tx
, R

x
Ra

nd
om

No
de

 d
en

si
ty

Se
Di

Ne
 [1

3]
m

aT
la

b
Se

cu
rit

y a
ga

in
st

 n
on

ne
ig

hb
or

 a
nd

 
m

al
ic

io
us

 n
od

es
–

Tx
, R

x
–

Pa
ir-

wi
se

 k
ey

 
m

an
   ag

em
en

t 
pr

ot
oc

ol
[1

4]
Se

td
es

t v
al

id
at

io
n 

fra
m

ew
or

k 
(N

S-
2)

Ra
nd

om
 w

ay
po

in
t m

ob
ili

ty
 m

od
el

–
–

–
m

ob
ili

ty
 p

ar
am

et
er

s

Tw
o-

ho
p 

m
aC

 [1
5]

–
m

ul
tih

op
 c

on
si

de
ra

tio
n 

fo
r s

pe
ct

ru
m

 
al

lo
ca

tio
n

m
ul

tic
ha

nn
el

s
–

Di
st

rib
ut

ed
Tr

af
fic

 d
em

an
d,

 
tra

ffi
c 

de
pe

nd
en

cy



115neighbor DisCovery for Cr networks

Di
re

ct
, g

os
si

p-
ba

se
d 

[1
6]

oP
Ne

T 
ve

rs
io

n 
14

.5
Di

re
ct

 a
nd

 re
fle

ct
ed

 b
ea

m
s,

 n
od

e 
de

ns
ity

, 
an

te
nn

a 
be

am
wi

dt
h

–
Tx

, R
x

Ra
nd

om
Sl

ot
 le

ng
th

Sa
ND

 [1
7]

qu
al

ne
t

Se
ria

l N
D 

pr
oc

es
s,

 b
ou

nd
ed

 ti
m

e,
 re

lia
bl

e 
re

la
y, 

no
 e

xt
er

na
l g

lo
ba

l s
yn

ch
ro

ni
za

tio
n

–
Tx

, R
x

–
Nu

m
be

r o
f s

ec
to

rs

– 
[1

8]
m

aT
la

b
Co

lli
sio

n 
de

te
ct

ion
 fe

ed
ba

ck
 a

t t
ra

ns
m

itt
er

s, 
fa

di
ng

Si
ng

le
 c

ha
nn

el
Tx

, R
x

Pr
ob

ab
ili

st
ic

m
ax

. n
o.

 o
f n

ei
gh

bo
rs

– 
[1

9]
No

 s
im

ul
at

io
n

Ra
nd

om
ize

d 
al

go
rit

hm
s 

fo
r m

ul
tih

op
, m

ul
ti-

ch
an

ne
l, 

he
te

ro
ge

ne
ou

s,
 w

ire
le

ss
 n

et
wo

rk
m

ul
tic

ha
nn

el
s

Tx
, R

x
Ra

nd
om

ize
d

Nu
m

be
r o

f n
od

es
, 

dr
ift

 ra
te

al
oh

a,
 a

re
al

 l
oc

at
io

ns
 o

f h
az

ar
do

us
 a

tm
os

ph
er

es
; m

aC
, m

ed
iu

m
 a

cc
es

s 
Co

nt
ro

l; 
m

aT
la

b,
 m

aT
rix

 l
ab

or
at

or
y; 

oP
Ne

T, 
op

tim
ize

d 
Ne

tw
or

k 
en

gi
ne

er
in

g 
To

ol
s;

 o
PT

, o
pt

im
ize

d;
 R

x, 
Re

ce
iv

er
; S

aN
D,

 S
ec

to
re

d-
an

te
nn

a 
Ne

ig
hb

or
 D

is
co

ve
ry

; S
Ub

oP
T, 

Su
bo

pt
im

al
; S

W
oP

T, 
Sw

itc
he

d 
op

tim
ize

d;
 T

KN
, T

he
 T

el
ec

om
m

un
ic

at
io

n 
Ne

tw
or

ks
 g

ro
up

, F
ac

ul
ty

 o
f e

le
ct

ric
al

 
en

gi
ne

er
in

g 
an

d 
Co

m
pu

te
r S

ci
en

ce
 a

t t
he

 Te
ch

ni
sc

he
 U

ni
ve

rs
itä

t, 
be

rli
n;

 T
x, 

Tr
an

sm
itt

er
.



116 Cognitive networks

and dynamically adapt to spectrum availability without causing any 
disturbance to legitimate users or PUs. CR nodes opportunistically 
scan and identify the unused channels in the operating environment. 
A channel is believed to be available if the secondary user (SU) can 
communicate on this channel for a reasonable amount of time with-
out causing any interference with the PU(s) [1]. A CRN is composed 
of CR-enabled SUs or secondary nodes scattered geographically and 
able to opportunistically perform spectrum access [5].

The users assigned to communicate on the licensed frequency 
band are called PUs and all other looking for opportunistic spectrum 
access are SUs. An SU scans the unused channels in the operating 
environment and, after identification of these channels, starts its 
communication over these channels. If the PU returns to the chan-
nel, the SU has to vacate the channel and switch to some other avail-
able channel for communication [3]. This mechanism is known as 
spectrum handoff.

A CR node scans the channels, and after finding available chan-
nels, it utilizes them to communicate with other CR nodes. But time 
and geographical location may vary this channel set. Two CR nodes 
may have different available channel sets due to uneven propagation 
of wireless signals making the network heterogeneous. Moreover, no 
information about the IDs of neighbors, diverse signal propagation 
characteristics, geographical scattering of nodes, collisions, and the 
unknown size of neighborhood makes the ND a noticeable problem 
due to which the termination of discovery process becomes difficult. 
ND is an important and initial step to set up a wireless ad hoc net-
work. In case of multiple CR nodes, an ad hoc wireless network has a 
heterogeneous environment that increases the complexity of conduct-
ing ND in the available channel set across the network.

3.3.1 ND in CRNs

ND in CRNs may be based on certain characteristics and operational 
metrics. As shown in Figure 3.5, some protocols and algorithms are 
presented in the literature, which focus on various aspects such as the 
available channel set [1,3,4], CCC [7,20–22,25], jamming attacks [2], 
transmitter/receiver dependence [5], termination detection [6], algo-
rithms/protocols [23], performance [24,25], and rendezvous problem 



117neighbor DisCovery for Cr networks

[26,27]. A brief overview about ND protocols is given in Tables 3.2 
and 3.3. In our work, we focus mainly on the following:

•	 Synchronous/asynchronous operational behavior
•	 Finding a global common channel
•	 Collision-free algorithm

In this section, we will use the notations as given in Table 3.3.

3.3.1.1 Synchronous Operation In synchronous operation, CR nodes 
operate in a slotted time and have access to synchronous clocks. This 
enables every CR node to detect the start and end of a timeslot. This may 
result in an improved efficiency as NDA may consume less time, but it 
requires a complex implementation. At the same time, this synchronous 

Available
channel set

Transmitter/
receiver

dependence

ND in
CRNs

Termination
detection

Algorithms/
protocols

Performance Rendezvous
problem

CCC
Jamming
attacks

Figure 3.5 Different aspects of research work carried out for ND in CRNs.
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condition must be maintained throughout the process. In this section, 
we will discuss some additional features of NDAs while operating in a 
synchronous mode.

In a network consisting of synchronous CR nodes, a new paradigm 
of the NDA is presented. This research work is different from other 
existing works in many ways, such as the following:

 1. The information about the size of space used for assigning 
labels is available to the nodes (k). The information about the 
number of channels over which these nodes can operate (M) 
is also available, but nodes do not know the actual number of 
nodes present in the network (N).

 2. There is no relationship between N and k, and M ≥ 1.
 3. Nodes may operate over multiple channels and different chan-

nel availability sets are available to different nodes. Moreover, 
nodes do not have directional antennas and the NDA has 
strong termination guarantees.

3.3.1.1.1 ND for Collision-Aware Nodes In undirected networks 
with collision-aware nodes, fast and deterministic algorithms have 
been described that satisfy the strong termination condition, that 
is, nodes not only detect the completion of ND but this process 
also terminates at the same time. The NDA for a single channel 
(NDA_SC) gives eventual but no false discovery with time complexity 
O(N log k). For multichannels, the same algorithm is modified when 
each timeslot is replaced by a frame in NDA_SC to give NDA_MC 
algorithm, with the same characteristics and a time complexity of 
O(NM  log k). It has been assumed so far that there is an arbitrary 

Table 3.3 Description of Notations

NoTaTioN DeSCRiPTioN

k Size of space used for assigning labels (identifiers)
M Number of channels
N Number of nodes
b Difference of channel availability sets of two neighboring nodes
D Diameter of the network
P Co-prime
B Delay bound
r Number of receivers
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change in the channel availability sets of CR nodes. But this is 
 somehow different in practice, because the channel availability sets 
may be close to each other. Therefore, in this case if nodes know a 
small bound on divergence in channel availability sets of neighbors, 
then we can achieve a comparatively faster algorithm. This is done by 
changing the structure of a frame used when transforming the single-
channel algorithm to the multichannel algorithm. The resulting new 
NDA with bounded channel divergence (NDA_BD) enhances the 
speed of ND when nodes are collision aware, and there is no dynamic 
change in channel availability sets of neighbors. NDA_BD has the 
same properties as in case of NDA_SC and NDA_MC. Its time 
complexity is O(N(b + 1)2 log k) and it is much faster than NDA_MC 
if b ≪ M , where b is the difference of channel availability sets of two 
neighboring nodes.

3.3.1.1.2 ND for Size-Aware Nodes Now if nodes are size aware in 
undirected networks and they have a polynomial upper bound on the 
network size, then a fast deterministic gossiping algorithm for a single 
channel (GA_SC) is described with a strong termination condition 
and a time complexity of (ϕN log2 N log2 k), for some known constant ϕ. 
For ND on all channels, the time complexity is m times that of ND 
on a single channel, that is, O(Nm log2 N log2 k).

3.3.1.1.3 ND in Directed Networks In all of the above scenarios, net-
work is believed to be undirected but a significant work has been carried 
out in directed networks also. Here, to discover neighbors over a single 
channel, the NDA has an overall time complexity of O(ND log k) time-
slots, where D denotes the diameter of the network. In multiple channels, 
the algorithm has the general time complexity of O(NDM log k), and the 
bounded divergence time complexity of O(ND(b + 1)2 log k). Therefore, 
the NDA has the improvement in the time complexity by a factor of 
O(D) for a directed network than that for an undirected network [1].

3.3.1.1.4 ND with Available Channel Comparability In another slot- 
based scenario with synchronized nodes, a fast distributed NDA in 
CR ad hoc networks (CRAHNs) relies on the available channel com-
parability (ACC) among neighboring nodes and uses the data and 
control transceivers for a quick discovery process. The fast NDA based 
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on ACC (FNDACC) algorithm is different from the previous work 
in the sense that it does not increase the hardware requirement for 
CR nodes. Due to distributed characteristics of the algorithm, CR 
nodes attempt to search the neighboring nodes individually and with-
out any help of network infrastructure or CCC. The performance of 
the FNDACC is compared against two schemes: L2AC algorithm 
and NDA referred as spectrum-opportunity clustering (SOC). For this 
purpose, the topology and channel information are taken into account 
to calculate the time when more than 90% of nodes gain a complete 
knowledge of their neighbors. It is observed that SOC and FNDACC 
are not sensitive to nodes and do not depend on channel assignment for 
individual nodes. This results to the fact that both algorithms require less 
time compared to L2AC. Also, the time consumed by FNDACC is at 
most 29% less compared to SOC [4].

3.3.1.1.5 ND for Multihop Environment At the start of the ND 
process in a heterogeneous multihop CRN, a CR node knows only 
the universal channel set, the size of this set, the channel avail ability 
set for this CR node, the ID of CR node, and space size, and every-
thing else is unknown. In such an environment, ND becomes a chal-
lenge. Researchers have worked in this regard and a new deterministic 
NDA ND_IDC is proposed. This algorithm allows multiple nodes 
to broadcast simultaneously without interfer ing with each other and 
has the termination detection capability. In fact, it has lightweight 
termination detection with 100% discovery rate. Based on transmis-
sion concurrency, it works in multichannel networks with unknown 
topology. During runtime, the nodes may join and/or leave the net-
work and the available channel sets may change over time, creating 
dynamism in the network. To deal with this situation, ND_IDC is 
periodically executed at the predetermined time instants so that all 
nodes start executing the algorithm at the same time. A performance 
comparison between ND_IDC and another algorithm ND_SA 
(serial advertisement) shows that ND_IDC has a significant reduc-
tion in time complexity, that is, up to 97%–98%. ND_IDC gives a 
smoother time complexity, whereas in ND_SA, it is a step function. 
The improvement in timeliness is achieved with increased message 
complexity. We can say that ND_IDC will be beneficial for applica-
tions that need rapid configuration after deployment [6].
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3.3.1.1.6 Neighbor and Network Discovery within ACROPOLIS Network of 
Excellence Framework Network discovery is also as important as ND. To 
perform both of these functions, ND and network discovery problems 
within the ACROPOLIS (advanced coexistence technologies for radio 
optimization in licensed and unlicensed spectrum) network of excellence 
(NoE) framework are considered. ND decides the functions of CRNs. 
This is similar to the situation with network discovery in which network 
wide-scale information is shared among cognitive networks and tradi-
tional wireless networks. Within ACROPOLIS NoE framework, not 
only algorithms and results of ND and medium access control are presented 
but the routing for underlay cognitive networks through network-wide 
protocols can also be described. This framework also enables to familiarize 
with centralized and distributed cooperative spectrum sensing schemes.

In order to evaluate this study, the development of a reliable simu-
lation platform is required for an accurate modeling of all the relevant 
aspects in the CRN function. This includes channel modeling, inter-
ference estimation, packet error rate, terminal mobility, and primary 
system activity model. One possible solution is to introduce the refer-
ence generalized model in OMNeT++ simulator. All proposed mod-
ules and functions are included in this regard. Every ACROPOLIS 
partner provides its inputs to obtain these modules and functions. We 
can also study the implementation of cognitive network architecture 
in OMNeT++. The new architecture and the simulation platform 
development improve the performance of OMNeT++ compared to 
any other models. As stated above, packet error rate is an important 
aspect for a reliable simulation platform. Evaluation of the packet 
error rate in terms of packet collisions and corresponding interfer-
ence real-time tracking of packet collisions can also be observed with 
resolution equal to the symbol time. The simulator estimates an aver-
age bit error probability for every bit region to determine the number 
of bit errors. A coding scheme is then selected to check whether the 
errors are recoverable or not [23].

3.3.1.1.7 Quorum-Based ND A reliable algorithm not only per-
forms well in a synchronous environment but also works equally 
well in an asynchronous environment. To achieve this, a determinis-
tic handshake-based, quorum-based algorithm is a suitable solution. Its 
operation in a multichannel network is the additional feature. Two 
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techniques of this algorithm are found in the literature: grid and sync 
grid. This algorithm works by using random backoff time before each 
transmission and by employing quorum systems to discover neighbors, 
so that discovery procedure becomes independent of the number of 
nodes in the network. The quorum system ensures at least a com-
mon active interval for any two frequency channels. For each channel 
in the universal channel set, the quorum system allocates the active 
interval set without considering the node’s available channel set and 
the quorum system of same size is used for tuning on each channel. If 
the nodes do not find any available channel, they go into sleep mode, 
skipping the broadcast intervals dedicated for these channels.

This quorum-based proposed algorithm is checked for performance 
improvement in random networks with constant network densities, 
assuming unchanged radio characteristics and nodes’ available chan-
nel set for all the nodes. For a synchronous network, both grid and 
sync grid techniques are found to have the same behavior. However, 
it is observed that the consumption of energy in grid technique is 
noticeably greater than the transmission energy in sync grid system. 
In asynchronous networks, it is noticed that the discovery procedure 
starts just after the last node joins the network. These results are found 
to be almost the same as those of synchronous networks. However, it 
is analyzed that sync grid techniques are suitable for synchronous net-
works. To study the advertise message transmission rate for a typical 
node, the sync grid system consumes less energy [28].

3.3.1.1.8 Diameter-Aware and Diameter-Unaware NDAs If CR nodes 
have access to synchronized clocks and slotted time, an L2AC enables 
each participating node to determine a common set of channels, lead-
ing to a time-efficient distributed algorithm with its diameter-aware 
and diameter-unaware versions. The feature of operating in multi-
hop, multichannel networks where CR nodes remain static for the 
duration of autoconfiguration makes this algorithm a unique one. 
Another important characteristic of this algorithm is the ability to 
compute a globally common channel set. Both diameter-aware and 
diameter-unaware versions use 2Mk  +  O(Dk) timeslots to find the 
globally common channel set, where a range [1, 2,..., k] is used to 
assign a unique identifier to each node, M is the maximum number 
of channels available, and D denotes the diameter of the network. 
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Every node has the information about M and k but does not know 
about the neighborhood. The algorithm has two phases: phase 1 has 
2k timeslots equally divided in ND and configuration procedure. 
The configuration procedure provides the information about a locally 
common broadcast channel. Phase 2 consists of O(Dk) timeslots and 
it is used for the computation of a globally common channel set. This 
global common channel has no influence on the running time of the 
algorithms. Diameter-aware algorithm terminates in 8  s, whereas it 
takes 12  s for completion in case of diameter-unaware algorithm. 
Both algorithms provide a matching lower bound of Ω(Mk) timeslots 
in the worst case [25].

3.3.1.1.9 Rendezvous Problem for CR Nodes Rendezvous problem 
defines a situation in which two or more than two CR nodes try to 
find each other. In such a situation where CR nodes operate using 
fixed length timeslots, a noticeable work is carried out, focusing on 
rendezvous for CRs under dynamic system capabilities, spectrum policies, 
and environmental conditions. Here, we study the two types of ren-
dezvous techniques: sequence based and modular clock blind rendezvous, 
that is, rendezvous without the presence of control channels or cen-
tralized controllers. It is observed that these algorithms have positive 
performance comparison with that of a random blind rendezvous and 
a bounded time to rendezvous (TTR) is achieved through a sequence-
based algorithm. We can study the ability to set the priority of chan-
nels where rendezvous is more likely to occur. The research carried out 
so far presents four rendezvous algorithms with different performance 
characteristics based on the assumptions of the system model. These 
are as follows:

 1. Random
 2. Generated orthogonal sequence based
 3. Modular clock
 4. Modified modular clock

Each of these variants has certain characteristics. The random algo-
rithm has the robust operation under all condition models. The gen-
erated orthogonal sequence-based algorithm has the ability to set the 
priority of channels under the shared model and a bounded TTR. 
When unbounded, the modular clock algorithms enhance the speed 
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in expected TTR at less pre-coordination requirement and the flex-
ibility to operate in both the shared and individual models.

In terms of maximum TTR, the sequence-based rendezvous has 
much greater performance than the random rendezvous. It supports 
preferred rendezvous channels at a higher expected TTR. It is observed 
that in case of more than three channels and under the shared model, 
the CR nodes must employ the modular clock rather than the random 
algorithm. The results give a crossover point for the expected TTR at 
approximately three channels. The CR nodes do not require the initia-
tion synchronization of their rendezvous processes. It is also observed 
that almost in all scenarios, the modular clock algorithm consumes 
less than p1p2 timeslots on average, where p1 and p2 are co-primes. 
 If the observed channels are analyzed for a fixed ratio, the probabil-
ity of the different prime numbers being selected increases when the 
number of observed channels by each radio increases [33].

3.3.1.2 Asynchronous Operation In asynchronous operation, channel 
access methods are adopted without using synchronous clocks, such 
as contention-based schemes. Asynchronous behavior is simple and 
beneficial when CR nodes are initiated at different times and remain 
connected for a relatively short time interval. Asynchronous mode 
operation is difficult to implement as CR nodes have different time 
intervals; therefore, CR nodes may have a little time to perform ND. 
Achieving a fast and reliable discovery process becomes challenging. 
A variety of algorithms have been adopted featuring specific attributes 
in this regard, as described in Sections 3.3.1.2.1 through 3.3.1.2.5.

3.3.1.2.1 NDA for Jamming Attacks Working in an asynchronous 
and distributed manner, a novel jamming evasive network-coding 
 neighbor-discovery algorithm (JENNA) uses network coding for full 
ND with fast and reliable control packet dissemination in a single-hop 
 network setting. The algorithm with the help of all CR nodes in 
the area provides a very robust solution to various jamming attacks. 
JENNA is compared with the state-of-the-art solutions such as ran-
dom ND schemes. It has been observed that JENNA is useful for 
various wireless environments that may be jamming free or multiple 
reactive and static jamming. Its dissemination performance depends on 
the actual number of nodes in the network instead of the label space 
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size, and it also operates without the need to know the number of 
nodes in advance.

The results obtained by employing JENNA show that using net-
work coding gives faster control packet dissemination so that the 
ND finishes in less time. A 3–6 times improvement is obtained com-
pared to selfish scheme in these settings. Considering the coding 
performance, the increase in the size of Galois fields (finite number 
of elements) does not provide improved gains in terms of dissemina-
tion delay, but this may not be true for small number of CR nodes 
where packet diversity is highly beneficial. The increase in dissemi-
nation delay is observed for all schemes as the number of free chan-
nels increases, and for an increase in the number of free channels, the 
number of transmitters per slot is also increased. For the number of 
CR nodes involved in the ND process, network coding is particularly 
robust in terms of dissemination delay for varying numbers of CR 
nodes compared to selfish and random message selection schemes. 
Moreover, improvement in the performance of the schemes using net-
work coding is observed for the increased diversity in packet mixing. 
Network coding dissemination provides gain over random message 
selection and selfish schemes that are 6 and 4 times, respectively, and 
this gain is constant with the number of reactive jammers. It is also 
observed that the number of available channels decreases with the 
same number of reactive jammers. Also in a given channel, there is an 
increase in the probability to disrupt a packet transmission that results 
in higher ND delay. For multihop networks, network coding can-
not provide a suitable solution for an increase in the decoding matrix 
size and the encoding vectors associated with the encoded packets. 
Therefore, this algorithm also provides some important problems that 
must be considered for the situations with high node densities [2].

3.3.1.2.2 Leader Election ND There are various NDAs. Another 
good work has been carried out to formulate a solution for ND and 
configuration problems in asynchronous CRNs using leader election 
method. The main attribute of this algorithm is the ability to find 
a leader node at the start of the discovery process. Then this leader 
node not only discovers its neighbors and their channel sets but also 
computes a global common channel set. Dealing with a situation 
where cognitive nodes are fully connected, an asynchronous distributed 
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algorithm is proposed for single-hop CRNs, allowing neighbors and 
channel discovery that can be used to communicate among CR nodes. 
Here, the first process is to declare a leader node and then this leader 
performs the ND operations. Furthermore, it allows the leader node to 
provide information to other nodes about the presence of globally com-
mon channels. Then an upper bound is calculated for the time required 
to elect a leader and to discover neighbors. For a maximum number of 
nodes (N) and a maximum number of channels available (M), the upper 
bound is given by O(NM2) timeslots. The above-mentioned processes 
help to provide network scheduling and management [3].

3.3.1.2.3 Energy-Efficient ND As we know that nodes in CRNs 
may be initiated asynchronously and remain connected for a short 
duration of time. For these cases and dealing with one sender and one 
receiver, a novel optimal NDA was proposed in [30]. It is optimal 
because without missing a contact, it consumes minimum energy and 
probabilistically ensures ND within a delay bound B. Its performance 
evaluations are checked against two wake-up schedule functions: 
WSF-(7, 3, 1) and WSF-(73, 9, 1). Although WSF-(73, 9, 1) has the 
same energy saving at B = 350, yet its low success probability makes it 
inapplicable in real systems. Besides achieving energy efficiency, this 
research work has the success probability of almost 1 and remains 
higher than WSF-(7, 3, 1) and WSF-(73, 9, 1). Despite the fact that 
all success probabilities attain the value of 1 as B increases, the pro-
posed algorithm has more energy consumption than the other two 
schemes.

3.3.1.2.4 Sequence-Based Rendezvous An interesting feature of ren-
dezvous when CR nodes do not require any synchronization is to use 
nonorthogonal sequences. This enables CR nodes to determine the 
order in which they attain rendezvous, that is, the ability to meet 
and establish a link on a common channel. The order in which radios 
search for potentially available channels is determined through a 
sequence-based rendezvous. This enables to mark an upper bound to 
the TTR and to set a priority order for channels. In sequence-based 
rendezvous, the expected TTR is minimized compared to random 
rendezvous. A number of sequences can be used to derive a closed-form 
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expression for expected TTR, proving that it has an upper bound. 
This sequence-based rendezvous is also helpful to tackle the issue of 
PUs’ presence. Using these sequences, we can derive expressions for 
the probability that rendezvous occurs in either the best or the worst 
channels. The same scenario can be generated to express the condi-
tional expectation of TTR. There have been reports of dealing with 
blind rendezvous [32].

3.3.1.2.5 Rendezvous with Cooperative Environments A novel rendez-
vous protocol for asynchronous CRs in cooperative environments (RAC2E), 
featuring lightweight design and scalability, is employed for dynamic 
control channel in a decentralized ad hoc environment without the 
requirement of any synchronization. Its functions are verified on a 
test-bed platform realized with four universal software radio peripheral 
2 (USRP2) nodes. As the control channel duration and the number of 
network nodes increase, the probability of missing the control chan-
nel messages decreases. Hence, it is believed that RAC2E will operate 
successfully in large networks. But a trade-off between backoff dura-
tion and performance occurs; as a result, a successful RAC2E is pos-
sible for high values of control channel duration. The RAC2E shows 
a fast reaction to varying environmental changes and gives acceptable 
performances in large node density areas [26].

3.3.1.3 Common Channel Set We know that ND requires that CR 
nodes involved in the ND process must converge onto a CCC for dis-
tributed learning and knowledge sharing. A CCC defines a channel 
for transmitting elements of information necessary to manage and 
realize various operations. In CRNs, dynamicity in the network may 
result in the variation of potentially available channel set, and finding 
a CCC is an open challenge [24]. Also no specific frequency bands 
are reserved to set up a CCC in CRNs. Reserving frequency bands in 
CRNs may result in efficiency degradation. There are certain mech-
anisms employed to establish a CCC without reserving any space 
in the frequency spectrum. This control channel is used to exchange 
the context information [29]. Setting up a CCC is important, but 
this must be done with minimum cost. Minimum capital expendi-
ture (CAPEX) and operational expenditure (OPEX) solutions are 
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achieved by using minimum infrastructure [31]. These problems 
have been investigated by many researchers as described in Sections 
3.3.1.3.1 and 3.3.1.3.2 respectively.

3.3.1.3.1 NDAs for Distributed Learning As discussed above, a 
CCC is responsible for distributed learning. The distributed learn-
ing schemes relying at the basis of the context information acquisi-
tion in multiple channels are applied on optimal network selection to 
discuss the relationship between the ND and the distributed learn-
ing process. This gives rise to a model for mapping the learning pro-
cess on an ND problem. The distributed learning mechanisms are 
implemented to solve the problem of optimal selection. The optimal 
selection in terms of the achieved quality-of-service (QoS) levels by a 
device is performed in a set of candidate networks. An optimal net-
work selection algorithm based on distributed learning focuses on the 
CCC. The CCC is used to exchange the context information. CR 
nodes have to converge to a common control or pilot channel for com-
munication among them, but how they can do it remains a problem. 
The establishment of a common communication channel is the first 
and important step in ND and gives the efficiency of the distributed 
learning algorithm. There have been reports of a significant work car-
ried out in this regard.

One such solution gives a thorough insight into the require-
ment for ND phase in order to establish a CCC. In this chapter, the 
impact of ND, especially discovery failures on algorithms for distrib-
uted  learning, is critical if these algorithms do not set up a common 
communication channel. As the number of channels in a network 
increases, the average time required for successful ND also increases. 
Moreover, this time also increases if a node spends more time on 
each channel. Improved performance of the NDA can be achieved if 
each node spends minimum time in idle state, but this may  consume 
more energy. The probability of false alarm considerably affects the 
time required to select the same signal, and if these probabilities 
become higher, the impacts are more dramatic. The worst failure 
rates are observed for low values of probability of false alarm even 
in case of low number of channels. This gives rise to a device failing 
to receive context information in the network selection problem and 
reduces the achievable performance [24].
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3.3.1.3.2 CCC Allocation through Ultra Wideband Communication It 
has been said earlier that one possible solution to establish a CCC is to 
reserve a specific portion of spectrum for exchanging control informa-
tion. But it may not be feasible due to the following:

 1. The reduction in the available bandwidth for data communication
 2. Change in CCC to a different spectrum portion if PU returns.

One promising solution to overcome the above-mentioned two chal-
lenges is the use of ultra wideband (UWB) technology. This tech-
nology is preferred due to its negligible interference to narrowband 
transmissions, low complexity, and low power consumption. CR 
nodes equipped with UWB interface can discover each other through 
exchange of control information and hence can establish a communi-
cation link by exchanging the control information. A communication 
protocol is defined in this regard to allow CR nodes to discover each 
other and exchange control information so that a link can be set up. 
The coverage gap between the UWB and long-medium range tech-
nologies is solved through multihop communication.

UWB CCC has very good success probability and small latency. 
The performance of this UWB scheme is found to be better suited 
in terms of success probability of transmitted single messages on 
the UWB CCC and of the complete message handshake required 
to establish a communication link. The success probability of single 
message transmission is always less than for complete handshakes 
carried out through direct transmissions, whereas in multihop 
transmissions, the success probability for complete handshakes 
and high number of nodes is always lower than success probability 
for single message transmissions. In single-hop CCC, the aver-
age duration of a successful message handshake is found to be on 
the order of milliseconds regardless of the number of nodes. The 
number of nodes N has affect on the system performance since 
the receiver experiences a higher interference for higher number of 
nodes. The handshake success probability decreases with increas-
ing number of network nodes. UWB implementation has been 
observed fine for high-order pulse position modulations (PPMs). 
The 16-PPM has almost half average delay compared to the 2-PPM 
and the average delay in single-hop has the duration of a successful 
message handshake on the order of tens of milliseconds whatever 



132 Cognitive networks

may be the number of nodes. Moreover, both 16-PPM and 2-PPM 
give almost the same average value. Hence, it is observed that the 
16-PPM gives the best performance, whereas the 2-PPM gives the 
worst performance.

Some interesting characteristics of UWB-adopted communication 
protocol are observed in case of common codes. The probability of bit 
errors is higher than the probability of distinct codes. The results prove 
the Bose–Chaudhuri–Hocquenghem (BCH) code to be a suitable can-
didate and no significant improvement is observed with a BCH code 
having higher error correction capability. In terms of a comparison 
between UWB CCC and in-band signaling schemes, the UWB CCC 
has a considerable higher success probability as the number of users 
increases. Moreover, the UWB CCC has much improved performance 
in in-band signaling solution in terms of average handshake delay. The 
nodes as far as 100 m away successfully communicate among each other 
with high probability through a UWB CCC [29].

3.3.1.4 Collision-Free Algorithm In a CRN, a successful communica-
tion among two neighbors requires that they must be tuned to the 
same channel at the same time. Besides this, there must be no collision 
between the transmission of sender and the transmission of another 
node when both of them are within the communication range of the 
receiver. This is particularly important if multiple CR nodes transmit 
on the same channel in a given timeslot. To address these challenges, 
a deterministic, collision-free, and time division multiple access (TDMA) 
based distributed algorithm for ND is proposed for one or more than 
one node, when nodes have multiple receivers but only a single trans-
mitter. In this NDA, a CR node can have the following three states: 
transmitting on one channel, receiving on one or more channels 
(up  to the number of receivers), or remaining turned off. The time 
complexity of this algorithm is given by
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where:
M is the maximum number of channels on which a node can operate
k is the size of the space used to assign identifiers to nodes
r is the number of receivers at a node (with 1 ≤ r ≤ min(M, k))
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Here, the time complexity is related to the size of the space from 
which identifiers are selected and it does not depend on the actual 
number of nodes. The high time complexity is due to the following:

 1. Node has the previous knowledge of the entire transmission 
schedule.

 2. Node’s operation does not depend on the knowledge of its 
neighbors.

 3. Node does not have the information of the channels it could 
use to communicate.

 4. The schedule is collision free.
 5. There is no CCC.

But still this algorithm is proved to be close to optimal. For useful 
information, only up to M receivers can be used in a timeslot, if 
r > M. And if r > k, then from r receivers there must not be more 
than k number of receivers [5].

3.3.2 Classification of ND Protocols in CRNs

The NDAs may be classified on different features. Time complexity 
defines one major aspect in this manner. Time complexity analysis 
with special emphasis on its dependence on certain parameters has 
been focused by many researchers. These parameters include the size 
of space, the number of nodes, the number of available channel sets, 
and the network size [1,4,5,25].

Size-aware capability is another type of classification. It is dis-
cussed in [1] and [4] how to achieve a fast NDA when nodes know or 
do not know about the network size. Algorithms have been presented 
for directed and undirected networks. The network topology and the 
node density play an important role in this regard, and channel avail-
ability set may vary from node to node [1]. Some of the discovery 
schemes have the termination guarantees, that is, each node detects 
the completion of the discovery process and this process terminates 
simultaneously at each node [1,6]. Usually NDA executes on several 
nodes but a significant work has been carried out to elect a leader first. 
After this leader election, the leader node not only discovers its neigh-
bors and channels set but also finds a global common channel set. This 
information is shared among other nodes by the leader node [3].
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The NDAs may be classified into randomized [2] and determinis-
tic [5]. In a randomized NDA, each node discovers its neighbors by 
transmitting at randomly chosen times. These algorithms have a high 
probability. In a deterministic NDA, each node has a predetermined 
time schedule for its transmission. Deterministic NDAs discover all 
its neighbors with probability one.

The time it takes to discover maximum number of neighbors is essen-
tial because a quick completion of the algorithms determines its efficiency 
[4]. Network discovery in which network wide-scale information is shared 
among CRNs decides the function of the ND [23]. The classification may 
be based upon the nature of operation, that is, either synchronous or asyn-
chronous [28]. Some researchers have focused on rendezvous for CRN 
under dynamic system capabilities, spectrum policies, and environmental 
conditions [32,33]. Then the NDAs may also be differentiated according 
to the number of receivers and transmitters in the network [3,5]. Some of 
these have to first find a globally common channel [3,33], and then there 
are some that operate on multichannels [6].

Security describes an important attribute of the NDA. The algo-
rithm must be prone to any threats from a malicious or selfish behavior. 
At the same time, these algorithms must be fast enough. A noticeable 
work has been carried out in order to deal with jamming attacks in [2].

3.4  Issues, Challenges, and Future Directions 
for ND Protocols in CRNs

In this section, we discuss some issues, challenges, and future direc-
tions of ND protocols in CRNs.

3.4.1 Coordination among Nodes

In order to perform an efficient ND, a protocol must be adopted to 
allow nodes to operate over multiple channels. Obviously this comes 
at the cost of additional level of complexity. It is essential that all the 
nodes must have the capability to detect the ND completion on one 
channel simultaneously and move on to the next channel in a coor-
dinated manner. Therefore, any algorithm should be adaptive because 
future directions of a process may have to take the past information 
about the process.
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3.4.2 Collision/Interference

Interference causes loss of packets. Therefore, if control messages 
exchanged for ND face interference, then nodes will not receive con-
trol messages from neighbors, and, subsequently, ND would not be 
achieved. This is why the consideration of interference is very impor-
tant for an ND process. It is also difficult to develop an efficient 
discovery algorithm if nodes have neither the proper knowledge of 
network density nor the capability to detect collisions [1].

3.4.3 Minimum Delay

ND phase must be as quick as possible and CRs must develop a net-
work of trusted neighbors, so that malicious attacks from false neigh-
bors can be counteracted. Random hopping over a large number of 
available channels gives a large discovery delay. Hence, a fast and 
secure ND over multiple channels should have a minimum delay [2].

3.4.4 Finding a Global Common Channel Set

Finding a global common communication channel among neighboring 
nodes is an important problem. Without a handshaking mode and a con-
trol channel, there is a possibility that discovery algorithms may interfere 
with a PU(s) when it senses a vacant channel and returns to it [33].

3.4.5 Termination Detection

If the time complexity depends on the actual number of nodes, then 
the nodes can easily detect the termination of the NDA. Existing 
research uses maximum number of nodes to estimate the time com-
plexity, so taking actual number of nodes into account to find a fast 
algorithm is a challenge [5,24].

3.4.6 Link Reliability

Diversity in signal propagation on different channels may cause a dis-
ruption of a link present between two nodes, even if these channels 
are present in the available channel sets of both nodes [6].
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3.4.7 Security

The efficiency of discovery process depends upon the accurate and 
complete knowledge of neighbors among other features. Security of 
legitimate users against malicious or selfish nodes becomes an inter-
esting challenge in a dynamic environment as faced by the nodes in 
a CRN [2].

3.4.8 Energy Consumption

The continuous sensing of the spectrum requires a considerable 
amount of energy. This issue becomes prominent when multiple CR 
nodes are present. Therefore, adopting energy-efficient NDAs can 
save considerable amount of energy [28,30].

3.5 Conclusion

This chapter presented an overview of NDAs for CRNs. First the ND 
was defined and then various ND protocols, starting from NDAs in 
traditional wireless networks, were discussed. Then a detailed analysis 
of different NDAs was presented for CRNs. A brief overview of the 
CRNs was presented before describing the areas of focus for ND pro-
cess in wireless networks and CRNs. The discovery process might have 
a synchronous or asynchronous operation depending upon the environ-
ment. Some ND processes first established a CCC before starting this 
phase. Then neighbor discovery algorithms in collision-aware, size-
aware and undirected networks was discussed. It was also mentioned 
that a good algorithm should have a strong termination condition, and 
the network topology and channel information could affect the ND 
protocols. It was deduced and discussed that algorithms adopted by 
various researchers had distinct features. Finally, some issues, chal-
lenges, and future directions for ND in CRNs were discussed.
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4.1 introduction

Because of the increasing number of low-cost wireless applications, 
the unlicensed spectrum is quickly becoming a scarce resource. In 
voice-oriented wireless networks, such as, cellular systems, it has been 
shown that a relevant portion of the licensed spectrum is underused 
[1], thus yielding significant inefficiencies. A better performance can 
be obtained using new techniques, such as dynamic spectrum access 
(DSA), that allow a secondary network to exploit the white spaces 
in the licensed spectrum of a primary network, owing to cognitive 
capabilities. Most of the research activity on cognitive systems focuses 
on efficient spectrum utilization, in the realm of cellular systems. 
However, in the case of wireless sensor networks (WSNs), a network 
typically generates bursty traffic over the entire available bandwidth.
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In this chapter, we propose a cognitive sensor networking strategy 
such that a secondary WSN transmits in the inactivity periods of a 
primary WSN, using all the (common) shared bandwidth. Clearly, 
one of the main problems of the secondary WSN is to decide when 
to transmit its packets, in order to maximize its throughput while, 
yet, minimizing the interference with the primary WSN. In order 
to tackle this problem, we consider a cognitive system similar to the 
scheme presented in [2]. The reference scenario is given by a primary 
IEEE 802.15.4 WSN coexisting with a secondary WSN that tries 
to exploit the inactivity periods of the primary one. More precisely, 
both WSNs share the same bandwidth and the cognitive coexistence 
is carried out in the time domain. In particular, assuming synchro-
nization between the nodes of the secondary WSN, upon waking up, 
they sense the channel and act accordingly: if the channel is busy, 
the secondary WSN defers any activity (namely, data collection, i.e., 
transmissions from the sensor nodes to the sink); if the channel is 
idle, the secondary WSN transmits for an optimal time interval. By 
relying on a rigorous queueing theoretic approach, the length of this 
interval is optimized in order to minimize the probability of interfer-
ence with the primary WSN, yet maximizing the throughput of the 
secondary WSN.

This chapter is structured as follows. Section 4.2 presents an over-
view of related work. Section 4.3 derives an accurate queuing model 
for a single-hop IEEE 802.15.4 WSN. Section 4.4 discusses the exact 
distribution of idle times in a single-hop IEEE 802.15.4 WSN. By 
using the developed analytical models, Section 4.5 characterizes the 
performance trade-offs involved by time-domain cognitive sensor 
networking. Finally, Section 4.6 concludes this chapter.

4.2 related Work

The interest in the application of cognitive principles to wireless net-
works dates back to the end of the 1990s, after the introduction of 
the basic concept of cognitive radio by Mitola [3]. In the last decade, 
the ever-increasing demand for data exchange (in particular, Internet 
access in the presence of mobility) has led to a higher and higher need 
to access the electromagnetic spectrum [in particular, some portions 
of it, e.g., the industrial, scientific, and medical (ISM) band] [4]. 
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Cognitive networking is an approach that tries to exploit the empty 
(temporarily unused) spaces in the electromagnetic spectrum. In par-
ticular, a cognitive radio follows a cognitive cycle [5], which attributes 
to a node both the ability to perceive the surrounding environment 
and the intelligence required to identify spectral holes and exploit 
them efficiently.

The Federal Communications Commission (FCC) has attributed 
various characteristics to cognitive radios [6]. In particular, spectrum 
sensing and sharing play key roles. In [1], spectrum sensing techniques 
are classified into three groups: identification of a primary transmit-
ter, identification of a primary receiver, and interference tempera-
ture measurement. In the same work, spectrum sharing is classified 
according to the used access technology: in the presence of overlay 
spectrum sharing, the secondary nodes access the spectrum using 
portions of the spectrum currently unused by the primary nodes, and 
with underlay spectrum sharing, spread spectrum techniques are used 
to make a primary user perceive the transmissions by the secondary 
users as noise.

Various approaches to the design of communication protocols able 
to exploit opportunistically the electromagnetic spectrum have been 
proposed. Sharma et al. [7] proposed a medium access control (MAC) 
protocol, relying on the theory of alternating renewal processes, for 
a cognitive (secondary) network, which opportunistically uses the 
channels of a primary network with the carrier sense multiple access 
with collision avoidance (CSMA/CA) MAC protocol (e.g., a WiFi 
network). According to this approach, a pair of secondary nodes esti-
mates the duration of an idle period, and then try to maximize the 
secondary throughput by maximizing the number of frames trans-
mitted during idle periods. In [8], a proactive channel access model 
was proposed, such that the secondary nodes, based on sensing, build 
a statistical model of the spectral availability for each channel. The 
proposed approach is validated considering a primary network given 
by a television broadcast network. Yang et al. [9] presented a similar 
proactive approach to the estimation of spectral availability by the sec-
ondary nodes, followed by intelligent commutation (between available 
channels) on the basis of a renewal theoretic prediction approach. Three 
statistical models of busy/idle times are considered: (1) the busy and idle 
times have both exponential distributions; (2) the busy and idle times 
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have fixed durations; and (3) the idle time has an  exponential distribu-
tion, whereas the busy time is fixed. Kim and Shin [10], exploiting the 
theory of alternate renewal processes, derived the optimized duration 
of the channel sensing phase in order to maximize the identification 
of spectral holes. Geirhofer et al. [11] investigated the coexistence of 
cognitive radios and WiFi nodes, modeled through a continuous-time 
Markov chain (CTMC)-based model. Geirhofer and Tong [12] inves-
tigated the busy and empty times in an IEEE 802.11 network experi-
mentally, in order to identify accurate statistical models: in particular, 
it is concluded that a hyper-Erlang distribution provides the most 
accurate fit, but an exponential distribution allows to design MAC 
protocols more efficiently. In [13], with reference to IEEE 802.11 net-
works, the CSMA/CA protocol of secondary users is modified to be 
able to operate in an intermittent manner of spectrum pooling. Jeon 
et al. [14] proposed a cognitive scenario where secondary users adjust 
their communication protocols by taking into account the locations of 
the primary users. By introducing preservation regions around primary 
receivers, a modified multihop routing protocol is proposed for the 
cognitive users.

The features of cognitive radios can also be exploited by WSNs, 
which are typically designed to use fixed portions of the electromag-
netic spectrum in a bursty manner and are formed by nodes with 
limited communication and processing capabilities. The focus of [15] 
is on the coexistence of IEEE 802.11 wireless local area networks 
(WLANs) and IEEE 802.15.4 WSNs in the ISM band. Distributed 
adaptation strategies, based on spectrum scanning and increased cog-
nition through learning, are proposed for IEEE 802.15.4 nodes, in 
order to minimize the impact of the interference from IEEE 802.11 
nodes. In [16], it is shown that a WSN, provided that the nodes are 
equipped with a cognitive radio interface, can have several benefits, 
such as DSA (which may avoid the acquisition of expensive licenses 
to transmit a very limited amount of data), opportunistic use of the 
available channels for a bursty traffic, adaptivity to channel conditions 
(leading to a reduced energy consumption), and feasibility of coexis-
tence of competing WSNs (partially or totally sharing given spec-
trum portions). Liang et al. [17] formulated the sensing-throughput 
trade-off problem mathematically and used an energy detection sens-
ing scheme to prove that the formulated problem allows to identify 
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an optimal sensing time that yields the highest secondary network 
throughput. This optimal sensing time decreases when distributed 
spectrum sensing is applied. In [18], a cognitive radio sensor combines 
multiple sensing results obtained at different time points, that is, time 
diversity, to make an optimal decision on the existence of spectrum 
access opportunity.

Hu et al. [19,20] proposed a time-domain cooperative spectrum 
sensing framework, in which the time consumed by reporting for one 
cognitive user is also utilized for other cognitive users’ sensing, that 
is, space diversity is exploited. The obtained results show that optimal 
sensing settings allow to maximize the throughput of the secondary 
network under the constraint that the primary users are sufficiently 
protected. In [21], a novel and comprehensive metric, denoted as 
the coexistence goodness factor (CGF), was introduced to accurately 
model the inherent trade-off between uninterfered primary users and 
unlicensed access efficiency (from secondary users) for time-domain 
DSA-based coexistence.

4.3 An Accurate Queuing Model of a Single-Hop iEEE 802.15.4 WSN

In order to derive the optimal transmission time that a secondary 
IEEE 802.15.4 WSN should adopt, we first develop an accurate 
queuing model for the primary IEEE 802.15.4 WSN. More precisely, 
by leveraging on the theory of renewal processes and discrete-time 
Markov chains (DTMCs) [22], the primary WSN is modeled as an 
M/G/1/N queue, where N is the number of primary nodes and the 
service time distribution depends on the IEEE 802.15.4 standard. 
An illustrative scheme of the (general) queuing model is shown in 
Figure 4.1. More specifically, the M/G/1/N queue models the overall 
number of packets in the system and is solved using its embedded 
DTMC. The time is discretized in minislots, and the length of each 
minislot coincides with the duration of the backoff unit of the IEEE 

1 2 3

. . . . .
λ λ λ λ
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Figure 4.1 Queuing model for a multiple access scheme with N nodes.
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802.15.4 MAC protocol. Each primary node acts as a Bernoulli traf-
fic source with parameter p: more precisely, in each minislot a source 
node generates a packet with probability p. Each node transmits 
packets of fixed size Dpck (dimension of Dpck: [b/pck]) and, under the 
assumption of fixed transmit data rate, fixed duration (corresponding 
to a given number of minislots). The final corresponding transition 
diagram of the process {Qk} is shown in Figure 4.2. It is then possible 
to determine all transition probabilities {Pi,j} [for all admissible pairs 
(i,j)] shown in the diagram in Figure 4.2, and then determine the 
stationary distribution ππ = ={ }πn n

N
0, such that

 π π= P  (4.1)

Solving the above equation corresponds to identifying the eigenvec-
tors of P associated with the eigenvalue 1—note that P has for sure 
the unitary eigenvalue as the transition matrix is stochastic [23]. The 
existence and uniqueness of the steady-state distribution are guaran-
teed by the ergodicity of the considered DTMC. It can be shown that 
the obtained solution depends on the probability with which a packet, 
arriving in an idle minislot at a given node, is transmitted at the begin-
ning of the next minislot. This probability, denoted as q, depends on 
the particular backoff algorithm under use. In order to determine the 
value of q, we apply the renewal theoretic approach proposed in [22], 

0

....

....

....

n − 1 n + 1 Nn

0 AR, 1 TX

1 AR, 1 TX

2 AR, 2 TX

N − n AR, N − n TX min{n + 1, N − n} AR, min{N − n − 1, n} TX

min{N − n, n − 1} AR, min{N − n + 1, n} TX

c 3 AR, 2 TX

2 AR, 1 TX

1 AR, 0 TX

1 AR, 2 TX

2 AR, 3 TX

Figure 4.2 Transition diagram of the process {Qk} in a single-hop IEEE 802.15.4 network, 
depending on the number of arrivals (AR). TX, Transmitters.
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where the three-level renewal process shown in Figure  4.3 (in the 
illustrative case with maximum number of retransmissions M = 5) is 
proposed:

•	 The first-level renewal cycle X is defined as the period between 
two consecutive instants at which the selected node starts 
with the backoff stage 0. In particular, two types of the first-
level cycles can be observed: the X1 cycle does not contain any 
transmission because of M consecutive busy CCAs, whereas 
the X2 cycle contains one transmission (either successful or 
not), which is carried out after an idle CCA.

•	 The second-level renewal cycle Y is defined as the period 
between the end of the first-level cycle X2 and the end of 
the consecutive first-level cycle X2. Note that there could be 
j j X( )≥ 0 1 cycles before the X2 cycle. The cycle Y can be of 
either type Y1 (if the transmission reduces to a collision) or 
type Y2 (if the transmission is successful).

•	 The third-level renewal cycle Z is defined as the period between 
the end of the second-level cycle Y2 and the end of the con-
secutive second-level cycle Y2. As for the previous case, there 
could be k k Y( )≥ 0 1 cycles before a Y2 cycle. The successful 
transmissions carried out in the Z cycle can thus be consid-
ered as the reward for the third-level renewal process. The 
throughput of the selected node can thus be computed as the 
average reward in the Z cycle.

Level 1
tx

Level 2

Level 3

…

… … …

……

… … … …succ

col

tx

col succ

t

t

t

ZZZZ

succ succ succ

X2

Y1 Y1

b0 b0b1 b1b2 b3 b4

Y2

X1 X1 X1 X2

CCA: channel busy
CCA: channel idle

Figure 4.3 Three-level renewal process with maximum number of retransmissions equal to 
M = 5. col, collision; succ, successful transmission; tx, transmission.
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According to the theory of renewal processes with reward, one can 
derive the following two equations for the case with double CCAs [22]:
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α
= = =
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where:
τ is the sensing probability
α is the failure probability, that is, the probability of finding the 

channel busy in a minislot
N is the number of nodes
L is the packet length (in minislots)
M is the maximum number of backoff cycles

If L, N, and M are known, then Equations 4.2 and 4.3 are a set of 
fixed point equations and can be solved. In particular, the probability 
τ corresponds to the probability q introduced in our model.

In order to verify the validity of the proposed framework, we com-
pare the predicted results with the Markov chain-based model pro-
posed in [24]. In Figure 4.4, we compare the steady-state distribution 
predicted by our model with that predicted by the model in [24], in a 
scenario with p = .0002, N = 12 nodes, and L = 10.

4.4 Exact idle Time Distribution in Single-Hop iEEE 802.15.4 WSN

Unlike the approximate model presented in [2], we propose an innova-
tive analytical approach to numerically derive the exact distribution of 
the idle channel times of the primary IEEE 802.15.4 WSN, by using 
the queueing model presented in Section 4.3. The basic idea consists 
of the application of the total probability theorem for the evaluation 
of each term of the probability mass function (PMF) of the idle time, 
by conditioning on the starting states and assuming that they have the 
steady-state probabilities { }πn n

N
=0  of the DTMC associated with the 

process {Qk}. More precisely, one obtains



155time-Domain Cognitive sensor networking

 
P I i P I iQ P iQ

P I iQ N i

k k

k N

{ } { } { }

{ }

= = = = + = =

+ + = = ∀ >

 



0 1

0

0 1π π

π

I



 (4.4)

The terms [ { }]P I i Q nk n= = = 0
N  are obtained through a recursive 

 algorithm that runs over a particular trellis diagram, derived from the 
transition diagram in Figure 4.2—in networking theory, the  transition 
diagram is commonly considered, as steady-state transition probabilities 
are of interest; the use of a trellis diagram, which takes into account the 
time evolution through the specific sequence of states (i.e., a path), is 
often used in communication theory [25]. Instead of considering the full 
trellis diagram (i.e., with all possible transitions), we consider a reduced 
trellis diagram only with the transitions associated with the idle events. 
Illustrative representations of full and reduced trellises are shown in 
Figures 4.5 and 4.6, respectively.

Assuming to start from the state n in the trellis diagram, the sum 
of the state probabilities at the ith step corresponds to the probability 

 P{I ≥ i|Qk = n}. Therefore, it follows that

 P I i Q n P I i Q P I i Q nk k k{ } { } { }= = = = − + = ≥  ≥ 1 1  (4.5)
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n
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Figure 4.4 Distribution of the number of packets in the system in a scenario with p = .0002.
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At this point, the complete PMF (4.4) of the idle time duration 
(in minislots) can be derived—the accuracy of this calculation can be 
made as high as desired simply by considering a sufficiently large num-
ber of trellis steps, in order to correctly estimate the tail of the PMF.

We remark that in the derivation of the idle time distribution, we 
assume that the channel is busy immediately before becoming idle. 
Moreover, the distribution starts from one minislot as we decided to 
consider the two idle CCA minislots as belonging to a busy period.

In the remainder of this section, we investigate the idle time dis-
tribution considering a fixed network scenario with N  =  12 nodes 
directly connected to the sink, fixed packet duration of L  =  10 
 minislots (of  data), and two supplementary CCA minislots related 
to the CSMA/CA MAC protocol. All remaining parameters of the 
CSMA/CA MAC protocol are set to their default values. The network 
load will be set to two values representative of low and high traffic situ-
ations. We recall that the traffic generation at each node has a Bernoulli 
distribution with parameter p (dimension: [pck/minislot]). In general, 
the aggregate and normalized network load can be expressed as [24]

0

1

n − 1

n n n n

n + 1 n + 1 n + 1 n + 1

n − 1 n − 1 n − 1

N N N N

1 2 3 t

Busy

Idle

1 1 1

0 0 0

Figure 4.5 Full trellis diagram associated with the transition diagram in Figure 4.2.
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 G NLp=  (4.6)

By fixing the values of N and L (as will be done in the following), G 
depends only on p.

In Figure 4.7, we show the idle time distribution associated with 
four values of p: (1) .0002, (2) .003, (3) .007, and (4) .01. In all cases, 
N = 12 and L = 10. From the results in Figure 4.7, it can be observed 
that the PMF of the idle time concentrates to smaller and smaller 
values for increasing values of p. However, it can also be observed 
that the shape of the PMF tends to remain the same. This suggests 
that there might exist a closed-form distribution that approximates 
the exact idle time distribution. Heuristically, the results in Figure 4.7 
suggest that the shape of the PMF looks like a translated geometric 
with properly set parameter pidle, that is,

 P I i p p ii{ } ( )= = − ∀ >−
idle idle1 01  (4.7)

0

1

n − 1

n n n n

n + 1 n + 1 n + 1 n + 1

n − 1 n − 1 n − 1

N N N N

1 2 3 t

Busy

Idle

1 1 1

0 0 0

Figure 4.6 Reduced trellis diagram, with only branches associated with idle minislots, derived 
from the full trellis diagram in Figure 4.5.
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In particular, it can be concluded that pidle  =  P{I  =  1} and this 
 probability can be computed by applying the proposed trellis-based 
approach only in its  first step. The average idle time duration is thus 
1/pidle. In Figure 4.8, we compare directly the exact and approximate 
(geometric) distributions of the idle time considering various values 
of p: (1) .0002, (2) .003, and (3) .01. An excellent agreement can be 
observed. This result compares favorably with the results, relative to an 
IEEE 802.11 network, presented in [26], where the idle time distribu-
tion is assumed to be geometric. In [26], it is shown that the assump-
tion of constant access probability per minislot is confirmed. Moreover, 
the geometric idle time distribution determined by our framework is 
in agreement with the results presented in [7,11], where the channel 
occupancy is modeled as exponential (continuous-time approach). We 
remark, however, that our recursive trellis-based approach is exact, and 
thus confirms the validity of the geometric approximation.

In Figure  4.9, the parameter pidle is shown as a function of the 
aggregate (normalized) load G of the primary WSN. As mentioned 
earlier, N =  12 and L =  10. It can be observed that, as intuitively 
expected, pidle is approximately a linearly increasing function of G. In 
Figure 4.10, the average idle time duration I  is shown as a function 
of G. It can be observed that the average idle time I  decreases very 
quickly for increasing values of the traffic load in the primary WSN.

4.5 Time-Domain Cognitive Sensor Networking

Even if not surprising, the fact that the idle time distribution is accu-
rately modeled as geometric has a relevant consequence for the con-
sidered cognitive system. In fact, thanks to the memoryless property 
of the geometric distribution of the idle times of the primary WSN, 
when the secondary WSN wakes up in the middle of an idle interval, 
the elapsed portion of this idle time is irrelevant, as the distribution of 
the remaining portion of the idle time does not change. However, the 
optimal transmission strategy for the secondary WSN simply requires 
to estimate the average per-node traffic load of the primary network, 
together with its number of nodes. An illustrative representation of the 
overall cognitive sensor networking system is shown in Figure 4.11.

Depending on the adopted strategy, the estimation of the primary 
WSN activity behavior can be carried out in several ways: (1) by the 
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primary node sink (in a very accurate way) and (2) by the  secondary 
sink or a generic node of the secondary network. Clearly, these 
 solutions lead to different levels of performance and complexity. The 
first approach implies cooperation between the primary and second-
ary sinks. The second approach seems more appealing for typical sce-
narios relative to coexisting sensor networks.
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Figure 4.9 pidle as a function of the aggregate (normalized) load G of the primary WSN.
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Figure 4.10 Average idle time duration I  as a function of G.
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In order to evaluate the performance of a cognitive system where 
the secondary nodes are aware of the geometric idle time distribution 
of the primary IEEE 802.15.4 WSN, we carry out simulations where 
the idle times of the primary network are generated according to the 
geometric distribution. The overall simulation time is Tsym = 100,000 
minislots—the duration is such that the arithmetic average of the idle 
times is sufficiently close to 1/pidle. We assume that the secondary nodes 
have always packets to transmit but are allowed to transmit only by the 
access point (AP) of the secondary WSN (sort of polling mechanism). 
Once the channel is sensed idle by the secondary AP, the transmis-
sion in the secondary network, of duration equal to L minislots, can 
start: if, during the entire transmission, the channel remains idle, then 
the transmission is considered successful; otherwise (i.e., if the primary 
network starts its activity), there is a failure. In Figure 4.12, an illustra-
tive example of the interaction between the two WSNs is shown.

In order to evaluate the performance of the proposed cognitive 
 system, various parameters need to be considered: the load of the 
 primary network, the packet duration L (in minislots), and the duty 

Network 2
Network 1

Busy

Network 1

Network 2

Idle

Sensing

Figure 4.11 Cognitive sensor networking system.

Sensing: idle

Primary network
Secondary network

t

Figure 4.12 Illustrative representation of channel utilization by the primary and secondary 
WSNs.
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cycle of the secondary network. The duty cycle of the secondary WSN 
is defined as the percentage of time during which this WSN is active. 
A low duty cycle is attractive in scenarios where the secondary WSN 
generates a sporadic traffic (e.g., it is dedicated to low-rate background 
measurement of specific physical quantities).

The following two performance metrics are considered for perfor-
mance analysis:

 1. The probability of interference, denoted as Pi, of the second-
ary network on the primary network is directly related to the 
performance degradation of the primary network caused by 
the activity of the secondary network.

 2. The throughput of the secondary network is defined as
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where:
Ns is the number of successful secondary transmissions (i.e.,  without 

interference with the primary network)
Ti is the duration of the ith idle period

In Figure 4.13, Pi is shown as a function of S2 for various values of 
G and the duty cycle. The curves, parameterized with respect to L, 
show clearly the trade-off between the performance of primary and 
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secondary networks. In Figure 4.13, a few values of L of interest are 
indicated. For example, in order to have Pi < 0.1 with G = 0.024, the 
secondary network should transmit for L = 20 minislots, with a cor-
responding secondary throughput S2 = 0.1.

4.6 Conclusions

In this chapter, we have considered the coexistence of a primary IEEE 
802.15.4 WSN with a secondary WSN. The goal of the latter WSN 
is to transmit in the inactivity periods of the former WSN. First, we 
have proposed a rigorous DTMC-based queuing model of a single-
hop IEEE 802.15.4 WSN (considering a minislotted approach to dis-
cretize the original continuous time M/G/1/N WSN queue). On the 
basis of this model, we have derived the exact distribution of the idle 
times of the primary IEEE 802.15.4 WSN. Since these idle times can 
be accurately approximated as geometric, owing to the memoryless 
property of the geometric distribution the best transmission strategy 
for the secondary WSN simply requires to estimate the average per-
node traffic load of the primary network, together with its number of 
nodes. Our results show clearly that there exists a trade-off between 
the throughput achievable in the secondary WSN and the probability 
of interference of the same WSN with the primary WSN.
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5.1 Introduction

The future wireless systems are emerging toward ad hoc networks 
with uncertain topologies and the main idea in future wireless net-
works is to design networks that are self-configuring, self-organizing, 
self-optimizing, and self-protecting. Therefore, such cognitive wire-
less networks (CWNs) should be able to learn and adapt instanta-
neously to their operating environment depending on their operating 
radio-frequency (RF) environment, thus providing much needed flex-
ibility and functional scalability. Moreover, in order to adapt to their 
operating parameters automatically and wisely, signal processing for 
spectrum sensing is regarded as a fundamental step in these types 
of networks. Currently existing wireless communication systems and 
networks are operating based on fixed spectrum assignment to the 
service providers and their users for exclusive use on a long-term basis 
and over a vast geographic area. The exclusive RF spectrum assign-
ment, which is licensed by government regulatory bodies, such as the 
Federal Communications Commission (FCC) in the United States, 
was an efficient way for interference mitigation among adjacent 
bands. However, the fixed spectrum assignment leads to inefficient 
use of spectrum creating spectrum drought [1] since most of the chan-
nels actively transmit the information only for short duration while a 
certain portion of the spectrum is idle when and where the licensed 
users are not transmitting [2–5]. This implies that the inefficient radio 
spectrum usage has been a serious bottleneck for deployment of larger 
density of wireless devices. We note that the scarcity of RF spectrum is 
not a result of lack of spectrum but a result of wasteful static spectrum 
allocations. In order to alleviate the spectrum scarcity, cognitive radio 
(CR) for secondary user (SU) [6–13] has been introduced to facilitate 
the spectrum sharing [14–20] to increase the spectrum efficiency so 
that the larger density of wireless users can be accommodated without 
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creating a new RF spectrum band. For SUs with software-defined 
radios along with some intelligence to work automatically accord-
ing to their operating environment, the radio components are imple-
mented in software rather than in hardware; therefore, it is possible to 
adapt system configurations to any frequency to transmit and receive 
the data. It is important to note that the primary users (PUs) are the 
authorized users of the licensed frequency band, and SUs, who are 
not the PUs but want to use the licensed frequency band, are the 
cognitive users in CWNs. It is also worth mentioning that allowing 
an SU to access the licensed spectrum (imposing some constraints 
on SUs) improves the spectrum utilization. In CWNs, devices detect 
each other’s presence as interference and try to avoid the interference 
autonomously by changing their behavior accordingly. In dynamic 
spectrum sharing, SUs are not allowed to cause harmful interference 
to the incumbent PUs. It is worth noting that the SUs are essen-
tially invisible to the PUs in CWNs; hence, possibly no changes are 
needed for licensed users/devices. In such a scenario, SUs can either 
be allowed to transmit at low power as in the ultra wideband (UWB) 
system or be allowed to use spectrum opportunities dynamically to 
transmit without causing the harmful interference to PUs. In the lat-
ter case, the CWN autonomously detects and exploits the idle spec-
trum where and when the PUs are not active. This helps to increase 
the system capacity and efficiency, and the dynamic spectral access 
implies that the SU be able to work in multiband, different wireless 
channels, and support multimedia services and/or applications.

As conventional and existing wireless communication networks are 
operating based on fixed spectrum assignment to the service providers 
and their users for exclusive use on a long-term basis result in spec-
trum scarcity, the CR technology uses the radio spectrum opportuni-
ties dynamically without creating harmful interference to the licensed 
users. In order to fully realize the CR system, the detection of PU signal 
is the most important and fundamental step. Therefore, the CR system 
requires a signal processing for radio spectrum sensing implementation 
to detect both the interference and the absence or presence of PUs.

To find a radio spectrum opportunity, an individual SU should 
undergo through a cognitive cycle starting from sensing (observe phase), 
analysis (reasoning phase), adaptation (switching to the best transmit 
parameter phase), and acting (act phase, i.e., SU communication phase 
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based on newly adapted parameters) [3,5] as shown in Figure  5.1. 
Among the four different phases of cognitive cycle, sensing (observe) 
phase is important since the remaining phases are based on the sensed 
information. In this chapter, we focus on radio spectrum sensing for 
dynamic spectrum access.

The rest of the chapter is organized as follows: Section 5.2  presents 
the background of spectrum sensing and access. Section 5.3 con-
sists of different methods of signal detection for spectrum sensing. 
Section 5.4 presents a comparison of radio spectrum sensing methods. 
Section 5.5 concludes the chapter.

5.2 Radio Spectrum access and Sensing: Background

In CR networks, the radio spectrum sensing plays a major role to 
realize its full potential of spectrum utilization in a real environment 
since the sensed information is used to decide the operations of SUs. 
The SUs perform the sensing of radio spectrum, and then the sensed 
information is analyzed to make wise decision in timely and accurate 
manner. A significant number of projects have addressed CR all over 
the world during the recent years. In Section 5.2.1, we first review the 
radio spectrum sharing models of dynamic spectrum access [21] for 
CWNs and capabilities of CR users.

1. Sensing (observe phase):
Real-time wideband

RF monitoring

2. Analysis (reasoning phase):
Real-time processing and feature
characterization to identify the

best response strategies

3. Adaptation (switching phase):
Switch operating parameters to the

best response ones

4. Acting (act phase):
SU communications

CR

Figure 5.1 Cognitive cycle for CR network.
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5.2.1 Radio Spectrum Sharing Models of Dynamic Spectrum Access

The dynamic spectrum access is the new concept opposite of static fre-
quency spectrum assignment and its management. The dynamic spec-
trum access strategies can be broadly categorized into three groups: 
(1) dynamic exclusive use model, (2) open radio spectrum sharing 
model, and (3) hierarchical radio spectrum access model.

5.2.1.1 Dynamic Exclusive Use Model This spectrum access model is 
like a traditional model in which the radio spectrum bands are licensed 
to service providers for exclusive use. However, in order to introduce 
the flexibility to improve the radio spectrum efficiency, this model has 
two approaches: (1) spectrum property rights in which licensees have 
exclusive rights to freely choose technologies, and sell and trade their 
spectrum, and (2) dynamic spectrum allocation in which the spectrum is 
allocated exclusively to service providers for a given region and time.

5.2.1.2 Open Radio Spectrum Sharing Model This model consists of wire-
less services operating in unlicensed industry, scientific, and medical 
(ISM) radio band such as in wireless local area network (LAN) or WiFi, 
where all users have equal opportunities to access the radio spectrum. 
However, the SUs can prefer the channels, which have sparse or moder-
ate traffic (or users) than the channels with heavy traffic (or users).

5.2.1.3 Hierarchical Radio Spectrum Access Model This model consists of 
a hierarchy between the licensed PUs and the secondary unlicensed 
SUs. In this sharing model, unlicensed SUs can access the spectrum 
dynamically, which is not licensed to them, but by making sure that 
the interference created to the licensed PUs is within the tolerable 
range or using the idle spectrum opportunistically without interfering 
the PU transmissions. This model has two basic approaches: spectrum 
overlay and spectrum underlay [21,22] as shown in Figure 5.2.

In the spectrum overlay model, the SUs will have to identify the 
idle spectrum bands, which are not used by the licensed system at 
a given time and location, and use those idle bands dynamically. 
This model is presented in Figure  5.2a. In the spectrum underlay 
approach, the SUs are allowed to transmit with low transmit power 
as in the UWB technology. This model is presented in Figure 5.2b. 
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Both methods have their advantages and disadvantages. For instance, 
in the spectrum overlay approach, the SUs can transmit with high 
power to increase their rates for given spectrum opportunities; how-
ever, they have to identify the idle frequency bands that are not used 
by the PUs. Similarly, in the spectrum underlay approach, the SUs 
do not need to identify the spectrum opportunities and can transmit 
simultaneously coexisting with PUs; however, they are not allowed 
to transmit with high transmission power even if the entire RF band 
is idle (i.e., the entire RF band is not used by the PUs).

Moreover, the dynamic spectrum sharing by the SUs in a given 
spectrum band can be categorized as follows (Figure 5.3):

•	 Horizontal sharing, where SUs and PUs have equal opportuni-
ties to access the spectrum such as in wireless LAN operat-
ing in the ISM band at 2.4 GHz, and in order to improve 
the overall system performance, SUs can choose the chan-
nels that have less traffic or less number of users. In this 
approach, SUs and PUs coexist in the system and use the 
bands simultaneously.

•	 Vertical sharing, where SUs have less preference over the PUs, 
and, thus, SUs must vacate the spectrum as fast as possible 
once the licensed PUs are detected in the band. However, SUs 
can use the spectrum with potential whenever they detect the 
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Figure 5.2 Spectrum overlay (a) and underlay (b) approaches. Tx, Transmitter, Rx, Receiver.
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idle spectrum band. Moreover, in this approach, the CR sys-
tem needs the operator’s assistance.

5.2.2 Capabilities of CRs

CR technology is regarded as an emerging technology for its efficient 
spectrum use in a dynamic fashion. The main capabilities of CRs can 
be categorized according to their functionality based on the definition 
of the CR in [4] as follows:

•	 Sense the environment, which is cognitive capability, where the 
SUs sense the spectrum either to identify the frequency band 
not used by the licensed PUs or to make sure that the CR is 
not creating harmful interference to the PUs. In order to sense 
the environment, it will first discover the network around 
it. Furthermore, the CR will identify its location in order to 
choose the transmission parameters according to its position.

•	 Analyze and learn sensed information, which is self-organized 
capability, in which the SUs should be able to self-organize 
their communication based on sensed information.

•	 Adapt to the operating environment, which is reconfigurable 
capability, in which the SUs will choose the best transmis-
sion parameters such as operating frequency, modulation, and 
transmission power.

Vertical sharing
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broadcast and
CR

Horizontal sharing
between wireless LAN

and CR

CR

Licensed
terrestrial TV

broadcast
@ 700 MHz

Unlicensed
wireless LAN @ 2.4 GHz

System type

Re
gu

la
to

ry
 st

at
us

Figure 5.3 Spectrum sharing by SUs with different types of systems depending on regulatory 
status of incumbent radio systems: vertical and horizontal sharing of spectrum.
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The main capabilities of SUs depend on the sensed information from 
which they analyze, learn, and then adapt their own operating param-
eters accordingly. Therefore, spectrum sensing is a fundamental step 
in the CR system, which is the major subject matter of Section 5.2.3.

5.2.3 Spectrum Sensing Methods for CRs

As we noted in Section 5.2.2, most of the functionalities of SUs depend 
on the information obtained from spectrum sensing. Furthermore, in 
order to access the available unused spectrum opportunistically and/
or dynamically, the CWN requires a spectrum sensing or estimation 
to detect both the interference and the presence of PUs. Several tech-
niques have been proposed in the literature [23–37] to detect the PU 
signal in spectrum sensing.

We note that the signal processing for spectrum sensing or estima-
tion can be categorized into direct and indirect methods. The direct 
method is recognized as a frequency-domain approach where the esti-
mation is carried out directly from the signal, whereas the indirect 
method is known as a time-domain approach where the estimation is 
performed using autocorrelation of the signal.

Furthermore, the other way of categorizing the spectrum estimation 
and sensing techniques is by grouping them into model-based paramet-
ric methods and periodogram-based nonparametric methods [38].

However, in this chapter, we present signal detection techniques 
for spectrum sensing by categorizing into five groups as follows:

•	 Primary transmitter detection: Detection of PUs or signal is 
performed based on the received signal at the SU receiver. 
This approach includes matched filter (MF) detection [27,39], 
energy-based detection [25,29,30], covariance-based  detection 
[23], waveform-based detection [26], cyclostationarity-based 
detection [28], radio identification-based detection [40], and 
random Hough transform-based detection [31].

•	 Primary receiver detection: In this method, spectrum opportu-
nities are detected based on the PU receiver’s local oscillator 
leakage power [33].

•	 Cooperative detection: In this approach, the PU signal for 
spectrum opportunities is detected reliably by interacting or 
cooperating with other users [24,35,36], and the method can 
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be implemented as either a centralized access to  spectrum 
 coordinated by a spectrum server [41] in the distributed 
approach implied by the spectrum load smoothing algorithm 
[42] or an external detection [37].

•	 Interference temperature management: In this approach, the CR 
system works as a UWB technology where the SUs coexist 
with the PUs and are allowed to transmit with low power and 
restricted by the interference temperature level so as not to 
cause harmful interference to the PUs [43,44].

•	 Other advanced approaches: There are some methods, which 
do not fit into the above categories, such as wavelet-based 
detection [32], multitaper spectrum sensing or estimation 
[4,45], and filter bank-based spectrum sensing [34] in this 
group.

Our main goal in this chapter is to present the comprehensive 
state-of-the-art research result of signal detection techniques for 
spectrum sensing CWNs in which the sensed information is used 
to make automatic and wise decision by the SUs so that they oper-
ate according to their RF environments. In Section 5.3, we pres-
ent the system description and signal processing methods for CR 
networking.

5.3 Signal Detection Methods for Spectrum Sensing

In this section, we present the details of different methods for signal 
processing which are applicable in spectrum sensing for SUs.

5.3.1 Primary Transmitter Detection

This approach contains several methods in which we process the 
received signal (actually transmitted from the primary transmitter to 
the primary receiver) at the SU receiver that wants to use the spec-
trum opportunities locally for a given time and location. In this sec-
tion, we present the most common techniques of signal detection for 
spectrum sensing in CR systems.

In order to detect the PU signal in the system to find the spectrum 
opportunity, we consider the received signal at the SU receiver in con-
tinuous time as
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 y t gs t w t( ) ( ) ( )= +  (5.1)

where:
y(t) is the received signal
g is the channel gain between the primary transmitter and the 

SU receiver
s(t) is the PU signal (to be detected)
w(t) is the additive white Gaussian noise (AWGN)

In order to use the signal processing algorithms for spectrum sensing, 
we consider the signal in the frequency band with a center frequency 
fc and a bandwidth W, and sample the received signal at a sampling 
rate fs, where fs > W, and Ts = 1/fs is the sampling period. Then we can 
define y(n) = y(nTs) as the received signal samples, s(n) = s(nTs) as the 
primary signal samples, and w(n) = w(nTs) as the noise samples, and 
can write the sampled received signal as

 y n gs n w n( ) ( ) ( )= +  (5.2)

If we consider the channel gain g = 1 (i.e., ideal case) between the 
terminals, then Equation 5.2 becomes

 y n s n w n( ) ( ) ( )= +  (5.3)

For the received signal, two possible hypotheses considered for PU 
detection can be written as follows: H0 to denote that the signal s(n) 
is not present and H1 to denote that the signal s(n) is present. That is, 
the received signal samples under the two hypotheses are
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In this section, we deal with the system model given in Equation 5.2 
or 5.3 with given two hypotheses in Equation 5.4 for primary 
transmitter detection methods, and then proceed with detection 
techniques to identify the presence of the PU signal. If the signal 
component s(n) = 0 in Equation 5.3, the particular frequency spec-
trum band may be idle (if the detection is error free). When the 
signal is present (i.e., s(n) ≠ 0), the particular frequency spectrum/
band is in use and there is no spectrum hole for a given time and 
location.
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5.3.1.1 MF-Based Signal Detection When the transmitted signal is 
known at the receiver, MF is known as the optimal method for detec-
tion of PUs [39] since it maximizes the received signal-to-noise ratio 
(SNR), and the SNR corresponding to Equation 5.3 is

 γ =
| ( )|
[ ( )]
s n

E w n

2

2  (5.5)

where:
γ is SNR
E is expected operator

A simple MF-based detection can be implemented as shown in 
Figure  5.4, where threshold is used to estimate the signal. Cabric 
et al. [27] used MF for pilot signal and MF-based detection where the 
method assumes that the PU sends a pilot signal along with the data. 
The  process is depicted in Figure 5.5. The MF performs best when the 
signaling features to be received are known at the receiver.

In spite of its best performance, the MF has more disadvantages than 
its advantages: First, MF requires perfect knowledge of the PU signal-
ing features (such as modulation type and operating frequency), which 
are supposed to be detected at the CR. As we know, CR will use wide-
band spectrum wherever it finds the spectrum opportunities. Therefore, 
it is almost impossible to have MF implemented in the CR for all types 

A/D X
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Integrate N samples of
Y(n) X(n)*

Test statistics Ty(t)

Figure 5.5 Pilot signal and MF-based detection. (Data from D. Cabric, et al., “Implementation 
Issues in Spectrum Sensing for Cognitive Radios,” Asilomar Conference on Signals, Systems 
and Computers, Pacific Grove, CA, June 2004, pp. 772–776.)
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Figure 5.4 MF for signal detection.
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of signals in the wideband regime. Second, MF implementation com-
plexity of detection unit in SU devices is very high [27] because the CR 
system needs receivers for all signal types of wideband regime. Last, 
large power will be consumed to execute such several detection processes 
as SU devices sense the wideband regime. Therefore, the disadvantages 
outweigh the advantages of MF-based detection. It is important to note 
that the MF-based technique might not be a good choice for real CR 
system because of its above- mentioned disadvantages.

5.3.1.2 Covariance-Based Signal Detection This is another method to 
detect the primary signal by SUs. Zeng and Liang [23] proposed the 
covariance-based signal detection technique whose main idea is to 
exploit the covariance of signal and noise since the statistical covari-
ance of signal and noise is usually different. These covariance prop-
erties of signal and noise are used to differentiate signal from noise 
where the sample covariance matrix of the received signal is com-
puted based on the receiving filter. We consider the system model for 
a received signal as in Equation 5.2, and the received signal in a vector 
channel form can be written as [23]

 y G ws= +  (5.6)
where:

Gs is the channel matrix through which the signal travels
The covariance matrices corresponding to the signal and noise can be 
written as
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where:
E[.] is the expected value of [.]

If there is no signal (s  =  0), then Rs  =  0, and, therefore, the off- 
diagonal elements of Ry are all zeros. If there is signal (s ≠ 0) and 
the signal samples are correlated, Rs is no more a diagonal matrix. 
Therefore, some of the off-diagonal elements of Ry should not be 
zeros. Hence, this method detects the presence of signals with the 
help of  covariance matrix of the received signal. That is, if all the 
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off-diagonal values of the matrix Ry are zeros, then the PU is not 
using the band at that time and location, and otherwise, the band is 
not idle.

5.3.1.3 Waveform-Based Detection This is another approach for primary 
signal detection. In this approach, the patterns corresponding to the sig-
nal, such as preambles, midambles, regularly transmitted pilot patterns, 
and spreading sequences, are usually utilized in wireless systems to 
assist synchronization or detect the presence of signal. When a known 
pattern of the signal is present, the detection method can be applied 
by correlating the received signal with a known copy of itself [26] 
and the method is known as waveform-based detection. Tang [26] 
showed that waveform-based detection is better than energy-based 
detection (presented in Section 5.3.1.4) in terms of reliability and con-
vergence time, and also showed that the performance of the algorithm 
increases as the length of the known signal pattern increases.

In order to perform waveform-based signal detection, we consider 
the received signal in Equation 5.3 and compute the detection metric 
as follows [26]:
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where:
N is the length of the known pattern

The detection metric D for waveform-based detection in this equation 
consists of two terms: the first term ∑ =n

N s n1
2| ( )|  of the second equal-

ity is related to a signal and the second term Re[ ( ) ( )]∑ ×=n
N w n s n1  of 

the second equality consists of a noise component. Therefore, we can 
conclude that when the PU is idle [i.e., s(n) = 0)], the detection metric 
D will have only the second term of the second equality in Equation 
5.8 that is only noise, and when s(n) ≠ 0, then D will have both terms 
of the second equality in the same equation. In order to detect the 
signal, the metric D value can be compared with some threshold value 
λ and the detection of the signal can be formulated as
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where:
PT is the probability of true detection, that is, when a signal is pres-

ent in the frequency band, the detection is successful
PF is the probability of false alarm, that is, the detection algorithm 

shows that the frequency is occupied; however, actually it is not

The basic idea is to reduce the probability of false alarm PF. We note 
that the choice of threshold λ plays a major role in this detection 
approach and can be estimated or predicted based on noise variance. 
We also note that the measurement results presented by Cabric et al. 
[24] show that waveform-based detection requires short measure-
ments time; however, it is susceptible to synchronization errors.

5.3.1.4 Energy-Based Detection Another approach of PU detection for 
spectrum sensing is energy-based detection. This method is regarded 
as the most common way of signal detection due to its low compu-
tational and implementation complexities [27]. Unlike in MFs and 
other approaches, in this method, the receivers do not need any kind 
of knowledge of the PUs’ signals.

In this method, the signal detection is performed by comparing the 
output of energy detector with a given threshold value [29], and the 
threshold value as in waveform-based approach depends on the noise 
floor and can be estimated based on it. Figure 5.6a and b show the 
digital implementation of energy-based detection. In the periodogram 
approach as in Figure 5.6a, first of all the signal is converted from 
analog to digital and then fast Fourier transform (FFT) is applied. 
The output of the FFT process is squared, which is then averaged 
to get test statistics. Based on the test statistics, the absence or pres-
ence of the signal in the particular band is identified. In the analog 
prefilter approach as depicted in Figure 5.6b, the signal is prefiltered 
before converting from analog to digital. Then the signal is converted 
to digital followed by squaring and averaging to get the test statis-
tics. In both implementations, the statistics are compared with given 
thresholds and then decision is made about the presence or absence 
of the signal.
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For energy-based detection method, we can consider the system 
model given in Equation 5.3 and compute the decision metric as
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Assuming the variance of AWGN σn and the variance of the signal σs, 
the decision metric D follows chi-square distribution with 2N degrees 
of freedom (χ 2N)2 [29] and can be modeled two hypotheses as follows:
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In this approach, the false alarm probability PF and the true detection 
probability PT can be calculated using two hypotheses making com-
parison with the chosen threshold value as in Equation 5.9. Again we 
note that the method has some disadvantages such as without proper 
choice of threshold value results in undesirable probability of true 
detection and false alarm, poor performance under low SNR value 
[26], and inability to differentiate between interference to licensed 
users and noise that might limit the performance of this approach. In 
addition, this approach does not work optimally for detecting spread 
spectrum such as code division multiple access (CDMA) signals [27].

5.3.1.5 Cyclostationarity-Based Detection This method is also regarded 
as a good candidate for spectrum sensing in CR systems. This method 
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Figure 5.6 Digital implementation of energy-based detection (a) with periodogram: FFT magnitude 
squared and averaged (b) with analog prefilter and square-law device. (Data from D. Cabric, et al., 
“Spectrum Sensing Measurements of Pilot, Energy, and Collaborative Detection,” Proceedings of 
the IEEE Military Communication Conference, October 2006, pp. 1–7.)
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takes advantage of cyclostationarity properties of the received signals 
[28,46] to detect PU transmissions. The digital implementation of this 
approach is depicted in Figure 5.7.

The basic idea of this method is to use the cyclostationarity features 
of the signals. In general, the transmitted signals are stationary ran-
dom process; furthermore, the cyclostationarity features, which are the 
periodicity in signal statistics such as mean and autocorrelation, are 
induced because of modulation of signals with sinusoid carriers, cyclic 
prefix in orthogonal frequency division multiplexing (OFDM), and 
code sequence in CDMA. However, the noise is considered as wide-
sense stationary (WSS) with no correlation. Therefore, this method 
can differentiate PUs’ signals from noise [28]. In this method, cyclic 
spectral correlation function (SCF) is used for detecting signals pres-
ent in a given frequency band and the cyclic SCF of the received signal 
in Equation 5.3 can be calculated as [28,46]

 S Ryy yy
j fα α

τ

τ=
=−∞

∞
− ∏∑ ( )e 2  (5.12)

where:
Ryy

α τ( ) is the cyclic autocorrelation function which is obtained from 
the conjugate time-varying autocorrelation function of s(n), 
which is periodic in n

α is the cyclic frequency

We note that when the parameter α = 0, the SCF becomes the power 
spectral density (PSD). When the signal is present in the given frequency 
spectrum, this method gives the peak in cyclic SCF, implying that the 
PU is present. If there is no such peak, the method implies that the given 
spectrum band is idle or there is no more PU active at a given time and 
location. Based on this observation, SUs identify the status of absence 
or presence of PUs in the particular band in a given time and location.
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Figure 5.7 Digital implementation of cyclostationarity-based feature detection. (Data from 
D. Cabric, et al., “Implementation Issues in Spectrum Sensing for Cognitive Radios,” Asilomar 
Conference on Signals, Systems and Computers, Pacific Grove, CA, June 2004, 
pp. 772–776.)
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5.3.1.6 Random Hough Transform-Based Detection This approach is 
borrowed from image processing field. Random Hough transform is 
applied to a received signal to identify the presence of PU transmission.

5.3.1.7 Centralized Server-Based Detection In this method, a central 
unit, which is a server, collects all the sensed information related to 
spectrum occupancy from SU devices, aggregates the available infor-
mation centrally, and then disseminates or broadcasts the aggregated 
information related to the spectrum status to all SUs [41,47]. When 
the SUs receive the aggregated information related to spectrum occu-
pancy, they adapt their transmission parameters according to the 
received information. Since the spectrum server gathers the informa-
tion from all other users, this spectrum server is assumed to be just 
an information collector without having spectrum sensing capabil-
ity built on it. It is noted that the central server acts like an infor-
mation fusing device for CR systems and does not play any role in 
spectrum sensing. Furthermore, individual SUs sense the informa-
tion and transmit it to their server. They participate in information 
collaboration. They decide to utilize the spectrum opportunistically 
and dynamically based on the aggregated information received from a 
centralized server instead of individually sensed information.

5.3.1.8 External Detection This technique can be considered as an 
alternative approach of centralized server-based cooperative detec-
tion. In this method, similar to centralized server-based approach, 
all SUs obtain the spectrum information from an external detection 
agent [37]. However, unlike the centralized server-based detection, 
an external agent performs the spectrum detection or sensing since it 
is equipped with sensing capability with spectrum sensors. Once the 
external agent senses the spectrum, it disseminates the sensed infor-
mation of spectrum occupancy for SUs. It is important to point out 
here that the individual SU devices will not have spectrum sensing 
capability, unlike in centralized server-based detection. SUs do not 
have their own sensing unit; however, they decide which spectrum 
band is to be used and with what transmission parameters and tech-
nologies. Because of the external agent-based sensing, this approach 
also helps to overcome the hidden PU problem as well as the uncer-
tainty due to shadowing and fading [37]. Furthermore, this method is 
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also efficient in terms of time and spectrum and power consumptions 
from the perspective of CR systems since SUs do not spend time and 
power for signal detection [37] as the spectrum sensing is performed 
by the external agent. This approach can be seen as a good candidate 
for the CR system to overcome the technical problems; however, it is 
important to perform the cost–benefit analysis before recommending 
it for the implementation in the CR system.

5.3.1.9 Distributed Detection In contrast to the centralized server-
based and external detection, in this method, SUs make their own 
decision based on their individually sensed information and the 
information received from other interacting or cooperating users. 
Unlike in centralized server-based and external detection, in this 
approach individual SUs need to have installed individual sensing 
unit on them. Therefore, we do not need a high-capacity centralized 
backbone infrastructure (centralized spectrum server or external 
agent) in this approach. This can be seen as economically advan-
tageous over other methods. Instead of deciding the utilization of 
spectrum opportunities based on individually sensed information, 
this approach considers the sensed information from other col-
laborating SUs who are also seeking the spectrum access dynami-
cally and opportunistically to make decision regarding the dynamic 
spectrum utilization. This method increases the probability of true 
detection and decreases the probability of false alarm related to 
actual spectrum occupancy. Basically, the distributed approach can 
be implemented in SU devices by using spectrum load smoothing 
algorithms [42].

5.3.2 Interference Temperature Management

This approach considers the spectrum underlay approach for dynamic 
spectrum access or spectrum utilization. When PUs and SUs coex-
ist and transmit their data simultaneously, the interference temperature 
management is the best approach to protect PUs from the interfer-
ence caused by SUs by imposing some constraints (e.g., low transmit 
power) on SUs so as not to exceed the specified interference limit. 
This approach is illustrated in Figure 5.9.
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The basic idea behind this approach is to set up an upper limit in inter-
ference power for a given frequency band in a specific geographic location 
such that SUs are not allowed to create harmful interference while using 
the specific band in the specific area [43,44]. This approach works as the 
UWB technology where the SUs are allowed to transmit simultaneously 
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with the PUs using low transmit power and are restricted by the inter-
ference temperature level so as not to cause harmful interference to PUs 
[43,44]. In this approach, SUs do not have to sense and wait for spectrum 
opportunities for their communications, but they are restricted by some 
operating constraints, as they have to respect the incumbent PUs.

However, SUs cannot transmit their data with higher power 
because of imposed low transmit power and interference temperature 
limit even if the licensed system is completely idle for a given time and 
location. This can be seen as a disadvantage of the approach.

5.3.3 Other Advanced Approaches

Some methods, which do not fit in the above groups and are appli-
cable for spectrum sensing in the CR system, are considered in this 
category. Some of these methods are seen as more suitable candidates 
for future development of CR systems. We present such approaches in 
Sections 5.3.3.1 through 5.3.3.3.

5.3.3.1 Wavelet-Based Detection This method is popular in image pro-
cessing for edge or boundary detection. Tian and Giannakis [32] used 
wavelets for detecting the edges in the PSD of a wideband channel. 
This method is illustrated in Figure 5.10.

In this approach, signal spectrum is decomposed into smaller non-
overlapping sub-bands to apply the wavelet-based approach for detect-
ing the edges in the PSD. We note that the edges in the PSD are the 
divider of occupied bands and nonoccupied bands (or spectrum holes) 
for a given time and location. Based on this information, SUs can 
identify spectrum holes or opportunities and exploit them optimally.

Hur et al. [48] proposed another wavelet approach for spectrum 
sensing by combining coarse and fine sensing resulting in multireso-
lution spectrum sensing. The basic idea is correlating the received 
 signal with the modulated wavelet to obtain the spectral contents of 
the received signal around the carrier frequency in the given band 
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Figure 5.10 Digital implementation of a wavelet detector.
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processed by the wavelet. By analyzing dilated versions of the wave-
let and scaling functions, wavelet has the capability to dynamically 
tune time and frequency resolution [49]. In addition, time resolution 
can be compromised and traded-off with high-frequency resolution 
for segments of slow varying signal [49].

5.3.3.2 Multitaper Spectrum Sensing/Estimation Thomson [45] proposed 
the multitaper spectrum estimation (MTSE), in which the last N sam-
ples of the received signal are collected in a vector form and represented 
them as a set of Slepian base vectors. The Slepian base vectors are used 
to identify the spectrum opportunities in the targeted spectrum band. 
The main idea of this approach is to utilize its fundamental property, 
that is, the Fourier transforms of Slepian vectors have the maximal 
energy concentration in the bandwidth fc − W to fc + W under a finite 
sample size constraint [4,45]. After MTSE, by analyzing this feature, 
SUs can identify whether there is spectrum opportunity. This method is 
also regarded as an efficient method for small sample spaces [34].

5.3.3.3 Filter Bank-Based Spectrum Sensing Filter bank-based spec-
trum sensing (FBSE) is a simplified version of MTSE by introducing 
only one prototype filter for each band and was proposed for CR net-
works in [34]. The main idea of FBSE is to assume that the filters at 
the receiver and transmitter sides are a pair of matched root-Nyquist 
filters H(z) as shown in Figure 5.11. Specifically, the FBSE was pro-
posed for multicarrier modulation-based CR systems by using a pair 
of matched root-Nyquist filters [34]. The approach for demodulation 
of the received signal with ith subcarrier before it is processed through 
root-Nyquist filter is presented in Figure 5.11.

5.3.3.4 Compressive Radio Spectrum Sensing Generally speaking sig-
nals of interest are often sparse in a certain domain and the num-
ber of samples required for estimating the signal order can be much 
smaller than that for reconstructing the unknown sparse signal itself 
[50,51]. Thus, compressive spectrum sensing techniques can effec-
tively reduce the acquisition costs of high-dimensional signals using 
compressive sensing for the sparse signals [50,51,52]. By estimat-
ing the sparsity order on the fly, compressed sensing can consider-
ably reduce the sampling costs while achieving the desired sensing 
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accuracy [50], whereas in conventional spectrum sensing, each and 
every channel should be sensed in a sequential manner, which con-
sumes both battery life and time.

5.4 Comparison of Radio Spectrum Sensing Methods

We presented several signal processing methods for spectrum sensing 
applicable to CR systems. Among them some methods are  suitable 
for one system consideration and technologies and others are suitable 
for different system consideration and technologies. Note that there 
is no such optimal and universal technique available yet, which is 
suitable for all kinds of technologies for CR systems in the wideband 
regime. In this section, we compare the main signal processing tech-
niques for spectrum sensing in terms of sensing accuracies and com-
plexities. The different methods of primary transmitter detection are 
presented in Figure 5.12. Among them, MF gives the highest accu-
racies with high complexity, which is due to implementation of many 
MFs in SU devices for spectrum sensing in the wideband regime. 
However, energy-based detector is least accurate and least complex 
since we do not need any special kind of filters and the detector uses 
the energy of the signal during the detection process. In terms of 
implementation complexity, this approach is suitable for the CR sys-
tem; however, it is more prone to noise level and interference from 
close proximity. Others are in the kind of middle in terms of accu-
racy and complexities.

Sometimes the primary transmitter might be far away from SUs. 
In this case, if we apply the primary transmitter detection approach 
for spectrum sensing, low probability of true detection is because of 
fading and other blockings. In this case, primary receiver detection is 

X H(Z)

e−j2 π f n
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Figure 5.11 Demodulation of a received signal with ith subcarrier before it is processed through 
root-Nyquist filter. (Data from B. Farhang-Boroujeny and R. Kempter, IEEE Communication 
Magazine, vol. 48, no. 4, 2008.)



193radio speCtrum sensing in Cwns

suitable for spectrum sensing. However, in this system SUs should be 
close enough to listen LO power leakage in order to sense the spec-
trum. This might be seen as a disadvantage of this approach.

It is noted that in the spectrum overlay approach, SUs need to iden-
tify the spectrum opportunities or holes to utilize them opportunisti-
cally. If PUs use the spectrum all the time, SUs will not get a chance 
to access the channel for their transmission. In this case, the spectrum 
underlay approach is applicable in which interference temperature 
management is important where SUs do not need to sense for the 
spectrum but have to transmit with severe low transmit power so as 
not to create harmful interference to the primary systems. However, 
they are not allowed to transmit with high power when the primary 
system is idle leaving whole spectrum unutilized. This is the drawback 
of this method. However, there are many challenges to differentiate 
between the legitimate SUs and the malicious SUs whose intention is 
to disturb the PUs’ transmissions.

In single SU-based spectrum sensing methods, an SU can come up 
with wrong decision of spectrum occupancy and create the interfer-
ence to the PUs. For this type of problem, cooperative or collaborative 
spectrum sensing is more practical. In such collaborative approaches, 
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SUs rely on aggregated sensing information rather than only on 
their sensed information, the reliability and accuracy is increased 
significantly, and problems such as hidden PU problem (as shown 
in Figure 5.8) will be overcome. However, collaboration will create 
some network overhead both economically (to install external agent or 
spectrum server) and technically (network traffic overload).

Similarly, Farhang-Boroujeny and Kempter [34] noted that FBSE 
outperforms MTSE with low PSD since MTSE uses multiple pro-
totype filters [4,45] for a given frequency band and the best response 
corresponds to the largest eigenvalue of the autocorrelation matrix 
of the observation vector. Moreover, MTSE is better for small sam-
ple spaces, whereas FBSE is better for large number of samples. In 
addition, MTSE approach increases the computational complex-
ity and hence might not be suitable for CR system. Recently, FBSE 
has attracted the researcher from both academia and institutes [53]. 
However, FBSE assumes multicarrier modulation technology as the 
underlying communication technique, which can be considered as its 
drawback if we try to implement FBSE in other system with different 
communication technologies.

In order to realize the CR system in wireless communications for 
efficient utilization of underutilized scarce spectrum, the interference 
and spectrum sensing methods should be reliable and prompt so that 
the PUs will not be hampered or disturbed from the CR system to 
utilize their own spectrum. It is noted that the licensed PUs can claim 
their own frequency band at any time while the CR system operates on 
the band opportunistically in the spectrum overlay model and coexist 
in the spectrum underlay model. Whatever model and methods have 
been implemented, the CR system should be able to identify the pres-
ence of PUs as fast as possible in order to respect the PUs. However, 
the signal detection methods have limitations on the performance of 
detection in terms of time and frequency resolution. Since the CR 
system is still in its early stages of development, there are number of 
challenges for its implementation such as time for PU signal detection 
and hardware implementations and computational complexities in SU 
devices [53]. Furthermore, the spread spectrum PU (or CDMA system 
user) detection is also difficult for the user since the energy is spread 
all over wider frequency range.
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Last but not least, the best signal processing technique for  spectrum 
sensing in the CR system is the one that offers low sensing time, 
minimum hardware and computational complexities, and fine-tuned 
time and frequency resolution. In some sense, FBSE and wavelet-
based spectrum estimation seem suitable for the time being. However, 
future research should be focused to address the existing problems 
in order to realize the full potential of the CR system for dynamic 
spectrum access.

5.5 Conclusions

This chapter has presented the state-of-the-art research results for 
radio spectrum sensing in the CWN for dynamic spectrum access. 
Spectrum sensing is one of the most important steps in the CWN 
and a crucial need to achieve satisfactory results in terms of effi-
cient use of available radio spectrum while not causing harmful 
interference to the licensed PUs. As described in this chapter, the 
development of CWNs requires the involvement and interaction of 
many advanced techniques, including distributed spectrum sens-
ing, interference management, CR reconfiguration management, 
and cooperative communications. Furthermore, in order to fully 
realize the CR systems in wireless communications for efficient 
utilization of scarce RF spectrum, the method used in identify-
ing the interference and/or spectrum sensing should be reliable 
and prompt so that the PU will not suffer from the CR system 
to utilize their licensed spectrum. We have presented the differ-
ent signal processing methods by grouping them into five basic 
groups and their details in turn. We have also presented the pros 
and cons of different spectrum sensing methods and performed the 
comparison in terms of operation, accuracies, complexities, and 
implementations. Since the CR system is still in its early stages 
of development, there are a number of challenges for its imple-
mentation such as time needed for PU signal detection, detection 
of spread spectrum PU signals, computational complexities, hard-
ware implementation in SU devices, robust spectrum sharing poli-
cies/rules, and robust security for both licensed and licensed users 
in CWNs.
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6.1 Introduction

In the present era, wireless communication is going in a big way 
and cognitive radio network (CRN) is one of the future-based tech-
nologies in wireless communication system. The concept of cog-
nitive radio (CR) was first proposed by Joseph Mitola III at the 
Royal Institute of Technology (KTH) in Stockholm, Sweden, in 
1998. CR is an intelligent wireless communication system, which 
is aware of its surrounding environment, learns from the environ-
ment, and adapts its internal states to statistical variations in the 
incoming radio-frequency (RF) stimuli by making correspond-
ing changes in certain operating parameters in real time. A CR 
comes under the Institute of Electrical and Electronics Engineers 
(IEEE) 802.22 wireless regional area network (WRAN) standard 
and has the  ability to detect the channel usage, analyze the channel 
 information, and make a decision whether and how to access the 
channel. The US Federal Communications Commission (FCC) uses 
a narrower definition for this concept: “Cognitive radio: A radio or 
system that senses its operational electromagnetic environment and 
can dynamically and autonomously adjust its radio operating param-
eters to modify system operation, such as maximize throughput, 
mitigate interference, facilitate interoperability, and access second-
ary markets.” The primary objective of the CR is to provide highly 
reliable communication whenever and wherever needed and to uti-
lize the radio spectrum efficiently. Static allocation of the frequency 
spectrum does not meet the needs of current wireless technology, 
so dynamic spectrum usage is required for wireless networks. CR is 
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considered as a promising candidate to be employed in such systems 
as they are aware of their operating environments and can adjust 
their parameters. It can sense the spectrum and detect the idle fre-
quency bands; thus, secondary users (SUs) can be allocated in those 
bands when primary users (PUs) do not use those bands in order to 
avoid any interference to PUs by SUs. In the CRN literature, PU 
and SU are considered as shown in Figure 6.1. The PU is a licensed 
user that has an allocated band of spectrum for exclusive use. The 
SU is unlicensed user that does not have an allocated band of spec-
trum. We use spectrum sensing techniques to detect the presence of 
PU licensed signal at low signal-to-noise ratio (SNR).

6.2 CRn Functions

Basically, a CR should be able to quickly jump in and out of free 
spaces in spectrum bands, avoiding preexisting users, in order to 
transmit and receive signals. There are four basic functions of CRNs: 
spectrum sensing, spectrum sharing/allocation, spectrum mobility/
handoff, and spectrum decision/management.

•	 Spectrum sensing: It detects all the available spectrum holes 
in order to avoid interference. It determines which por-
tion of the spectrum is available and senses the presence of 
licensed PUs.

CR-1 CR-2

CR-3CR-4

PU-Tx PU-Rx

Figure 6.1 Cognitive radio network. Tx, Transmitter; Rx, Receiver.
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•	 Spectrum sharing allocation: It shares the spectrum-related 
information between neighbor nodes.

•	 Spectrum mobility handoff: If the spectrum in use by a CR user 
is required for a PU, then CR leaves the present band and 
switches to another vacant spectrum band in order to provide 
seamless connectivity.

•	 Spectrum decision management: It captures the best available 
vacant spectrum holes from detected spectrum holes.

Many of the licensed air waves are too crowded. Some bands are 
so overloaded that long waits and interference are the norm. Other 
bands are used sporadically and are even underused. Even the FCC 
acknowledges the variability in licensed spectrum usage. According 
to the FCC report, 70% of the allocated PU licensed spectrum band 
remains unused called white space/spectrum hole at any one time 
as shown in Figure 6.2. This fluctuating utilization results from the 
current process of static allocation of spectrum, such as auctions and 
licensing, which is inefficient, slow, and expensive. This process can-
not keep up with the swift pace of technology. In the past, a fixed 
spectrum assignment policy was more than adequate. However, today 
such rigid assignments cannot match the dramatic increase in access 
to limited spectrum for mobile devices. This increase strains the effec-
tiveness of traditional, licensed spectrum policies. In fact, even unli-
censed spectrum bands need an overhaul. Congestion resulting from 

Frequency
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itu

de

Spectrum used by PUs
(occupy spectrum)
Spectrum not used by PUs
(vacant spectrum)

Time

Band used by SU
Band used by PU

Ch-1

Ch-2

Ch-3

Ch-4

Figure 6.2 CRN concepts: Spectrum holes.
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the coexistence of heterogeneous devices operating in these bands is 
on the rise. Consider the license-free industrial, scientific, and medi-
cal (ISM) radio band. It is crowded by wireless local area network 
equipment, Bluetooth devices, microwave ovens, cordless phones, and 
other users. Devices, which use unlicensed bands, need to have higher 
performance capabilities to have better job managing user quality of 
service. The limited availability of spectrum and the nonefficient use 
of existing RF resources necessitate a new communication paradigm 
to exploit wireless spectrum opportunistically and with greater effi-
ciency. The new paradigm should support methods to work around 
spectrum availability traffic jams, make communications far more 
dependable, and of course reduce interference among users. The cur-
rent shortage of radio spectrum can also be blamed in large part on 
the cost and performance limits of current and legacy hardware. Next-
generation wireless technology such as software-defined radio (SDR) 
may well hold the key to promoting better spectrum usage from an 
underlying hardware/physical layer perspective. The SDR uses both 
embedded signal processing algorithms to sift out weak signals and 
reconfigurable code structures to receive and transmit new radio pro-
tocols. However, the system-wide solution is really CR.

In a typical CR scenario, users of a given frequency band are classi-
fied into PUs and SUs. PUs are licensed users of that frequency band. 
SUs are unlicensed users that opportunistically access the spectrum 
when no PUs operate on that frequency band. This scenario exploits 
the spectrum sensing attributes of CR. CRNs form when SUs uti-
lize holes in licensed spectrum for communication. These spectrum 
holes are temporally unused sections of licensed spectrum that are 
free of PUs or partially occupied by low-power interferers. The holes 
are commonly referred to as white or gray spaces. Figure 6.2 shows a 
scenario of PUs and SUs utilizing a frequency band.

In the other cognitive scenario, there are no assigned PUs for unli-
censed spectrum. Since there are no license holders, all network enti-
ties have the same right to access the spectrum. Multiple CRs coexist 
and communicate using the same portion of spectrum. The objective 
of the CR in these scenarios is more intelligent and fair spectrum shar-
ing to make open spectrum usage much more efficient. It will help in 
utilizing the unused channels and also using spectrum efficiently, and 
also include the better channel assignment and management policy.



Cognitive networks208

6.3 Spectrum Sensing Techniques

CR attempts to discern the areas of used or unused spectrum by 
determining if a PU is transmitting in its vicinity. This approach is 
predicated on detecting not the strongest transmitted signal from a 
PU but the weakest. The idea is that the weakest signal producing 
primary transmitter would ideally be the one furthest away from the 
CR, but still susceptible to RF interference from the radio.

The aim of the CR is to use the natural resources efficiently includ-
ing the frequency, time, and transmitted energy. CR technologies 
can be used in lower priority secondary systems that improve spec-
tral efficiency by sensing the environment and then filling the discov-
ered gaps of unused licensed spectrum with their own transmissions. 
Unused frequencies can be thought of as a spectrum pool from which 
frequencies can be allocated to SUs and SUs can also directly use 
frequencies discovered to be free without gathering these frequencies 
into a common pool. In addition, CR techniques can be used inter-
nally within a licensed network to improve the efficiency of spectrum 
use. In the CRN, the CR users monitor the radio spectrum periodi-
cally and opportunistically communicate over the spectrum holes.

As shown in Figure 6.3 there are basically three types of spectrum 
sensing techniques for detecting PU licensed spectrum band [1–3]:

Spectrum sensing
technique

Interference-based
SS technique

Transmitter SS
technique

Blind SS
technique

Signal-specific
SS technique

Matched filter
detection

Cyclostationary-
based detection

Energy
detection

Cooperative SS
technique

Figure 6.3 CRN spectrum sensing techniques. SS, spectrum sensing.
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 1. Cooperative or collaborative spectrum sensing (CSS) technique
 2. Transmitter spectrum sensing technique
 3. Interference-based spectrum sensing technique

6.3.1 Cooperative Spectrum Sensing Technique

In cooperative detection, multiple CRs work together to supply infor-
mation to detect a PU. This technique exploits the spatial diversity 
intrinsic to a multiuser network. It can be accomplished in a centralized 
or distributed fashion. In a centralized manner, each radio reports its 
spectrum observations to a central controller that processes the informa-
tion and creates a spectrum occupancy map of the overall network. In 
a distributed fashion, the CRs exchange spectrum observations among 
themselves and each individually develops a spectrum occupancy map.

Cooperative detection is advantageous because it helps to miti-
gate multipath fading and shadowing RF pathologies that increase 
the probability of PU detection. Additionally, it helps to combat the 
dreaded hidden node problem that often exists in ad hoc wireless net-
works. The hidden node problem, in this context, occurs when a CR 
has good line of sight to a receiving radio, but may not be able to 
detect a second transmitting radio also in the locality of the receiv-
ing radio due to shadowing or because the second transmitter is 
geographically distanced from it. Cooperation between several CRs 
alleviates this hidden node problem because the combined local sens-
ing data can make up for individual CR errors made in determining 
spectrum occupancy. Sensing information from others results in an 
optimal global decision.

6.3.2 Transmitter Spectrum Sensing Technique

In this technique, the CR attempts to discern the areas of used or 
unused spectrum by determining if a PU is transmitting in its vicin-
ity. This approach is predicated on detecting not the strongest trans-
mitted signal from a PU but the weakest. The idea is that the weakest 
signal producing primary transmitter would ideally be the one fur-
thest away from the CR, but still susceptible to RF interference from 
the radio. To detect the PU signal, there is a mathematical hypothesis 
expression for a received signal given as
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where:
x(n) denotes the signal received by each CR user
s(n) is the PU licensed signal
w(n) ~ N(0, σw

2) is additive white Gaussian noise with zero mean 
and variance σw

2

h(n) denotes the Rayleigh fading channel gain of the sensing chan-
nel between the PU and the CR user

H0 known as the null hypothesis shows the absence of PU
H1 known as the alternative hypothesis shows the presence of PU

The channel considered between the PU and the CR user is the 
Rayleigh channel. Further, transmitter spectrum sensing technique 
is divided into two categories: signal-specific sensing technique and 
blind sensing technique.

6.3.2.1 Signal-Specific Spectrum Sensing Technique It requires prior 
knowledge of PU signal. The examples are matched filter detection 
and cyclostationary-based detection.

6.3.2.1.1 Matched Filter Detection This technique sometimes 
called coherent detection, which is an optimum spectrum detection 
method, requires prior information of PUs and increases the SNR. 
In other words, when PU signal information, such as modulation 
type, pulse shape, and packet format, is known to a CR, the optimal 
detector in stationary Gaussian noise is the matched filter since it 
maximizes the received SNR. The matched filter works by correlat-
ing a known signal, or template, with an unknown signal to detect 
the presence of the template in the unknown signal. Figure 6.4 pro-
vides a graphical representation of this process. Because most wire-
less network systems have pilots, preambles, synchronization words, 
or spreading codes, these can be used for coherent (matched filter) 
detection. A big plus in favor of the matched filter detection is that it 
requires less time to achieve a high processing gain due to coherency. 
Its main shortcoming is that it requires a priori knowledge of the 
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PU signal, which in a real-world situation may not be available, and 
implementation is complex.

6.3.2.1.2 Cyclostationary-Based Detection In this method, the signal 
is seen to be cyclostationary if its statistics, that is, mean or autocor-
relation, is a periodic function over a certain period of time. Because 
modulated signals (i.e., messages being transmitted over RF) are 
coupled with sine-wave carriers, repeating spreading code sequences, 
or cyclic prefixes, all of which have a built-in periodicity, their mean 
and autocorrelation exhibit periodicity that is characterized as being 
cyclostationary. Noise, however, is a wide-sense stationary signal with 
no correlation. Using a spectral correlation function, it is possible to 
differentiate noise energy from modulated signal energy and there-
fore detect if a PU is present. The cyclostationary detection has sev-
eral advantages. It can differentiate noise power from signal power, 
more robust to noise uncertainty, and can work with lower SNR. But 
it requires partial information of PU that makes it computationally 
complex, and long observation time is required. Figure 6.5 shows the 
block diagram of cyclostationary-based detector.

x(n)

xp*(n)
Prior

information

A/D
converter y(n)

<
> λy(n) = x(n) × xp*(n)

(N − 1)

n = 0
Σ

Figure 6.4 Matched filter detector. A/D, Analog to digital converter.

y(n)
<
> λ

y(n)
BPF N-point

FFT Correlator Average
over T

Figure 6.5 Cyclostationary-based detector. FFT, fast Fourier transform; BPF, Band pass filter.
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6.3.2.2 Blind Spectrum Sensing Technique It does not require prior 
knowledge of PU signal. Energy detector (ED) is the example of this 
kind of sensing technique.

6.3.2.2.1 Energy Detection In energy detector, if a receiver cannot 
gather sufficient information about the PU signal, such as in the case 
that only the power of random Gaussian noise is known to the receiver, 
the optimal detector is an ED. Energy detection implementation and 
computation are easier than others. However, there are some limita-
tions: At low SNR, its performance degrades; it cannot distinguish 
interference from a user signal; and it is not effective for signals whose 
signal power has been spread over a wide band. Figure 6.6 shows the 
block diagram of ED.

Now, there are some important parameters related to spectrum 
sensing performance: the probability of detection (Pd), the probabil-
ity of false alarm (Pf), and the probability of missed detection (Pm). 
The probability of detection is the probability of accurately deciding 
the presence of the PU signal. The probability of false alarm refers 
to the probability that the SU incorrectly decides that the channel is 
idle when the PU is actually transmitting. The probability of missed 
detection refers to the probability that the SU misses the PU signal 
when the PU is transmitting.

6.3.3 Interference-Based Spectrum Sensing Technique

This method differs from the typical study of interference that is usu-
ally transmitter centric. Typically, a transmitter controls its interfer-
ence by regulating its output transmission power and its out-of-band 
emissions, based on its location with respect to other users. Cognitive 
interference-based detection concentrates on measuring interference 
at the receiver. The FCC introduced a new model of measuring inter-
ference referred to as interference temperature. The model manages 

A/D
converter |  |2x(n) y(n)

Σ
n = 0

(N−1)
y(n)

<
> λ

Figure 6.6 Energy detector.
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interference at the receiver through the interference temperature 
limit, which is the amount of new interference that the receiver can 
tolerate. The model accounts for the cumulative RF energy from mul-
tiple transmissions and sets a maximum cap on their aggregate level. 
As long as the transmissions of CR users do not exceed this limit, 
they can use a particular spectrum band. The major hurdle with this 
method is that unless the CR user is aware of the precise location of 
the nearby PU, interference cannot be measured with this method. 
An even bigger problem associated with this method is that it still 
allows an unlicensed CR user to deprive a licensee (PU) access to his 
licensed spectrum. This situation can occur if a CR transmits at high-
power levels while the existing PUs of the channel are quite far away 
from a receiver and are transmitting at a lower power level.

6.4 Issues in CRn

CRN is a future-based wireless communication technology. Due to 
this, there are various challenges or issues related to CRNs. In this 
chapter, we deal with two major problems: spectrum sensing failure 
and fading and shadowing problems.

6.4.1 Spectrum Sensing Failure Problem

In the ED-based spectrum sensing technique, noise uncertainty [4] 
arises the difficulty in setting the ideal threshold for a CR and there-
fore reduces its spectrum sensing reliability [5]. Moreover, this may 
not be optimum under low SNRs where the performance of a fixed 
threshold (λ1)-based ED can fluctuate from the desired targeted per-
formance metrics significantly.

In Figure 6.7, the x-axis shows the power level of signals and the 
y-axis shows the signal probability. There are two curves: PU signal 
and noise. According to the CRN scheme, it is very easy to detect PU 
signal and noise if both  are separated from each other. If an ED gets a 
PU signal, then it shows H1, that is, the channel is occupied; if it gets a 
noise signal, it shows H0, that is, the channel is unoccupied. However, 
if both PU signal and noise intersect with each other, then it is very 
difficult to sense desired signals. In Figure 6.7, the area between the 
PU signal and noise or under the upper bound (λ1) and the lower 
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bound (λ2) is known as a confused region. In this region, detection of 
noise and PU signal is very difficult using single threshold.

6.4.2 Fading and Shadowing Problem

Multipath fading and shadowing is one of the reasons of arising hid-
den node problem in carrier sense multiple access. Figure 6.8 depicts 
an illustration of a hidden node problem where the dashed circles 
show the operating ranges of the PU and the CR device. Here, the 
CR device causes unwanted interference to the PU (receiver) as the 
primary transmitter’s signal could not be detected because of the loca-
tions of devices. Cooperative sensing is proposed in this chapter for 
handling multipath fading and shadowing problem.

Confused region
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Figure 6.7 Energy distribution of PU signal and noise.
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Figure 6.8 Illustration of hidden PU problem in CRNs. Tx, Transmitter.
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6.5 Related Works

6.5.1 Adaptive Spectrum Sensing

Spectrum sensing is the most crucial part in the successful imple-
mentation of CRs. The main focus of our current research in CR is 
divided into two main streams: (1) to improve local sensing and (2) to 
focus on cooperative spectrum sensing for better data fusion results. 
In CRs during cooperative spectrum sensing, many SUs cooperate 
to achieve better data fusion results. In infrastructure-based net-
works, all the observations made by SUs are reported to a fusion 
center (FC) and a final decision about the presence or absence of PU 
is conducted at the FC [7]. In local spectrum sensing, all the SUs 
make observations individually and a final decision is made individu-
ally. In literature, many improvements for local spectrum sensing are 
proposed, but still there is room for improvement. Sensing a wide-
band spectrum is significant in CR; however, only a few researchers 
have worked on the wideband spectrum sensing in CRs. Two-stage 
spectrum sensing is considered as one of the techniques to deal with 
this issue. Hur et al. [8] proposed a two-stage wideband spectrum 
sensing technique, which combines coarse sensing and fine sens-
ing. In the first stage, coarse sensing is performed over the entire 
frequency range with a wide bandwidth. A wavelet transform-based 
multiresolution spectrum sensing technique is presented as a coarse 
sensing. In the first stage, the occupied and candidate spectrum seg-
ments are identified. In the second stage, fine sensing is applied on 
candidate spectrum segments to detect unique features of modulated 
signals. Confirmation of an unoccupied segment is done by careful 
fine sensing. Luo et al. [9] presented a two-stage dynamic spectrum 
access approach that consists of preliminary coarse resolution sensing 
(CRS) followed by fine resolution sensing (FRS). In CRS, the whole 
spectrum is divided into equal-sized coarse sensing blocks (CSBs) 
of equal bandwidth. One of the CSBs is selected randomly and 
checked for at least one idle channel by applying ED of bandwidth 
equal to that of CSB. FRS is then applied on that CSB, using ED of 
bandwidth equal to that of the channel to determine the idle chan-
nel. Further, Maleki et  al. [10] presented another two-stage sens-
ing scheme in which ED is used in coarse sensing and, if required, 
cyclostationary detection is used in fine sensing. Only if a channel is 
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declared as unoccupied in the coarse stage, the fine stage is used for 
the final decision. Otherwise, coarse sensing will give the final deci-
sion. Yue et al. [11] proposed a two-stage spectrum sensing scheme 
in which coarse detection is based on energy detection. Based on the 
power in each channel, it sorts the channels in ascending order. In 
the fine stage, a one-order cyclostationary technique is applied on 
the channel with the lowest power to detect weak signals. In all the 
above-mentioned techniques, both stages perform spectrum sensing 
and hence increase mean detection time. In this scheme, only one 
of the detection techniques will run during the two stages, based on 
the estimated SNR. Under the worst case, mean detection time is 
equal to one-order cyclostationary detection. Although two stages 
are running in this scheme, the SNR of the channel can be estimated 
in advance and the history of the channel SNR can be maintained to 
further reduce the mean sensing time.

6.5.1.1 Limitations The adaptive spectrum sensing technique [6] pres-
ents a new scheme, where out of two stages only one of the detec-
tion techniques is running at a time based on the estimated SNR [5]. 
Although this scheme reduces the mean sensing time, it does not con-
sider the spectrum sensing failure problem [12].

6.5.2 Hierarchical Spectrum Sensing Technique

For achieving good spectrum sensing performance, many methods 
based on single CR user are investigated. Due to the multipath and 
shadow effect, their sensing performances are not perfect compared 
with the cooperative spectrum sensing based on multiuser diversity. 
In cooperative detection, a number of CR users coordinate to per-
form spectrum sensing in order to achieve more accurate detection 
performance. In [14], a censoring method using two thresholds in 
energy detection was proposed. This method can be used to decrease 
the average number of sensing bits to the common receiver at the 
expense of some sensing performance loss. Based on this method, 
some measurements are taken to promote the detection performance 
[15–18]. Srivastava and Banerjee [15] used n-ratio logic cooperative 
sensing to improve the sensing performance. There is a problem that 
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when all the detected values fall between the two thresholds, the CR 
users will not send their local decisions, which would cause sensing 
failure problem. In this scheme, they considered hierarchical coop-
erative spectrum sensing based on two-threshold energy detection 
in CRNs to resolve sensing failure problem. Resolving the sensing 
failure problem in conventional two-threshold energy detection, soft 
combination of the observed energy value from different CR users is 
investigated. In this method, all the CR users perform local obser-
vation by using ED with double thresholds. If the collected energy 
value falls between the two thresholds, it will be sent to the FC. 
Otherwise, the local decision will be made and reported to the FC. 
The FC will make a final decision to determine whether the PU is 
present or absent based on the received information.

In conventional energy detection [19], each CR user makes their 
local decision depending only on a single threshold λ0 as illustrated 
in Figure 6.9a, where “Decision H0” and “Decision H1” represent the 
absence and the presence of PU, respectively. A two-threshold method 
was introduced in [14] to decrease the average number of sensing 
bits to the common receiver. However, the decreases are achieved at 
the expense of some sensing performance loss, and a two-threshold 
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Figure 6.9 (a) Conventional detection method with single-threshold scheme; (b) hierarchical 
 spectrum sensing method with double-threshold scheme.
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method has sensing failure problem. In order to eliminate these 
 problems  effectively, two  thresholds λ1 and λ2 are used to help the 
decision of the CR user, as shown in Figure 6.9b.

6.5.2.1 Limitations The hierarchical with quantization scheme [13] 
overcomes the sensing failure problem. In this method, if the col-
lected energy value falls between the two thresholds, it requires mul-
tiple CR users with an FC to make a final decision; thus, this scheme 
increases system requirements and complexity.

6.6 Propose Scheme

6.6.1 Spectrum Sensing Method with Adaptive Threshold Scheme

In ED-based spectrum sensing [19], noise uncertainty arises the dif-
ficulty in setting the ideal threshold for a CR and therefore reduces its 
spectrum sensing reliability [20]. Moreover, this may not be optimum 
under low SNRs where the performance of fixed threshold (λ)-based 
ED can fluctuate from the desired targeted performance metrics 
significantly.

Figure  6.7 illustrates the energy distribution curve of PU signal 
and noise. Using single threshold, detection of noise and PU signal is 
difficult in the confused region. To overcome this problem, we con-
sider the ADT scheme to define the local decision at the CR user 
using the following logic function rule (LR):

 LR =

= ≤

= < <

= ≤










H X

H M X

H X

0 2

2 1

1 1

0

1

,

,

,

λ

λ λ

λ

 (6.2)

where:
M is the quantization decision
X denotes the received signal energy by the CR user

To overcome the confused region problem effectively, two thresholds 
λ1 and λ2 are used to help the decision of the CR user, as shown in 
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Figure 6.10. In the figure, a two-bit quantization method divides the 
confused region into four equal quantization intervals (λ2A–AB–BC–
Cλ1), where λ2, A, B, C, and λ1 are subthresholds (STs) and their  values 
are chosen as follows:
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Figure 6.10 Confused region divided into four equal quantization intervals using two-bit quan-
tization method.
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λ1 is selected according to the maximum noise variance and λ2 is 
selected according to the minimum noise variance. If detected sig-
nals fall inside any one of the quantized intervals, it will generate its 
respective decimal values (DVs) as follows:
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This equation shows the DVs, which are compared with the threshold 
(λ) to make local decision at a fixed Pf, that is, 0.1. Outside the con-
fused region, it will generate 0 or 1 depending upon signal existence.

6.6.2 ED Implies Multiple Antennas with ADTs

Conventional ED [19] in a single antenna-based CRN for improving 
reliability in detecting a spectrum hole has been studied considerably 
in recent times [21–23]. In [24,25], it is shown that the reliability 
of spectrum sensing can be improved by the CR by using multiple 
antennas. Figure 6.11 shows the system model of the proposed ED 
comprising multiple antennas with ADTs (ED_MA_ADT). In the 
figure, assume that M numbers of antennas are composed of a sin-
gle ED at each CR user. N is the number of samples transmitted by 
each M number of antennas. Maximal-ratio combining scheme is not 
 considered since it has spectrum sensing overhead due to channel esti-
mation. Moreover, a combining scheme based on the sum of the deci-
sion statistics of all antennas in the CR is not analytically tractable. 
Therefore, we assume that each CR contains a selection combiner (SC) 
that outputs the maximum value out of M decision statistics  calculated 
for different diversity branches as x = max (x1, x2, x3,..., xM). The output 
of the SC is applied to adaptive threshold-based ED that takes deci-
sion of a spectrum hole. If the detected signal energy is greater than 
or equal to the desired threshold (λ), it shows that the channel is busy; 
otherwise, the channel is empty.
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6.6.3 Energy Detector

Energy detection comes under the category of blind spectrum sens-
ing technique and is used to detect the PU licensed signal in CRN 
[19]. This detection method calculates the energy of the received 
signal and compares it to a threshold (γ) to take the local decision 
that the PU signal is present or absent. There is a mathematical 
expression to calculate the energy of any received PU signal given 
as [26]

 X
N

x n
n

N

=
=

∑1

1

2| ( )|  (6.7)

where:
x(n) is the received input signal
N is the number of samples
X denotes the energy of the received input signal, which is com-

pared with threshold to make the final decision

2
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xM
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x3 max(|XM|)

PU-Tx
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If y ≥ λ, H1
else y < λ, H0

Figure 6.11 Proposed model: ED_MA_ADT. Tx, Transmitter.
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The threshold value is set to meet the target probability of false alarm 
Pf according to the noise power. To calculate the probability of detec-
tion alarm Pd and the probability of false alarm Pf, the expression can 
be defined as [20]
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where:
σω2 and σS

2 are the noise variance and the signal variance, respectively
Q() denotes the Gaussian tail probability Q-function

Now, the total error rate is the sum of the probability of false alarm Pf 
and the probability of missed detection Pm or (1 – Pd). Thus, the total 
error rate is given by

 P P Pe f d= + −( )1  (6.10)

where:
(1 – Pd) shows the probability of missed detection (Pm)

Figure  6.12 shows the internal architecture of ED with adaptive 
thresholds (ED_ADT). Here, the square-law device detects the  signal 
and shows the signal energy X.

+

Decision
device

m
Σ|⋅|

y = (m + n)

n

y ≥ λ, H1
y < λ, H0

x ≥ λ1, H1
x < λ2, H0

xx

 λ1 ~  λ2

Figure 6.12 Internal architecture of ED with ADT scheme.
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The threshold value can be calculated using the mathematical 
expression given as

 
λ σ σω ω= ( )× +−Q P N N1 4 22f  (6.11)

where:
Q–1() denotes the inverse Gaussian tail probability Q-function

In the proposed double-threshold decision, the value of maximum 
noise variance shows the value of upper threshold λ1 and the value 
of minimum noise variance shows the value of lower threshold λ2. 
Hence,
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If the detected energy values (X) fall outside/between λ1 and λ2, using 
Equations 6.2, 6.5, and 6.6, it generates the values as
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Finally, the local decision L is expressed using Equations 6.14 through 
6.16, which is the final output of ED_MA_ADT as follows:
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Algorithm 1: ED implies multiple antennas with adaptive threshold 
scheme (ED_MA_ADT)
1: Given {x1, x2, x3,..., xM}
2: Given {x1, x2, x3,..., xN}
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3: Given {λ1, λ2; λ}
4: Distribute uniformly {λ2, λ1}
 as {λ2 < A < B < C < λ1}
5: Define range R0 = {λ2, A}, R1 = {A, B},
  R2 = {B, C}, R3 = {C, λ1}
6: Values for ranges n = {0, 1, 2, 3} for
 {R0, R1, R2, R3}
7: X = 0;
8: for i = 1, 2,.. , N
xi = max(x1, x2, x3,..., xM);
X = X + xi

2;
endfor
9: if X ≥ λ1

 m = H1;
 else if X ≤ λ2

 m = H0;
 else
 for j = 0, 1, 2, 3
 if X ∈ Rj

  n = j;
 endif
 endfor
 endif
10: y = m + n;
11: if y ≥ λ
 L = H1;
 else
 L = H0;
 endif

6.7 Simulation Results and Analysis for ED_MA_ADT

In this system model, we have assumed that the total number of 
samples (N) is 1000, the SNR ranges from −20 to −6 dB, Pf = 0.1, 
M is the number of antennas, and Quadrature phase shift keying 
modulation (QPSK) modulation is considered in Rayleigh fading 
channel.
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It can be seen from Figure 6.13 that when the number of antennas 
increases, the probability of detection increases. The ED_ADT with 
M = 3 outperforms ED_ADT with M = 2 and 1, and the adaptive 
spectrum sensing scheme by 10.5%, 30.6%, and 41.8% at –12 dB SNR 
with Pf = 0.1, respectively.

Figure 6.14 shows that the ED_ADT scheme with M = 3 has the 
minimum error rate compared to ED_ADT with M = 2, 1, and the 
adaptive spectrum sensing scheme. Hence, ED_ADT scheme with 
M = 3 has minimum error rate that is, 0.1 at −10 dB SNR.

Figure  6.15 shows the receiver operating characteristic (ROC) 
curves. The ROC curves exhibit the relationship between sensitivity 
(probability of detection alarm) and specificity (probability of false 
alarm) [27] of a spectrum sensing method under different SNR values 
for ED_MA_ADT when M = 2. This implies that when Pf = 0.1 and 
SNR = −10 dB, the probability of detection is close to 0.9, that is, 0.9950, 
which is the spectrum sensing requirement of IEEE 802.22 [28].

It can be seen from Figure 6.16 that there is an inverse relation 
between the probability of detection and the threshold for a fixed 
value of SNR. The figure shows that as the value of SNR increases, 
the probability of detection increases up to a level with respect to 
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the threshold. For SNR  =  −6  dB, the probability of detection is 
approximately 1.0 throughout the range of threshold (λ), which is 
better compared to other SNR values. It implies that the proposed 
ED_MA_ADT scheme when M = 2 can detect the PU signal at 
−6 dB SNR for N = 1000 and λ = 3.0.
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Figure 6.14 Probability of error versus SNR at Pf = 0.1 with N = 1000, number of antennas 
M = 1, 2, 3, QPSK modulation scheme, and Rayleigh fading channel.
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6.8  Collaborative Spectrum Sensing Technique 
Based on Ed Implies Multiple Antennas with 
AdTs in CRns (CSS_Ed_MA_AdT)

CSS is used to mitigate shadowing and fading in order to improve 
sensing performance of both local sensing performance and global 
sensing performance in a CRN. Here, all CRs are using the ED_
MA_ADT scheme to detect a signal. Once all CRs have taken the 
local decision, they transmit decisions in the form of 0 or 1 to the 
FC over error-free orthogonal channels to take a final decision. In 
Figure 6.17, assume that there are k number of CR users and all of 
them send the local decision Li to a single FC.

Figure  6.17 shows the CSS technique with adaptive threshold 
scheme. Finally, the FC combines these binary decisions to find the 
presence or absence of the PU as follows:
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In Equation 6.18, Y is the sum of all local decisions Li from the CRs. The 
FC uses a hard decision OR rule for deciding the presence or absence of 
the PU. As per the hard decision OR rule, if Y is greater than or equal 
to 1, then the signal is detected; if Y is smaller than 1, then the signal is 
not detected. The mathematical expression can be written as
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Finally, Equation 6.21 shows the global/final decision of FC. Now, 
the performance of the overall proposed system can be analyzed via 
PF and PD. Hence, the probability of false alarm (PF) of the FC for 
CSS using OR rule can be expressed as follows:
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Figure 6.17 CSS technique based on ED_MA_ADT in CRNs.
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The probability of detection alarm (PD) of the FC for CSS using OR 
rule can be expressed as follows:
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where:
Pf and Pd are the probability of false alarm and the probability of 

detection alarm of individual CR users, respectively

Algorithm 2: CSS with ED_MA_ADT scheme
1: Given {L1, L2, L3,..., Lk}
2: Given {H1, H0} as {1, 0}
3: Y = L1 + L2 + L3 + … + Lk

4: if Y ≥ 1
 FC = H1;
 else
 FC = H0;
 endif

6.9 Simulation Results and Analysis for CSS_Ed_MA_AdT

Figure 6.18 shows the graph of the probability of detection (Pd) versus 
SNR. In CSS, we consider only three CR users. Numerical results 
show that CSS with ED_MA_ADT outperforms the hierarchical 
with quantization. ED_MA_ADT improves the detection perfor-
mance around 26.8% compared to the hierarchical with quantization 
at −12 dB SNR.

In Figure 6.19, the probability of detection (Pd) versus SNR is plotted 
for different number of cooperative CR users (k = 1, 2,…,10; Pf = 0.1; 
M = 2; and N = 1000). It can be seen from the figure that the prob-
ability of detection increases with increasing the value of SNR for dif-
ferent number of CR users. The probability of detection is maximum 
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for k = 10; it implies that for N = 1000, M = 2, and Pf = 0.1, only 
10 CR users are required for deciding the presence of the PU by using 
CSS_ED_MA_ADT. When k = 10, Pf = 0.1, and SNR = −19.5 dB, 
the probability of detection value of 0.9 is achieved, which is the spec-
trum sensing requirement of IEEE 802.22 [28].
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6.10 Conclusion and Future Work

In this chapter, a new spectrum sensing technique based on ED with 
adaptive threshold scheme has been proposed. The proposed sensing 
technique is capable of overcoming the sensing failure problem with-
out requiring multiple CRs and FC. Numerical results shown that 
the proposed ED_MA_ADT scheme improves sensing performance 
as the number of antennas (M) increases, that is as M = 3 the detec-
tor outperforms M =  2, 1, detector and adaptive spectrum sensing 
detector by 10.5%, 30.6%, and 41.8% at −12 dB SNR, respectively. 
Therefore, we conclude that the proposed ED_MA_ADT scheme 
optimizes detection performance and reduces the total error rate at 
very low SNR. Moreover, the CSS scheme utilizes ED_MA_ADT-
based CRs over error-free orthogonal reporting channels. When 
k = 3, M = 2, and Pf = 0.1, this scheme outperforms hierarchical with 
quantization scheme by 26.8% at −12  dB SNR. Simulation results 
indicate that the proposed scheme improves detection performance at 
low SNR. In future, we will try to make a robust spectrum sensing 
technique that will be able to sense the PU signal at very low SNR 
and will improve detector sensing performance as well.
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7.1 introduction

Wireless systems are being widely adopted in a broad range of applica-
tions, spanning from conventional mobile services, remote telemetry and 
control, m-commerce, e-health, and social networking, just to name a 
few examples. This leads to an intensive use of the wireless spectrum and, 
in parallel, to more complex network architectures. The result is a het-
erogeneous wireless environment, with multisystem capable transceivers 
located in diverse topologies. In order to optimize the capacity as well as 
the grade of service while minimizing energy consumption, it is compul-
sory to adequately analyze and model the wireless channel as a function 
of the applied technologies as well as the topology and morphology of the 
operational scenarios. Further considerations, such as the need to reduce 
energy consumption, size, and cost of transceivers, pose further restric-
tions that impact on the overall system performance. Taking into account 
the impact of mobile users and their increased presence will derive in the 
need of adaptive radios and agile transceivers. In this scenario, the analy-
sis of the overall system performance is a relevant parameter in order to 
assess the user experience and eventual adoption of this type of services.

Moreover, ubiquitous and pervasive computing and Internet of 
things are some of the causes of the emergence and success of wire-
less sensor networks (WSNs). While localization is a key aspect of 
such networks, since sensor’s location is critical in order to provide 
 location-based services or even to interact with the environment, 
another key aspect is the correct choice of the communication topol-
ogy and the optimal placement of sensors. As indicated in [1], topol-
ogy control is an attractive mechanism because it can simultaneously 
improve energy efficiency and network performance. Topology control 
can reduce power consumption and channel contention in WSNs by 
adjusting the transmission power. Once the designer of a WSN iden-
tifies the workspace, and the nature and type of services to be pro-
vided, he must choose between a cluster and a chain-based topology.

The WSN’s characteristics are particularly dynamic and complex 
indoor environments, where the communication link quality varies 
significantly over time due to human activity and multipath effects. 
Topology control is an attractive mechanism because it can  simultaneously 
improve energy efficiency and network performance. In such context, 
the Institute of Electrical and Electronics Engineers (IEEE) 802.15.4 
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standard [2] is probably the most widely used standard for WSNs, which 
provides low-rate and energy-efficient data transmissions by means of 
a hierarchical network architecture with low-power consumption. One 
of the frequency bands that IEEE 802.15.4 uses is the 2.4 GHz band, 
where many technologies and systems coexist,  making difficult the opti-
mization of both operation and network design issues.

Different routing strategies have been proposed in the literature; some 
of them follow a chain-based strategy, whereas others follow a cluster-
based strategy [3–5]. The reference cluster-based proposal is low-energy 
adaptive clustering hierarchy (LEACH) [3], which organizes a WSN into 
a set of clusters so that the energy consumption can be evenly distributed 
among all the sensor nodes. Cluster approaches provide good fault toler-
ance at the cost of increased energy consumption, whereas chain-based 
algorithms such as power-efficient gathering in sensor information sys-
tems (PEGASIS) [6] reduce such energy consumption, causing longer 
latency values. Even cluster–chain-based routing protocols have also been 
proposed [7–11] since both LEACH and PEGASIS cannot directly be 
applied to large-scale WSNs due to the energy consumption and latency 
associated, respectively. Hybrid proposals try to make full use of the advan-
tages of LEACH and PEGASIS and provide improved performance by 
dividing the WSN into chains and running in two stages. A wide survey 
on clustering routing protocols in WSNs can be obtained in [12].

The existing research results on WSNs generally consider a flat or 
a hierarchical architecture, where randomly distributed sensor nodes 
constitute a self-organizing network with a sink (or base station) con-
necting to outdoor wired or wireless networks. Each of the nodes (also 
called sensors) of the network has the capability to collect and route 
data to the sink. Each node may transmit to and receive from its neigh-
bor nodes or to the sink, having very different energy consumptions in 
both cases. Energy saving is always the common and the most impor-
tant goal of the routing protocols already proposed. The operation 
states of a sensor node can be categorized as communicating (either 
transmitting or receiving), idle, and hibernating. The greatest energy 
consumption corresponds to the transmission activity, followed by 
reception, idle, and hibernation activities, respectively. In this regard, 
it is essential to adequately characterize the communication channel 
in order to design a communication mechanism that ensures a mini-
mum consumption with an adequate guarantee of message delivering. 
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The WSNs in indoor scenarios are characterized in terms of received 
signal strength indicator (RSSI), latency, and throughput. Both radio 
channel simulations and real sensor measurements agree in pointing 
out the dependence of the network topology. In order to gain insight 
into the impact of the scenario on wireless system operation, this 
chapter reviews starting from the physical layer (i.e., radio propaga-
tion behavior), moving up to a real application within a WSN.

Cognitive radio (CR) provides high bandwidth to mobile users via 
heterogeneous wireless network architectures and dynamic spectrum 
access techniques. It deals with increasing the utilization of the scarce 
radio-frequency (RF) spectrum, obtaining performance improvement 
while avoiding interferences, and adapting to their operation environ-
ment and channel conditions. However, the high cost related to the 
management and configuration of large-scale networks, the great vari-
ability of the available spectrum, the distributed nature of RF and its 
mobility, the ever-increasing complexity of network architectures, and 
the different quality-of-service (QoS) requirements of RF-based appli-
cations motivate the need of any kind of self-organization mechanisms 
[13,14]. According to [15], a CRWSN is a distributed network of CR 
wireless sensor nodes, which collect collaborative information and 
dynamically communicate it in a multihop manner to a sink over the 
available spectrum bands. Such networks are indicated for bursty traffic.

Some techniques, such as catching, which are well known and 
widely used in WSNs, cannot be directly applied to CRWSNs since 
the link transmission delay cannot be known a priori. In the same 
way, CRWSNs require dynamic time-spectrum block allocation in 
response to demand and a periodic readjustment of the bandwidth. 
This makes it necessary to design and develop a framework for testing 
CRWSN routing protocols with cost-efficient and large-scale deploy-
ability as described in [16], a depth study of the propagation model on 
the working scenario on which our paper focuses, and probably the 
use of machine-learning techniques in CR [17].

7.2  interaction of radio Waves with surrounding 
Media and propagation loss estimation

In order to guarantee that a communication link can be established 
between different nodes, verification of the received power level versus 
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the receiver sensitivity is performed. The value of power available at 
the receiver end is dependent on the configuration of the transceivers 
as well on the total propagation losses within the particular link under 
analysis. However, the receiver sensitivity is given mainly by the election 
of modulation and coding schemes, channel capacity, and technologi-
cal parameters, such as the overall noise factor. Since the value of the 
received power is strongly dependent on the distance between the trans-
mitter and the receiver, coverage radius estimations can be obtained. 
Moreover, since sensitivity is strongly dependent on the desired bit rate, 
this gives rise to more complex coverage–capacity relations.

The validation of the coverage radius as well as the coverage– capacity 
relations is given in first approximation by a wireless link  balance, 
which determines the expected value of the received RF power within 
the receiver end. In general terms, the link balance can be given by the 
expression in the following equation:

 
P P L G L

G L

RX TX TX feeder TX antenna propagation

RX antenna R

= − + −

+ − XX feeder

 (7.1)

where:
PRX is the value of the received power in the receiver end
PTX is the nominal transmitter power level
LTX feeder and LRX feeder are the losses due to cables and connectors in 

transmitter (TX) and receiver (RX), respectively
GTX antenna and GRX antenna are the values of antenna gain in the main 

lobe for TX and RX, respectively
Lpropagation is the propagation loss

All of the values in the previous link balance are dependent on the 
configuration and hardware of the transceivers, except for the case 
of the contribution of propagation losses. This last term is basically 
dependent on the frequency of operation, the distance between the 
transmitter and the receiver, and the topology and morphology of the 
scenario under analysis. Therefore, by estimating the value of radio 
propagation losses, a correlation with the maximum TX–RX distance 
can be inferred, leading to a coverage radius.

The basic mechanism of radio propagation losses is by increasing 
the distance between transceivers, given by an ideal dependence (in the 
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absence of any type of material element within the propagation sce-
nario, i.e., free space propagation) of the received power with the square 
of the radius. If additional elements such as ground surface, vegetation, 
and buildings are present in the scenario, further contributions such 
as multipath propagation, material absorption, diffraction, and diffuse 
scattering take place. Material absorption is given by the fact that the 
electric properties of materials are given by the dielectric constant, of 
dispersive nature and with real and imaginary parts. The imaginary 
part is responsible for losses, given by the conversion of electromagnetic 
energy into heat when radio waves interact with the material.

Diffraction losses are given when an object is within the propagation 
path of the radiowave. Depending on the physical dimensions of the 
object in relation with operational wavelength and the shape of the object, 
new wavefronts are generated by the impinging wave, as a  consequence 
of Huygens’ principle and the existence of source currents derived from 
Fresnel–Kirchhoff diffraction integral [18]. The consequence of the exis-
tence of diffraction is added radio-wave propagation losses.

In order to obtain the complete estimation of losses within a wire-
less link, a profound knowledge of the scenario in which the wireless 
system will operate is necessary. The application of Maxwell’s laws 
with the corresponding boundary conditions in principle can give a 
precise result. However, due to the great amount of detail in the appli-
cation of such boundary conditions, this method cannot be applied in 
general. Different approximations can be used from empirical-based 
formulation to deterministic methods. Empirical-based methods are 
based on propagation loss determination by extraction of a modeling 
equation, obtained by regression from measurement campaigns as well 
as by semianalytical approximations. These methods (i.e., one-slope, 
dual-slope, Cost-231, etc.) offer rapid results with the drawback of 
lower accuracy as a consequence of not taking into account the sur-
rounding environment. However, deterministic methods are based on 
the application of computationally demand calculations (e.g., full-wave 
electromagnetic simulation such as finite-element methods, finite- 
difference time domain, or finite integration time domain, or geo-
metrical optics [GO], such as ray tracing or ray launching techniques), 
which can fully account for the topology and the morphology of the 
surrounding environment. In general terms, deterministic methods are 
capable of offering estimations with mean error values close to zero 
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and smaller standard deviation than in the case of empirical-based 
methods. From the possibilities available in deterministic simulation 
tools, those based on GO, such as ray launching and ray tracing, are 
computationally more efficient for scenarios that are many times larger 
than the wavelength of the carrier frequency of the wireless system. 
Therefore, in this chapter, we describe wireless channel characteriza-
tion of complex indoor scenarios with the aid of a three-dimensional 
(3D) ray launching simulation code implemented ad hoc for such pur-
pose. A summary of various propagation models dealing with path 
loss is shown in Table 7.1, showing that ray tracing methods lead to 
a trade-off between accuracy and computational time of simulations.

Ray theory is an accurate site-specific method that is emerging as 
highly promising to obtain useful simulation results. Ray tracing is a 
technique based on GO and geometrical theory of diffraction (GTD) 
that can easily be applied as an approximate method for estimating the 
levels of high-frequency electromagnetic fields. GO principle is that 
energy can be considered to be radiated through infinitesimally small 
tubes, often called rays. These rays are normal to the surface of equal 
signal power. They lie along the direction of propagation and travel 
in straight lines. Therefore, signal propagation can be modeled via ray 
propagation. By using the concept of ray tracing, rays can be launched 
from a transmitter location, and the interaction of the rays can be 
described using the well-known theory of refraction and reflection and 

Table 7.1 Comparison of Different Path Loss Propagation Models

MoDeL NaMe
SuitabLe 

eNviroNMeNt CoMPLexity
DetaiLS of 

eNviroNMeNt aCCuraCy tiMe

free space model Macrocell Simple No Good Little
Diffracting 

screens model
Macrocell Simple No Good Little

okumura model Macrocell Simple No Good Little
Hata model Macrocell 

(early cellular)
Simple No Good Little

CoSt-231 Microcell 
(outdoor)

Simple No Good Little

ray tracing outdoor 
and indoor

Complex yes very good very much

fDtD indoor (small) Complex every detail best very much
MoM indoor (small) Complex every detail best very much

fDtD, finite difference time domain; MoM, Method of moments.
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interactions with the neighboring environment. The rays considered 
in GO are only direct, reflected, and refracted rays. For this reason, 
abrupt transition areas may occur, corresponding to the boundaries of 
the regions where these rays exist. To complement the GO theory, the 
diffracted rays are introduced with the GTD and its uniform exten-
sion, the uniform GTD (UTD). The purpose of these rays is to remove 
the field discontinuities and to introduce proper field corrections, espe-
cially in the zero-field regions predicted by GO.

The advantages of this model are very accurate, and it can be used in 
a fixed location, which also can predict broadband parameters. Its draw-
back is relatively slow in operation so that preprocess and simplification 
must be applied. Moreover, the details of the geometrical location of 
obstacles and the electromagnetic parameters of all the materials are 
required accurately. In the 3D coordinate system, the deterministic ray 
modeling approach is generally defined by establishing the transmitter 
and receiver as reference points in the 3D coordinate system. Generally, 
the indoor walls, ceilings, and floors are defined as a plane with dielectric 
constant and thickness, whose surfaces are processed as plane sections. 
The simulation path is composed of those rays emitted from the trans-
mitter through walls, ceilings, floors, tables, and other objects, reflected, 
and reach the receiver through these objects. In Section 7.2.2, a descrip-
tion of the algorithm employed to perform these calculations is given.

7.2.1 Ray Tracing Methods

The image method is a simple and accurate method for  determining 
the ray trajectory between the transmitter and the receiver. Figure 7.1 
 represents the basic idea of the image method [19]. For this  simple 
case, first the image of the transmitter 1 (Tx1) due to the wall 1 (W1) is 
 determined. Then, it is calculated from the image of Tx1 due to wall 2 
(W2), (Tx2). A reflection point (P2) can be found  connecting Rx and 
Tx2. another reflection point (P1) can be found connecting P2 and 
Tx1. The image method is efficient, but it can only handle  simple 
 environments. Many environments with which we are concerned in 
our daily life are complicated, and the conventional image method 
is not adequate. For realistic applications, special techniques such as 
the hybrid and acceleration methods have to be used to reduce the 
 computation time.
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The ray tracing method is simple and is most widely used in the area 
of site-specific propagation prediction. However, it can be very com-
putationally inefficient, leading to efforts focused on the acceleration 
of ray tracing algorithms. In [20], ray tracing is accelerated consider-
ably by using the angular Z-buffer (AZB) technique. The philosophy 
behind this method consists of reducing the number of rigorous tests 
that have to be made by reducing the number of facets that each ray 
has to treat. It also consists of dividing the space seen from the source 
in angular regions and storing the facets of the model in the regions 
where they belong. In this way, for each ray, only the facets stored in its 
region need to be analyzed. This method can accelerate the ray tracing 
algorithm, but, when multiple reflections are needed, the preprocessing 
is not easy. Liang and Bertoni [21] proposed the vertical plane launch 
(VPL) technique for approximating a full 3D site-specific ray trace. 
The VPL technique employs the  standard shooting and bouncing ray 
(SBR) method [22] in the horizontal plane while using a deterministic 
approach to find the vertical displacement of the unfolded ray paths. 
This approximation is valid since building walls are almost always ver-
tical. In this method, the usual two-dimensional (2D) ray tracing is 
used in the horizontal plane and each ray in the 2D case represents a 
vertical propagation plane. When a ray hits a vertical wall, reflection 
from the vertical wall and diffraction from the rooftop horizontal edge 
can occur. When the ray hits a vertical edge, diffraction also occurs. 
The over-rooftop diffraction creates two vertical propagation planes: 

Tx1

Tx

P1
W2 P2

Rx

Tx2

W1

Figure 7.1 illustration of the image method.
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one in the same direction as the incident ray and the other in the direc-
tion of reflection. Diffraction from the vertical edges creates a new 
source and many new rays in 2D planes should be launched.

Degli-Eposti et al. [23] introduced the scale-level concept to assess 
some criteria for a useful and interesting comparison between measure-
ment and ray tracing simulation. They analyzed the validity domain 
of the ray tracing tool and the degree of accuracy of the prediction as 
a function of the scale level. The scale levels are related to the extent 
of the spatial regions representing the basic elements from which 
propagation parameters are extracted. The basic spatial regions can be 
grouped according to their characteristics at any scale level, from the 
smaller region (a point at space) to a whole class of buildings. In [24], 
an enhanced ray launching model is proposed to improve the efficiency 
and the speed of computation of propagation characteristics. Two meth-
ods are used to obtain the improvements: the effective propagation area 
method, which restricts the propagation region to be considered when 
the wave propagation characteristics are predicted. This method consid-
ers only the buildings included in the effective propagation area, which 
is defined as the region where the buildings that have dominant effects 
on the propagation characteristics are distributed. In the suggested 
model, the boundary of the effective propagation area (EPA) is defined 
in terms of the average delay time and the root-mean-square (RMS) 
delay spread of the received signal. The second method is the dominant 
corner extraction method, which is used to diminish the amount of the 
diffraction ray computation by considering only the particular building 
corners that have a significant influence on the received power. In the 
ray tracing process of the ray launching model, each building corner 
operates as a diffraction wedge and the corresponding diffracted ray 
paths are obtained by applying the ray launching method in which the 
corners are regarded repeatedly as new transmitters and receivers. As 
a result, the actual number of base stations to be considered increases 
with the number of the building corners. However, there exist domi-
nant rays that provide most of the power and have a significant influence 
on the delay spread. In the dominant corner extraction method, the 
corners on which the dominant rays are diffracted are picked out and 
taken into calculation. Rappaport and colleagues [25] explained a new 
3D ray tracing technique that reduces kinematic errors associated with 
ray launching algorithms based on the reception sphere and distributed 
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wavefront methods. In their method, a sphere, centered on a candidate 
receiver location and sized according to the angular separation of the 
incoming rays, collects the rays that contribute to the overall electric 
field. The radius of a reception sphere sweeps out a circular area across 
the adjacent rays, but sometimes two rays fall within the sphere, which 
lead to double count errors. Distributed wavefront methods increase the 
accuracy of 3D ray tracing by eliminating the kinematic double-count 
errors while maintaining simplicity and speed.

The main drawback of ray propagation modeling is lengthy com-
putation time due to 3D space analysis. This has given rise to the 
proposal of hybrid methods that are a combination of different meth-
ods to accelerate and improve efficiency of ray tracing models. Rossi 
and Gabillet [26] presented the geometrical ray implementation for 
mobile propagation modeling (GRIMM). In their approach, the ray 
construction mixes two techniques by splitting the 3D problem into 
two successive 2D stages, without loss of generality compared with 
the full 3D techniques. The first stage uses the basis of ray launching, 
whereas the second stage uses ray tracing. An SBR/image method 
was proposed in [27]. A deterministic approach using a modified 
SBR technique denoted as the SBR/image method is developed in 
the work to deal with the radio-wave propagation in furnished rooms 
that are composed of triangular facets. Conceptually, they use the 
SBR method to trace triangular ray tubes (not rays) bouncing in the 
room. If the Rx is within a ray tube, the ray tube will have a contri-
bution to the received field at Rx and the corresponding equivalent 
source (image) can be determined. Besides, the first-order wedge dif-
fraction from furniture is included, and the diffracted rays also can be 
 attributed to the corresponding images. By summing all contributions 
of these images, the total received field at Rx can be obtained.

7.2.2 Radio Planning Process by Deterministic Channel Modeling

A 3D ray launching algorithm has been implemented in-house based on 
GO and GTD. Different applications of this algorithm can be found in 
the literature, such as analysis of wireless propagation in closed environ-
ments [28–32], interference analysis [33], or electromagnetic dosimetry 
evaluation in wireless systems [34]. The ray launching method considers 
a bundle of transmitted rays that may or may not reach the receiver. The 
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available spatial resolution and the accuracy of the model are determined 
by the number of rays considered and the distance from the transmit-
ter to the receiver location. The philosophy is that a finite sample of the 
possible directions of the propagation from the transmitter is chosen and 
a ray is launched for each such direction. If a ray hits an object, then a 
reflecting ray and a refracting ray are generated.

The algorithm has been designed for evaluating the communica-
tion in an indoor environment. Hence, it has the following features:

•	 Recreation of a realistic multipath
•	 Three-dimensional modeling of all types of rooms with dif-

ferent shapes and sizes
•	 Creation of complex environments as large as desired, with 

multiple plants and multiple buildings
•	 Characterization and modeling of any objects (windows, tables, 

chairs, walls, etc.) through its 3D shape and dielectric constant
•	 Modeling of reflection, refraction, and diffraction
•	 Calculation of the interaction between rays and objects taking 

into account the polarization wave
•	 Modeling of any transceiver
•	 Duration of the simulation of a ray determined by the number 

of rebounds and the maximum delay
•	 Analysis of the scenario by extracting parameters such as electric 

field strength, signal/interference, power delay, and dispersion

The use of advanced radio planning tools, such as the 3D ray  launching 
algorithm, is usually divided into three phases:

 1. Phase 1: Creation of the scenario. This phase sets the scenario, 
consisting of rooms with objects, transmitters, and receivers.

 2. Phase 2: Simulation of ray tracing in three dimensions. In this 
phase, the rays are launched from each transmitter, keeping 
the parameters in each position at the space.

 3. Phase 3: Analysis of the results. In this phase, the values are obtained 
from the simulation to calculate the desired parameters.

7.2.2.1 Creation of the Scenario The scenario is created with the 
 information that characterizes the room and the objects in it, the inter-
connections of the different rooms, and the transmitters and receivers.



251radioeleCtriC Channel Modeling

The room’s characterization is given by its size. In this algorithm, 
the rooms are defined as different hexahedra with different dimen-
sions in the x-, y-, and z-axes. Besides, the material that is made for 
the room can be defined. Normally, this material is air, but it is pos-
sible to consider any material for the room.

Complex forms can be created by interconnecting several  hexahedra. 
Moreover, the fact of dividing an environment into multiple  hexahedra 
gives us the ability to analyze each room with different  resolution, 
providing us more flexibility. Each room is divided into multiple hexa-
hedra and the parameters of the ray that reach that hexahedron are 
stored. Thus, the resolution in each axis of each room is defined as 
the number of hexahedra of that axis. Therefore, each room is divided 
into multiple equidimensional hexahedra and the precision of each 
axis can be chosen. Figure 7.2 represents the typical office with the 
rays launched from the transmitter.

Objects are defined as different hexahedra in the algorithm. By this 
basic geometric shape, it is very easy to form other objects much more com-
plex, such as tables, chairs, and shelves, and place them into the room. In 
a generic room, walls can be formed by windows, doors, frames, and so 
on. Therefore, to characterize the walls of a room, each discontinuity on 
the wall must be characterized. This will define each part of the wall as an 
object by its central position on the wall, the width in each dimension, and 
the material that is made. Rooms are created individually and intercon-
nected with the interconnection matrix, which defines the portion of a wall 
of a room that is connected with the wall portion of another room.
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Figure 7.2 typical scenario of an office with the rays launched from the transmitter.



252 Cognitive networks

In this phase, transmitters are defined in a generic way. Thus, per-
forming a single simulation of phases 1 and 2, the parameters of the 
transceiver, such as the radiated power and the directivity of the anten-
nas, can vary in phase 3, saving a lot of calculation time. Therefore, 
each transceiver can be defined with the following parameters:

•	 Location (room and coordinates)
•	 Number of launching rays and directions
•	 Maximum number of bounces of the rays
•	 Maximum delay of the rays
•	 Frequency of emission fc

•	 Radiated power (Pr)
•	 Directivity D(θ,Φ)
•	 Polarization ( , )X X⊥ 

A receiver is modeled taking into account that it absorbs the rays that 
are received in certain directions. Therefore, to define a receiver, the 
following parameters are characterized:

•	 Location (room and coordinates)
•	 Angular range in which the receiver absorbs the rays

Besides, in this phase of simulation, there are several options to be 
chosen, such as the calculation of parameters inside the obstacles. This 
option is useful to analyze the radiated power inside a certain object, 
for example, a human body. Nevertheless, the different materials of 
the objects are always taken into account. Consideration of diffraction 
or not can also be chosen in this phase of the algorithm. Commitment 
between computational time and accuracy of results must be taken 
into account to obtain best results of the simulation.

7.2.2.2 Simulation of Ray Tracing in Three Dimensions In this phase, the 
rays are launched from each of the transmitters. They propagate through 
the space interacting with the obstacles in their path, causing physical 
phenomena such as reflection and refraction. The parameters of these 
rays are stored as they enter each hexahedron until the rays have a cer-
tain number of bounces or  exceed the pre-propagation time set.

The algorithm works in an iterative manner, considering a ray and 
its reflections, storing the created ray inorder to introduce diffraction 
at a later stage.



253radioeleCtriC Channel Modeling

The ray launching algorithm in three dimensions has three  recurrent 
steps. The first step is to take all the antennas of the same room and 
introduce them to simulate. The second step is to simulate the room, 
and the third step is to transform the rays coming out of the room 
through new antennas in other rooms.

The most important steps of the algorithm are as follows:

•	 Calculate the impact point.
•	 Travel from the initial point to the point of impact storing the 

parameters.
•	 Calculate the reflected ray.
•	 Calculate the transmitted ray.

Figure 7.3 describes the different steps of the algorithm.
The calculation of the impact point is performed decomposing 

the 3D problem in a dimensional problem, calculating the propa-
gation velocities in each axis. Thus, the impact happens in the first 
instant of time that the three projections are in the range of the 
projection of the obstacle. If it does not impact with any obstacles, 
the algorithm calculates in the same way the point of impact with 
the wall.

Once the point of impact is calculated, it is necessary to follow the 
straight line joining the initial point ( , , )x y zi i i  and the final impact point 
( , , )x y zf f f  saving the parameters of each ray. The information stored in 
each hexahedron that the ray passes in its trajectory is as follows:

•	 Time taken from the ray to arrive (τ)
•	 Distance traveled by the ray (d)
•	 Loss coefficient in each polarization ( , )L L⊥ 

•	 Ray direction in the transmitter ( , )θt tφ
•	 Ray direction in the receiver ( , )θ φr r

•	 Transmitting antenna (n)
•	 Diffraction

Figure 7.4 represents the phenomena of reflection and transmission 
when the ray impacts with an obstacle and the diffraction phenomena 
when the ray impacts with an edge. 

A plane electromagnetic wave falling to the planar interface between 
two regular semi-infinite media 1 and 2 gives rise to two plane waves: 
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reflected and transmitted (or refracted). According to Snell’s law [18], 
the reflection coefficient R⊥ and the transmission coefficient T ⊥ are 
calculated as follows:
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where:
η ε1 1120= π r

η ε2 2120= π r

Ψ Ψi r, , and Ψ t are the incident, reflected, and transmitted angles, 
respectively

For the parallel (or magnetic) polarization, the magnetic field vec-
tor of the incident wave is perpendicular to the plane of incidence. 
Then, the reflection and transmission coefficients R  and T  can be 
calculated as follows:
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Figure 7.4 Principle of ray launching method: (a) reflection and transmission; (b) diffraction.
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Once the parameters of transmission T and reflection R and the angles 
of incidence Ψ i and transmission Ψ t are calculated, the new angles of 
the reflected and transmitted waves ( , )θr rφ  and ( , )θ φt t  can be calculated. 
The finite conductivity 2D diffraction coefficients are given by [35,36]
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where:
nπ is the wedge angle
F, L, a+, and a– are defined in [35]
R0 and Rn are the reflection coefficients for the appropriate polar-

ization for 0 and n faces, respectively

Φ2 and Φ1 refer to the angles in Figure 7.5.
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Figure 7.5 Geometry for wedge diffraction coefficients.
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7.2.2.3 Analysis of the Results In the third phase of the simulation 
procedure, the results are analyzed using the stored parameters of 
each ray. The electric field E

→
 created by an antenna with a radi-

ated power Prad  in (θ,ϕ) directions with a directivity D(θ,ϕ) and a 
polarization ratio ( , )X X⊥   at distance d in the free space is cal-
culated by [28]
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where:
β π ε µ0 0 02= f c
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The diffracted field is calculated by [18]
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where:
D⊥ are the diffraction coefficients in Equation 1.5
s s1 2and  are the distances represented in Figure 7.6, from the source 

to the edge and from the edge to the receiver point

The received power is calculated at each point taking into account 
the losses of propagation through a medium (ε,μ,σ) at distance d, 
with the attenuation constant α (Np/m) and the phase constant 
β (rad/m).

In order to gain insight into topomorphological impact on wire-
less channel behavior, different systems have been analyzed in a com-
plex indoor office environment. The employed scenario is depicted in 
Figure 7.6, in which different office elements, such as furniture and 
workstations, have been considered. The characteristics of the simu-
lated systems are given in Table 7.2.
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7.2.3 Universal Mobile Telecommunications System

The use of third-generation (3G) networks within the considered 
indoor environment is mainly for mobile/smartphone connection, as 
well as for future femtocell deployment. The bidimensional power dis-
tribution reveals that the received power levels strongly depend on the 
location even in the case of a small scenario. The impact of multipath 
propagation can clearly be observed from the power delay profile esti-
mation, as presented in Figure 7.7.
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Figure 7.6 Scenario employed in order to analyze topomorphological impact on different wireless 
systems: (a) image of the test scenario; (b) implemented simulation model.
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Table 7.2 Parameters for Different Systems Considered in the radio Planning analysis

SySteM/
ParaMeterS frequeNCy (GHz)

traNSMitteD 
Power (dbm)

bit rate 
(Mbps)

aNteNNa 
GaiN (dbi)

rx SeNSitivity 
(dbm)

uMtS 2.1 23 5.5 3
wifi (b/g) 2.4 20 54 5
wifi (a) 5 18 54 8
Zigbee 2.4 20 5 −100
Zigbee 0.868 25 5 −112
bluetooth (v2.1) 2.4 3 3 5
bluetooth (v4.0) 2.4 0 24 5
Lte 0.7/0.8/1.9/2.1/2.6 0 100

uMtS, universal Mobile telecommunications System.
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Figure 7.7 estimations of received power levels in 3G uMtS systems. the impact of multipath propaga-
tion can be seen in the power delay profile estimations, which derive in an overall delay spread of 74.3 ns.: 
(a) estimation of received power for h = 1.5 m; (b) estimation of received power for h = 3 m; (c) received 
power profile for both heights; (d) Power Delay Profile estimation.
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7.2.4 IEEE 802.11b/g

Wireless local area networks (WLAN WiFi) are also typically  present 
within indoor scenarios. Again in this case, there is a clear depen-
dence on the topology and morphology of the scenario. Typical links 
in this case will be formed between the WLAN router/access point 
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and the portable devices (laptops, netbooks, ultrabooks, tablets, and 
smartphones), with high connection speeds and quasistatic mobil-
ity. Higher propagation losses are present in the case of 802.11a, 
given by the use of the 5 GHz band instead of the 2.4 GHz band. 
However, when performing a coverage–capacity analysis, signal-to-
noise ratios in the 5  GHz band are in principle subject to lower 
values of interference, due to lower intensity in the use of this fre-
quency band. Multipath propagation again plays a fundamental role 
in the loss mechanism within the simulation scenario, as depicted 
in Figure 7.8.
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Figure 7.8 estimations of received power levels in wLaN systems. the impact of multipath 
propagation can be seen in the power delay profile estimations, which derive in an overall delay 
spread of 74.25047 ns.
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7.2.5 IEEE 802.11a

In this case, the operational frequency band is within 5 GHz, leading 
in principle to increased propagation losses, as can be seen from the 
bidimensional coverage plots presented. Coverage radius is therefore 
smaller in this case. In terms of link balance analysis, the effect may 
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not be so negative, due to the fact that antenna gains can be larger 
(if maintaining the same antenna dimensions as in the previous 
case). Moreover, interference levels are in principle smaller [due 
to less intensive use than the 2.4 GHz industrial, scientific, and 
medical (ISM) band], enhancing receiver sensitivity, as shown in 
Figure 7.9.

7.2.6 ZigBee (868 MHz)

Personal area networks are being widely adopted within indoor 
 sce narios in the implementation of WSNs, which can be applied for 
home automation, ad hoc networks for low-speed data communications, 
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Figure 7.9 estimations of received power levels in wLaN systems in the case of 5 GHz band. the 
impact of multipath propagation can be seen in the power delay profile estimations, which derive in 
an overall delay spread of 74.25047 ns.
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or monitoring and control of patients, to name a few. In this context, 
systems such as ZigBee or Bluetooth play a key role in the deployment 
of these WSNs, given by their moderate cost, reduced size, and opti-
mized power consumption. Simulation results have been presented 
for several cases in several frequency bands, following the parameters 
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previously stated in Table 7.1. As can be seen from the bidimensional 
received power planes, there is a considerable difference in the power 
levels as a function mainly of frequency. In practice, transceivers 
operating at 868  MHz are successfully applied in outdoor applica-
tions due to their increased coverage radius. The results are depicted 
in Figure 7.10 and the results for the 2.4 GHz band are shown in 
Figure 7.11.

7.2.7 Bluetooth

An interesting alternative for the deployment of WSNs is the use 
 of Bluetooth version 4.0, characterized by low-power consumption. 
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Figure 7.10 estimations of received power levels in Zigbee systems in the case of 868 MHz band. 
the impact of multipath propagation can be seen in the power delay profile estimations, which derive 
in an overall delay spread of 32.8761 ns.
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In this case, coverage levels are smaller than in other systems previ-
ously presented. This initial drawback can be surpassed by the use of 
multiple Bluetooth devices interconnected, leading to an ad hoc net-
work configuration. It is interesting to note that several smartphone 
vendors have started to introduce Bluetooth v4.0 chipsets, which will 
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Figure 7.11 estimations of received power levels in Zigbee systems in the case of 2.4 GHz band. 
the impact of multipath propagation can be seen in the power delay profile estimations, which derive 
in an overall delay spread of 32.8761 ns.
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increase the adoption by users and will impact on application per-
formance. Both cases (earlier versions as well as v4.0) are depicted, 
respectively, in Figures 7.12 and 7.13.

7.2.8 Long-Term Evolution

The next step in the evolution of wireless networks is the adoption of 
fourth-generation (4G) systems, of which long-term evolution (LTE) 
is the main driver. LTE is the evolution of the systems developed 
within the framework of third generation partnership project (3GPP), 
based on more advanced radio interface (larger spectrum blocks in 
different frequency bands, higher level modulation schemes, or mul-
tiple antenna systems, to name a few) as well as higher level network 
operation and scheduling. One of the most interesting scenarios for 
LTE is the deployment of femtocells within indoor scenarios, in 
which a compact size transceiver (similar to domestic WiFi routers) 
will provide multisystem connectivity within a household or a con-
fined workspace. In this context, the result is a heterogeneous wireless 
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Figure 7.12 estimations of received power levels considering bluetooth transceivers. the impact 
of multipath propagation can be seen in the power delay profile estimations, which derive in an 
overall delay spread of 76.4549 ns.
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Figure 7.13 estimations of received power levels considering bluetooth v4.0 transceivers. the 
impact of multipath propagation can be seen in the power delay profile estimations, which derive in 
an overall delay spread of 84.0497 ns.
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scenario, in which coverage–capacity relations will be dynamically 
changing as a function of traffic demand, user location, and allocated 
frequency of operations. Results for several frequencies of operation 
of LTE for the simulation scenario are presented in Figure 7.14 and 
a clear dependence on such frequency of operation can be observed.
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Figure 7.14 estimation of received power levels for different frequency bands of operation in 
Lte systems. a comparison of all of the systems within the scenario is presented in (d), in which 
the frequency dependence for radio propagation losses can be observed, even in the case of a 
small scenario: (a) received power, frequency of 700 MHz; (b) received power, frequency of 800 MHz; 
(c) received power, frequency of 1900 MHz; (d) received power, frequency of 2100 MHz; (e) received 
power, frequency of 2600 MHz; (f) comparison of received power distributions for the previous 
 frequencies under analysis.
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7.3 intelligent routing algorithms

As it has been previously shown, a clear dependence on the topology 
of the scenario as well as on the system parameters (i.e., frequency 
of operation and overall available RF power) is observed and must 
be carefully considered in order to assess the performance of mul-
tiple systems within a particular scenario. The analysis of the RF map 
allows the optimization of the design of the WSN since the designer 
can select the minimum number of nodes required to grant a certain 
communication level, and the optimal emplacements of these nodes. 
However, the hardware specifications of the nodes used in each radio 
system, and also the operating systems embedded, may introduce 
some behaviors that must be conveniently analyzed. In this section, 
field trials are performed and the results in relation with their location 
are derived, for the case of WSNs. In such a way, we perform a wide 
analysis of the frequency between messages (considering transmission 
periods from 45 to 10,000 ms), concluding that some communication 
periods are inadequate due to the great number of messages lost with-
out reaching their destination.

The workspace considered consists of a WSN with Waspmote 
nodes that communicate among them using IEEE 802.15.4 technol-
ogy. The election of this communication technology is due to low-
power consumption and also to low-cost and low-rate communication 
criteria. Waspmote nodes include an 8  MHz ATmega1281 micro-
controller with an 8 KB static random-access memory (SRAM), an 
erasable programmable read-only memory (EEPROM) of 4 KB, and 
a flash memory of 128 KB. The clock frequency is 32 KHz, and the 
power consumptions are 8 mA in ON mode, 62 μA in sleep mode, 
and 0.7 μA in hibernate mode. The IEEE 802.15.4-compliant RF 
device works on the 2.40–2.48 GHz band, with a transmission power 
of 1 mW, a sensitivity of −92 dBm, a coverage distance of ~500 m, and 
16 channels. Figure 7.15 illustrates the experimental scenario, where 
seven motes are considered and a gateway acts as a sink gathering all 
the data aggregated through the WSN.

First of all, a model of the workspace is built and validated with 
the aid of a ray tracing simulator and a spectrum analyzer, respec-
tively. A chain of eight Waspmote nodes is then built in charge of 
data collecting and aggregating. Data collected at each node include 
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the temperature sensed, the battery level of the node, and the RSSI 
of the last message received. The initiator node (1) starts the process 
sensing the temperature value and including it with the battery level 
in a message, which is sent to the following node (2). Node 2 receives 
the message sent by the initiator and aggregates its own information 
(concerning battery and temperature) to this message and resends 
it to the following node (3). This process is repeated until it reaches 
the last node of the network (7), and then the gateway node (GW) 
obtains the information aggregated and supplies it to the correspond-
ing application.

We analyze the proposed chain sending 12,540,000 messages con-
sidering different transmission periods from 50 to 10,000 ms. Results 
obtained show a reception rate of 83.19%, whereas 16.81% of the mes-
sages are lost due to communication problems. This high rate of loss is 
due to the saturation of the reception buffer of the radio interface. The 
lower the transmission period, the higher the number of losses occurs. 
Figure 7.16 shows the number of messages received and lost for dif-
ferent transmission periods (in logarithmic scale in order to facili-
tate its understanding) and the variation on the number of messages 
lost. One can observe a special behavior in the range of 55–75 ms, 
where the highest number of losses occurs. Due to internal features 
of the nodes, the operating system of the nodes and the size of the 

Figure 7.15 experimental scenario employed for wSN traffic analysis.
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communication buffers interact causing a relevant loss of messages. 
Higher deviations occur at the transient period (20–85 ms), but also 
occur at 145–150, 390–400, and 850–900 ms. Message losses that 
occur during these periods are mainly due to the saturation of the 
communication buffer following the completion of other tasks by the 
microprocessor of the mote. The number of messages lost is irrelevant 
for higher transmission periods.

Figure  7.17 illustrates the different transmission periods where 
communication is most suitable. One can observe four different com-
munication windows: 90–140, 160–350, 410–880, and up to 905 ms. 
Figure  7.17a shows the rate of messages received according to the 
transmission period, whereas Figure 7.17b shows the rate of messages 
lost for the same period.

Figure 7.18 shows the distribution of messages lost by node. The 
initiator node (1) sends periodically the information collected to the 
second node following a constant transmission rate of 20, 45, 50, 55, 
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60, 65, 75, 100, and 200 ms. Shorter transmission periods cause a high 
number of losses on node 2; its communication buffer collapses and 
then node 2 acts as a stop filter that ensures a transmission rate that 
can be easily accomplished by the rest of nodes. When considering 
transmission periods from 20 to 65 ms, the number of messages lost 
is notably high reaching up to 5000 messages, equivalent to a message 
loss of approximately 50 %. Graphics corresponding to 55 and 60 ms 
show dual behavior. When node 2 suffers high losses, the rest of the 
nodes do not suffer any congestion and the number of messages lost is 
low. Conversely, when node 2 suffers from moderate losses, node 6 in 
the case of 55 ms and 5 and 7 in the case of 60 ms suffer heavy losses 
due to congestion. When considering 75, 100, or 200 ms transmission 
periods, the number of messages lost is very low, below 50 messages in 
the case of 100 ms and below 10 in the case of 200 ms. Furthermore, 
the distribution of losses is fairly uniform.

As the period increases, the loss distribution becomes uniform 
among the different nodes involved in the communication. As 
Figure 7.19 shows, initially node 2 suffers a greater number of losses, 
along with node 3, but as the transmission period increases, the losses 
decrease and the first node losses are matching those of the other 
nodes. We observe a marked reduction in the total number of mes-
sages lost, along with a more homogeneous distribution of losses. This 
is because the communication buffer used by the radio interface is not 
saturated, and the losses are due to multipath propagation and not to 
buffer overrun problems. The number of losses of node 1 is always 0, 
since it is the initiator node and never receives any message. The gate-
way, which is the node in charge of data collection, is the sink node of 
the chain and has the same features as the other nodes of the network; 
then its loss distribution is analogous to those of other nodes.

Simulation aids to minimize the time and resources needed to 
characterize the RF scenario in order to design and develop intel-
ligent routing algorithms for CRWSN. Experimentation shows the 
validity of the results obtained from simulation. An adequate charac-
terization of both the RF spectrum and the working scenario, as well 
as the data flow of the WSN, allows an optimal use of the RF chan-
nel, maximizing the throughput of the network and its effectiveness. 
Some recommendations may be achieved as a result of this analy-
sis. The transmission periods can significantly affect the efficiency of 
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the communication, so one should choose those that maximize the 
throughput rate (e.g., 100–200 ms). Furthermore, first nodes of the 
chain act as stoppers of the traffic flow when the transmission period 
is quite short, so intelligent routing algorithms must take into account 
this bottleneck and vary over time the transmission period or even 
alter the transmission order of the WSN chain.

7.4 conclusions

The increased adoption of wireless systems, given by incumbent 4G 
systems, the popularity of machine-to-machine (M2M) communica-
tions, and the advent of Internet of Things and Smart Cities lead to a 
heterogeneous wireless ecosystem. In such a scenario, great challenges 
in terms of time-varying and location-dependent interference sources 
must be considered in order to guarantee QoS. The use of determinis-
tic wireless channel modeling can aid in the correct definition of each 
one of the employed wireless systems, and hence in the adoption of 
the adequate solution within multisystem wireless transceivers, sup-
ported by CR strategies in order to maximize overall spectral effi-
ciency and user experience.
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8.1 Introduction

Network coding (NC) is a technique of transmitting data in an 
encoded and a decoded form. It is applied on the nodes of a network. 
It increases the throughput by sending more information in less packet 
transmission and stabilizes the network. In cognitive radio network 
(CRN), one of the main advantages of NC is that the transmission 
time of secondary users (SUs) is reduced [1]. NC is an emerging tech-
nique used in many types of networks. It makes the network robust to 
the packet loss using transmission control protocol. In order to amplify 
the throughput and robustness in CRNs, NC is a preeminent selection.

Wireless networks are suffering from many problems such as low 
throughput and dead spots. A variety of techniques were introduced in 
order to overcome these problems. NC is one of the latest and emerg-
ing techniques developed for enhancing the throughput and provid-
ing a minimum transmission rate over wireless networks. It is also 
used to achieve a minimum energy per bit for multicasting in wire-
less networks. For improvement in energy efficiency, the NC-based 
scheme has only polynomial time complexity, flouting through the 
non-deterministically polynomial (NP)-hardness barrier of the con-
ventional routing approaches. Wang et al. [2] briefly discussed about 
the energy issues and efficiency of NC regarding energy consumption.

NC when applied to CRNs significantly enhances the performance 
of the network. The use of NC increases the spectrum availability for 
the SUs in CRNs by improving the estimation of primary users (PUs). 
A variety of algorithms based on NC has been developed in order to 
decrease the need of bandwidth in CRNs. NC increases the spectrum 
utilization for SUs by giving them opportunity to utilize the unused 
part of the spectrum owned by PUs. By contrast, using traditional tech-
niques, the spectrum usage might be as low as 15%. Wang et al. [3] iden-
tified one aspect of CRN as spectrum shaping and the view of NC as a 
spectrum shaper. Using NC, a number of SUs may use the spectrum at 
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the same time. Furthermore, NC can achieve a potentially lower energy 
consumption compared to the conventional routing schemes.

Some up-to-date literature on NC is found in [4–8]. Iqbal et al. [4] 
focussed on NC-aware routing protocols in wireless networks. The 
physical layer NC (PNC) in wireless networks is discussed in [5,6]. 
NC for distributed storage is discussed in [7]. Bassoli et al. [8] pre-
sented a survey on NC in a theoretical form by focusing on NC theory 
including information theory and matroid theory. All the aforemen-
tioned works focused on wireless networks in general. However, in 
this chapter, we provide a survey on NC schemes specifically designed 
for CRNs. To the best of our knowledge, this is the first work that 
provides such a comprehensive description of NC in the context of 
CRNs. In this chapter, our major focus will be on the cognitive radio 
aspect of NC and we recommend the readers to refer [5,8] for more 
details on NC in wireless networks.

In this chapter, we make the following contributions:

•	 We provide two simple illustrative examples that help the 
reader to understand the NC basics.

•	 We discuss how NC is used in different networks.
•	 We provide an in-depth discussion of NC in traditional wire-

less networks.
•	 We discuss the usage of NC in CRNs by focusing on how it 

can be beneficial for different types of networks and its clas-
sification and advantages.

•	 We highlight the issues, challenges, and future directions.

The remainder of this chapter is organized as follows: Section 8.2 dis-
cusses the NC basics. Section 8.3 discusses NC applied to different 
networks. Section 8.4 describes NC in traditional wireless networks. 
Section 8.5 discusses CRNs and NC. Section 8.6 presents open issues, 
challenges, and future directions. Finally, Section 8.7 concludes the 
chapter.

8.2 NC Basics

NC is a technique of sending data in an encoded and a decoded form. 
It is applied to the nodes receiving or sending data packets. This 
causes less transmission time and thus increases the throughput of the 
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network to a large extent. It enhances the performance of the network 
by sending more data in limited amount of time. It is also used to 
handle incoming or outgoing data from a node.

Liew et al. [5] mentioned that PNC is industrialized in 2006 for 
applications in wireless networks. Its elementary idea is to exploit the 
mixing of signals that arise naturally. A weighted sum of signals is 
treated on receiver as an outcome of concurrent transmission at vari-
ous transmitters. This sum is in the form of NC process by itself. 
It could also be transmuted in practice of NC. In fact, Liew et al. [5] 
gave an ephemeral conception of PNC, scrutinized a serious issue in 
PNC, and anticipated that PNC is not only for wireless networks. 
Analog NC (ANC) is a version of PNC that is also instigated in this 
chapter. Liew et  al. [5] also attempted to spread the application of 
PNC to optical networks.

We now discuss some illustrative examples to make the reader 
understand the basics of NC.

Example 8.1

In Figure 8.1, there are two scenarios of NC. Figure 8.1a shows a 
multicast with two sources S1 and S2, two receivers X and Y, and 
two packets a and b. S1 and S2 want to transmit these packets 
holding binary information symbols. R is the intermediate node 

X
(a) (b)

a + b a + b

a + b a + b

a + b ba

a b

R

S1 S2

Y
YX

a b

S

Figure 8.1 NC examples: (a) Multicast with two sources and two receivers; (b) wireless point-
to-point communication.
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that combines a and b and creates a new packet a_b where “_” is 
the symbol for bitwise exclusive OR. If this is a coded network, 
R combines a and b; otherwise, R should produce two different 
packets a and b. Therefore, coding in the network  augments the 
throughput because one transmission will produce less delay. 
Figure 8.1b shows wireless point-to-point communication in 
which S is the base station and the circle around it represents the 
range of base station; X and Y are nodes in the range of base station, 
but they cannot communicate directly to each other. If X wants to 
transmit packet a, then it will first send it to base station S, and if 
Y also sends packet b to S, then S generates new packet a_b and 
transmits it to both X and Y. In this manner, both examples show 
the prospective of coding procedures in network nodes.

Example 8.2

Figure 8.2 illustrates an example of ad hoc CRNs in which NC 
minimizes the number of broadcasts. In this figure, v is the relay 
node through which S1 and S2 relay their data to d1 and d2, respec-
tively. Suppose S1 and S2 send two packets p1 and p2 to d1 and d2, 
respectively, and node d1 comes to know about packet p2 and node 
d2 comes to know about packet p1. However, d1 and d2 can receive 
their required packets if relay node v XORs (XOR is a logical 
operator which gives output 0 when both inputs are same and gives 
1 when both inputs are different.) these two packets and transmits 
the two original packets to the destinations, respectively.

S1

S2

Source node Destination node

d2

p1 ⊕ p2

p2 p2

v

Relay node

p1 p1
d1

Figure 8.2 A sample example of multipath NC.
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8.3 NC in Different Networks

We now describe different networks and how NC is used in these 
networks.

8.3.1 Orthogonal Frequency-Division Multiple Access Networks

Xu et al. [9] discussed the impacts of the orthogonal frequency- division 
multiple access (OFDMA) system’s parameters on NC gain. They for-
mulated the optimization frameworks and proposed  channel-aware 
coding-aware resource allocation algorithms to exploit the network 
capacity in slow frequency. They also showed that the node’s power 
and traffic patterns are the dependencies of NC gain.

8.3.2 Underwater Sensor Networks

Guo et al. [10] discussed that in the past, underwater sensor networks 
faced so many challenges such as the presence of high error prob-
ability, long propagation delays, and low acoustic bandwidth. They 
proposed the use of NC in underwater sensor networks and claimed 
that NC is a gifted solution for these types of problems in underwater 
sensor networks.

8.3.3 Vehicular Ad Hoc Networks

Park et  al. [11] discussed NC in the context of vehicular ad hoc 
 networks (VANETs). By using NC, they proposed the reliable dis-
semination of video streaming in case of emergency situations.

8.3.4 Optical Networks

In optical networks, light is used as a medium to transfer informa-
tion. In this context, optical fiber is used in the network industry as a 
viable solution to transfer data with high data rates in core networks. 
How NC can be applied to optical networks is still an open issue 
and very less work has been done so far. For instance, Kamal and 
Mohandespour [12] used NC for optical networks.
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8.3.5 Delay-Tolerant Networks

Ali et al. [13] proposed the features for the advancement of reliable 
transport’s performance in delay-tolerant network (DTN)’s unicast 
and multicast flows. Their proposed scheme comprises random linear 
NC of packets.

8.3.6 Wireless Sensor Networks

NC is widely adopted in wireless sensor networks (WSNs). Table 8.1 
shows the parameters used to evaluate NC in WSNs. Stefanovic 
et  al. [14] used a number of encoded packets needed for success-
ful decoding N as a parameter for NC evaluation. Wang et al. [2] 
evaluated NC using the remaining energy per bit and the remaining 
energy of cluster head. In [15], the parameters used for evaluation 
of NC are  reliability, number of packets, traffic, energy consumption, 
and delay.

8.3.7 Wireless Relay Networks

In [16], many kinds of protocols were exposed with the detection of 
wireless relay network. NC performed its role by changing the wire-
less relay coding from store and forward to store, process, and forward.

8.4 NC in Traditional Wireless Networks

As discussed in section 8.1, NC is a latest technique which overcomes 
the problems of wireless networks by enhancing the throughput and 
providing a minimum transmission rate over wireless networks. Thus, 
Table 8.2 presents the parameters used to evaluate NC in traditional 

Table 8.1 NC Evaluation Parameters in WSNs

PARAMETER NAME REFERENCES

Number of encoded packets needed for successful decoding N [14]
Remaining energy per node and remaining energy of cluster head [2]
Reliability, number of packs, traffic, energy consumption, and delay [15]
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Table 8.2 NC Evaluation Parameters in Traditional Wireless Networks

PARAMETER NAME REFERENCES

Protocol handshake duration [30]
Retransmission rate [30]
Average decoding delay [30]
Throughput gain [9]
End-to-end throughput [9]
Normalized throughput [9]
Full decoding percentage [31]
Total cost [31]
Node decoding percentage [31]
Bit error rate [16,32]
Capacity [32]
Detection probability [33]
Average number of transmissions [34,35]
Transmission time [36,37]
Throughput [1,29,36,38–42]
Cumulative fraction of flows [40]
MAC-independent opportunistic routing (MORE) throughput [40]
Allocated redundancy [42]
Cumulative fraction of flows [43]
Bandwidth overhead [43]
Signatures per second and latency [43]
Quality degradation [44]
Complexity [8]
Storage per node [7]
Transmission delay [37]
Normalized energy consumption [10]
Successful delivery ratio [10]
Packet delivery ratio [39,45]
End-to-end delay [45]
Resource redundancy degree [45]
Useful throughput ratio [45]
Channel capacity [16]
Average node transmission efficiency improvement (NTEI) [28]
Coding + MAC gain [29]
Confliction probability [1]
Throughput per direction [46]
Cumulative fraction of flows [38]
Cumulative distribution [39]
Packet delivery ratio [39]
Localization error [47]

(Continued )



295network Coding

wireless networks. In traditional wireless networks, PNC has been 
studied extensively [17–26].

Mehta and Narmawala [27] concluded that nowadays the use of 
multimedia applications over wireless networks is at its peak, but there 
is a huge amount of packets loss and delay in transmission, as the 
available bandwidth for wireless networks fails to meet the require-
ments. They suggested that NC may be applied in different layers in 
order to increase the throughput.

Chi et al. [28] proposed a network coding-based packet forwarding 
architecture known as ‘COPE’ for throughput maximization. COPE 
is based on NC-based packet forwarding architecture. It categorizes 
packets in small- or large-size simulated queues and then scrutinizes 
only head packets to bound packet reordering. It  familiarizes limited 
packet reordering when the order of packets arrival is different from 
the departure. It improves transmission efficiency by around 30%. 
This improvement is supposed to be further increased by 45% by using 
a flow-oriented architecture.

Iqbal et al. [4] discussed the basic concepts of applications of the 
state-of-the-art NC for wireless ad hoc networks in the perspective of 
routing and recognized demarcation among NC-aware and NC-based 
routing methods in wireless ad hoc networks. They emphasized on the 
existing NC-aware routing protocols by providing different assess-
ments and its advantages over traditional routing. In [29], relay-aided 
NC (RANC) is discussed by developing the physical layer multirate 
ability in multihop wireless networks.

In [45], RANC is discussed which shows an increase in per-
formance gain of NC by developing the physical layer multirate 

Table 8.2 (Continued) NC Evaluation Parameters in Traditional Wireless Networks

PARAMETER NAME REFERENCES

Average number of linearly dependent packets [35]
Average broadcast time [35]
Average number of collisions [35]
Number of group of pictures (GOPs) [44]
Percentage of optimal redundancy [44]
Average peak signal-to-noise ratio (PSNR) [44]

ESNR, Effective signal-to-noise ratio, ICI, Inter-cell interference, MAC, Media access 
control, PER, Packet error rate.
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ability in multihop wireless networks where nodes are acceptable 
to broadcast at diverse rates according to the channel state. While 
relayed packets may frequently pass on at a high rate, the libera-
tion of the total packets essential for decoding to each end node 
can be much earlier than direct transmission. Zhang et  al. [45] 
examined transaction in expanding performance of RANC and 
systematically offered the solution by dividing the original design 
problem into subproblems: flow partition and scheduling problems. 
To enhance the bandwidth utilization in wireless networks by easy 
operation such as bitwise XOR, NC develops the broadcast nature 
of wireless medium. The desired operation of NC does not need any 
advancement of hardware. NC was anticipated by Ahlswede  [48] 
for multicast in wired networks. In COPE proposed by Katti et al. 
[49], the performance growth in terms of throughput and effective-
ness appears from coding and listening and there is also a main role 
of the number of flows in NC. In COPE, except for end node, the 
packet sent by a starting node should be effectively overheard by all 
other nodes, and this node may be the blockage of COPE perfor-
mance. Developing the physical layer multirate capability allows 
to fight the crash of poor channel state on the recital of NC. In 
contrast to COPE, RANC itself broadcasts its native packet above 
a short range and enhances the performance of NC in which the 
node has bad channel condition among its far neighbors. In this 
chapter, Zhang et  al. [45] also develops the coding structure for 
RANC. Substitution in performance gain of RANC is also dis-
cussed. RANC protocol is established by separating the original 
dilemma into two: flow partition and scheduling problems. This 
supports to diminish the global cost. Replication is used to assess 
this strategy that RANC can expressively outclass COPE in terms 
of the throughput of NC.

In WSNs, neighboring sensor nodes have connections of data. 
The process of sensors data compression in order to provide energy 
efficiency in WSNs is called distributed source coding (DSC). Using 
DSC, a network architecture extensively manipulates the compres-
sion effectiveness. Dynamic clustering scheme is discussed in [50] in 
assessment to previous schemes, which signify that this scheme has 
more efficiency than static clustering schemes.
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WSNs are occasional systems based on the combined effort of 
various sensor nodes to monitor a physical phenomenon and involve 
spatially dense sensor operation to attain acceptable exposure. In 
Slepian–Wolf theorem, two connected sources can be encoded, though 
just encoders have individual admittance to the two supplies, provided 
that both encoded streams are accessible at the decoder. The parti-
tion method in WSNs with DSC is not useful in applications due to 
manufacturing and financial issues. While winding up, an analytical 
framework to sculpt the dilemma of partition and dynamic clustering 
scheme is offered to resolve the problem. It can panel the network vig-
orously adaptive to the topology and connections of the network with 
better density performance.

8.5 CRNs and NC

In this section, we first give an overview of CRNs and then discuss 
NC schemes in CRNs.

8.5.1 Cognitive Radio Networks

CRN is an emerging field and has recently gained a lot of attention 
from the networking research community [50–54]. This is primarily 
due to (1) availability of limited spectrum, (2) fixed spectrum assign-
ment policy, and (3) inefficiency in spectrum usage.

CRNs are composed of two types of users: SUs and PUs. The PUs 
have higher priority over the licensed channels, whereas SUs have 
lower priority. SUs use the licensed channels opportunistically and 
are required to vacate the licensed channels as soon as PUs arrive 
over them. 

We now discuss NC schemes proposed for CRNs.

8.5.2 NC in CRNs

Shu et al. [55] proposed NC-aware channel allocation and routing in 
CRNs by considering the availability of maximum number of chan-
nels. Their proposed solution increases the throughput by distributing 
the channel and link rate at different stages.
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Hao et al. [56] anticipated that in CRNs, the need of bandwidth 
can be amplified by using distributed cooperative spectrum based 
on the network code. They investigated and entitled the algorithm 
of the distributed scheme based on the network code, and due to 
this, the throughput increases outwardly. An approach called gos-
siping updates for efficient spectrum sensing (GUESS) is anticipated 
to shrink the protocol overhead. In this work, transmitting data is 
diminished by NC.

In [1], SUs utilize NC for data transmissions in CRNs. Wang et al. 
[33] described the use of spectrum sensing that it is used to identify 
the spectrum holes and detect the presence of PUs. NC is applied to 
different SUs in order to enhance the spectrum efficiency of cognitive 
frequency bands.

Figure 8.3 shows an example of butterfly network, in which tradi-
tional routing and NC-based routing are presented. S is the source and 
E and F are the destination nodes. Let the source multicast b1 and b2 
two unit data, E and F, and the links are SA, AC, CD, DE, and so on. 
In Figure 8.3a, E obtains only b1 in one unit time since only one unit 
data can be broadcast per unit time in excess of link CD, so an utmost 
broadcast of multicast cannot be obtained. However, if we want to 
transmit b1 ⊕ b2 to both E and F at the same time, we establish NC 

b2b1 b2b1

b1 b2

b1

b1b1 b1 b2b1 ⊕ b2

b1 ⊕ b2

b1, b1 ⊕ b2 b2, b1 ⊕ b2

b1 ⊕ b2

b1

b1
(a) (b)

b2

b2

b2

b2

S

A

C

B

D

E F

S

A

C

B

D

E F

Figure 8.3 Butterfly network: (a) Traditional routing; (b) NC-based routing.
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in traditional routing. In this technique, C can XOR the incoming 
data and broadcast the coded data b1 ⊕ b2 on link CD, and finally, it 
will decode this data correspondingly. Therefore, E and F can receive 
b1 and b2 in one unit time, through which maximum multicast trans-
mission capacity can be achieved.

8.5.3 Classification of NC Schemes

Figure 8.4 shows the classification of NC [49,57–68]. There are three 
types of NC schemes available: random NC, vector NC, and  linear 
NC. Linear NC is further classified based on coding with field size 
equal to one and greater than one. The linear coding with field 
size equal to one is further classified into two categories, which are 
then categorized into subcategories. The same is the case with linear 
coding having field size greater than one. The linear NC in multiple 
paths is illustrated in Figure 8.5.

Classifications of NC

Random
network
coding

Coding over
field size q = 1

Algorithms
to minimize

 the number of
transmissions

Sort
by

utility

CMRE Vertex
coloring

Lu et al. Opportunistic
coding

ANC SNC MWVS

DGC SLNC
RLNC

Algorithms
to minimize
the average
decoding

delay

Deterministic
coding

coefficient
selection

Random
coding

coefficient
selection

Coding over
field size q > 1

Vector
network
coding

Linear
network
coding

Figure 8.4 Classification of NC. CMRE, cache-based multicast retransmission encoding; DGC, 
dynamic general-coding; MWVS, maximum weight vertex search; RLNC, random linear network 
 coding; SLNC, sparse linear network coding.
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In Figure 8.5, S is the source node and T is the destination, and 
there are three link-disjoint paths between the source and the des-
tination. The source S sends packets to relay nodes R1, R2, and R3 
simultaneously. In Figure 8.5a, S sends packets p1, p2, and p3 to R1, 
R2, and R3 one by one. Sometimes packet loss occurs; therefore, sup-
pose that R1 receives all three packets, whereas R2 and R3 fail to 
receive p2 and p3, respectively. However, devoid of NC, R1 forwards 
p1, p2, and p3; R2 forwards p1 and p2; and R3 forwards p1 and p3 to 
destination T. Suppose packets p1 and p3 sent from R1, packet p2 from 
R2, and packet p3 sent from R3 adopted wrong paths and become lost. 
Therefore, as a result, only p1 and p2 are received at the destination 
node T. In Figure 8.5b, linear NC for transmitting packets is applied. 
In this strategy, relay nodes produce the output packet Zij by linearly 
merging the received packets. Here, R1 receives p1, p2, and p3, and 
produces encoded packets Z11, Z12, and Z12. Subsequently encoded 
packets Z21 and Z22 are produced by R2, and Z31 and Z32 are produced 
by R3. Z11, Z13, Z22, and Z32 are lost on their way to T. Therefore, at 
the destination T receives Z12, Z21, and Z31. T can decode the real 
packets because these packets are the permutations of linear indepen-
dent packets by solving following equations:

 Z12 = a1 p1 + a2 p2 + a3 p3 (8.1)

 Z21 = b1 p1 + b2 p2 (8.2)

p1

S S

p2 p3 p1 p2 p3

p1

(a) (b)

p2 p1 p2 p3

p1 p2 p3 p1 p1p2 p3 Z11 Z13 Z22 Z32Z12 Z21 Z31

p1 p2 p3p3 p1 p2 p3p3 p1 p2 p1 p2p3

R1 R1 R2 R3R2 R3

T T

Figure 8.5 (a,b) Random linear NC in multiple paths.
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 Z31 = g1 p1 + g3 p3 (8.3)

where:
(a1, a2, a3), (b1, b2), and (g1, g3) are the encoding vectors generated 

by R1, R2, and R3, respectively

The parameters used to evaluate NC in CRNs are described in Table 8.3.

Table 8.3 Parameters Used to Evaluate NC in CRNs

PARAMETER NAME REFERENCES

Symbol error rate [69]
Average throughput [50]
Dissemination delay [70]
Outage probability [71]
Broadcast cost [72]
Additional gain on SU’s throughput from backoff-based adaptive 

sensing over random channel sensing
[3]

SU throughput [3]
PU idle probability [3]
Probability of success [73]
Step time overhead [73]
Normalized packet delay of a message [74]
PER performance [75]
Average ICI received by the central cell [76]
SU goodput [51]
Spectral efficiency [77]
Luby transform (LT) decoding error probability [77]
Spectral efficiency versus Forward Error Correction (FEC) [78]
Error probability [79]
Diversity gain [79]
Cooperative ENSR [80]
Bit error rate [81]
Mesh number [82]
Total bits [82]
Average capacity [83]
Uniform capacity [83]
Batch delay [84,85]
Decision time [54]
Energy dissipation [54]
Throughput [55,56]
Spectrum efficiency [86]
Probability of successful control information [86]
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8.5.4 Benefits of NC in CRNs

Wang et al. [2] discussed the efficiency of NC regarding energy issues, 
which is of great advantageous. The idea of NC was first floated by 
Ahlswede et al. in 2000. NC allows the node to code the incoming data 
as well as the transmitting data. It also improves the broadcast efficiency 
by merging data for data-based WSNs. Wang et al. [2] discussed the 
benefits of NC applied in WSNs. By performing analytical and simu-
lation evaluation, it shows that NC can significantly lessen the time 
of information exchange. NC is more appropriate in wireless networks 
such as wireless ad hoc networks, wireless mesh networks, and CRNs. 
One of the major assistance in WSNs is energy saving. Other benefits 
are throughput enhancement and delay minimization. NC also main-
tains the network load balance and increases the  network security.

8.5.5 NC-Based Routing in CRNs

Tang and Liu [34] conferred about the routing scheme with NC for 
CRNs. We have to propose a routing protocol if we are given some 
cognitive radio nodes with the geographical locations. This routing 
protocol should minimize the average number of transmission per 
packet. The packets in this protocol use temporary nodes hop by hop, 
until they reach their destinations. Performance can also be enhanced 
by using the algorithm they proposed. Simulation shows that com-
pared to DSR protocol, this algorithm gains much better performance 
in terms of lower number of transmission.

8.5.6 Secure Transmission of NC

He and Chen [87] examined the research performed on secure trans-
mission on NC in wireless networks. Security issue is the key problem 
in wireless networks; to overcome this, NC is used. As there is so much 
pollution in networks, a scheme was proposed named as secure XOR 
NC that filters the polluted message. Secure NC scheme uses differ-
ent coding strategies and different coding methods based on current 
network safety situation. Adaptive NC scheme is more appropriate 
for the multifaceted and unstable practical wireless network environ-
ment. Kamal and Mohandespour [12] worked on to provide the effec-
tive usage of resources and preemptive protection by exploiting NC. 
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The construction of rectilinear amalgamations of packets, received at 
diverse inputs links between nodes, was improved by the use of NC in 
order to improve the capacity. They conveyed by addressing NC-based 
protection of bidirectional unicast connection and enlightened the use 
of p-cycles. Diversity coding is also discussed in which mishmashes 
are molded at special nodes.

8.5.7 NC for Commercial Devices

Paramanathan et al. [88] described the ability of NC that it has the 
potential to simplify the design with higher throughput and lower 
energy expenditures. They argued that NC complexity is not an issue 
for current mobile devices even without hardware acceleration. They 
provided two design styles of NC, which are intersession and intrases-
sion NC using commercial platforms, supplying real-life  measurement 
results on commercial devices.

8.5.8 NC in Multichannel CRN

It is critical for SUs to have efficient data transmission in order to 
 communicate with each other [85]. Channel fading is the main issue 
during transmission even if they have full access to that channel. Under 
practical fading channel conditions, Zheng et  al. [85] proposed the 
random linear coded scheme for an efficient data transmission in mul-
tichannel CRNs. They analyzed the performances of two  multichannel 
automatic repeat request (ARQ )-based schemes. Simulations shows 
that this coded scheme outperforms the ARQ-based scheme in terms 
of batch delay transmission.

8.6 Issues, Challenges, and Future Directions of NC in CRNs

There are plenty of issues, challenges, and future directions of NC 
in CRNs. We now highlight the main issues, challenges, and future 
research directions in Sections 8.6.1 through 8.6.5.

8.6.1 PU Activity

PU activity is the foremost and intrinsic challenge of CRN [89,90]. 
SUs operate on licensed channels of PUs; therefore, whenever a 
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PU arrives on licensed channel, then SU has to vacate that licensed 
 channel if it is currently utilizing it because PU has the highest prior-
ity to access the channel. The dynamicity of PU activity imposes a big 
challenge on NC in CRNs. For instance, when the available channel 
set has diversity, NC scheme will be difficult to implement.

8.6.2 Multiple Channel Availability

Traditional wireless networks and NC for these networks operate on 
a single channel. But in CRNs, there are multiple channels available 
and SUs exploit them opportunistically whenever they are available. 
Since traditional algorithms for NC are developed for a single chan-
nel, there is a need to investigate NC algorithms to provide support 
for multiple channels.

8.6.3 Heterogeneous Channels

Since there are multiple channels available in CRNs, each chan-
nel has different characteristics such as bandwidth, data rate, and 
bit error rate. Therefore, NC has to deal with heterogeneous chan-
nels in CRNs, which is also an important challenge that needs 
investigation.

8.6.4 Contention among SUs

Another challenge may occur when one SU uses some part of spec-
trum and another SU also accesses the same part of spectrum at the 
same time. Thus, there might be interference among them. Therefore, 
it is necessary to develop protocols for channel access among SUs in 
NC for CRNs.

8.6.5 Spectrum Sensing

Another challenge is to sense the spectrum for SU when PU is not 
using it. Incorrect spectrum sensing results in either false alarm or 
miss detection. In false alarm, there is no PU activity, but the spec-
trum sensing detects that there is PU activity. In this case, there is an 
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opportunity to exploit a spectrum band, but due to false detection, this 
opportunity is lost. In miss detection, there is PU activity but spec-
trum sensing detects that there is no PU activity, so SU keeps on using 
the spectrum band that results in interference among PUs and SUs. 
This is a very serious issue because in CRNs, we can compromise on 
losing an opportunity of spectrum access, but we cannot compromise 
on interference with PUs. Therefore, it also needs further investiga-
tion. Sometimes due to incorrect spectrum sensing, there was a spec-
trum conflict between PUs and SUs, and communication becomes 
interrupted.

8.7 Conclusion

In this chapter, we presented a comprehensive survey of NC evolving 
from traditional wireless networks to emerging CRNs. To the best of 
our knowledge, this is the first novel work that provides a compre-
hensive survey on taxonomy of NC for CRNs and also provides vari-
ous examples, benefits, and different mechanisms. In this chapter, first 
the introduction and basics of NC have been presented with different 
examples. Moreover, what work has been done in NC and how does 
it work have been explained in detail. Subsequently, applications of 
NC have been discussed. After this, NC has been described for differ-
ent types of networks such as OFDMA networks, underwater sensor 
networks, vehicular ad hoc networks, optical networks, and WSNs, 
followed by traditional wireless networks. Then, NC for CRNs has 
been described followed by its classification, benefits, and different 
mechanisms. Finally, issues, challenges, and future directions of CRNs 
in NC have been highlighted.
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9.1 Introduction

Data traffic is currently growing exponentially. By 2015, the mobile 
traffic is expected to reach 7000 PB per month, with an increase of 
92% from 2010, whereas the global IP traffic will reach 110.3 EB 
by 2016 [1] with devices 3 times the number of the global popula-
tion. Around 65% of the mobile data are expected to be mobile video, 
whereas the rest are mainly web content and related data. The video 
stream delivered to tablets and smart handheld devices will require 
a minimum of 1 Mbit/s per video stream, while the mobile network 
operators have not been planning for this. While this problem mainly 
affects the wireless access networks, the core wired network can be 
built to support high bit rates by using fiber networks. For instance, 
content delivery network providers such as Akamai, Google, or own 
solutions (e.g., Netflix) can support technology that provides content 
to proxies located near the final customer; however, they cannot sup-
port the final wireless link.

In dense populated areas, the available spectrum for mobile opera-
tors is usually not enough. Thus, mobile operators are looking for a 
spectrum allocated to more traditional services, such as TV broad-
casting, for their networks. TV operators, however, are not eager to let 
go of the spectrum. TV broadcasting technology has been developed, 
thanks to efforts by the digital video broadcasting (DVB) techno-
logical groups, to a performance level that it will be hard to develop 
further (8  bit/s/Hz). Indeed, when the digital video broadcasting 
operators deploy using the latest DVB technology, the spectrum 
usage is on a level that mobile operators can never reach. A number 
of high definition (HD)-quality video streams can reach millions of 
viewers using a single 8 MHz channel. However, the video viewing 
habits today, with interactive video services such as YouTube, do not 
support the broadcasting model. Therefore, the broadcasting model is 
not a solution to the scarce spectrum.

Since 1906, the spectrum allocation has normally been assigned 
to licensees, via auctions, for a certain time by the International 
Telecommunication Union (ITU) Radio Regulations. This  process, well 
performed in practice, can result not only in an effective use of spectrum 
but also result in bad ones, as it might be very hard to predict the real value 
of a spectrum allocation far in future. Nowadays advocates of spectrum 
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policy call for free spectrum access since  interference-avoidance 
 technology has matured enough to render interference a benign issue. 
As such, once the main cause for spectrum regulation is resolved, 
there would be no licenses, which would remedy the bottleneck prob-
lem of spectrum and thus allow any technology to be used any time. 
However, the interference level can still create concerns: Each new 
spectrum terminal affects others through its interference, and it is 
very probable to encounter overcrowded spectrum utilization. This 
might limit the technological innovations: If an entrant knows that 
someone else can use the same band at the same time and immedi-
ately offer the same service, this may limit the innovation. Supporters 
of the common approach believe that operators have interest in sup-
porting interference-limiting solutions despite the fact that, for the 
time being, they are still limited.

The problem of spectrum shortage is not a new dilemma. In 1952, 
a report of the United States Joint Technical Advisory Committee 
of 1952 (Federal Communications Commission [FCC] 1952) states, 
“Wireless communication is plagued by a shortage of space for new 
services. As new regions of the radio spectrum have been opened to 
practical operation, commerce and industry have found more than 
enough uses to crowd them.” In today’s communications infra-
structure, the spectrum issue is even more obvious due to the rap-
idly increasing number of services and the quality of service (QoS) 
required. This increasing rate will surely lead a high spectrum use 
requiring dynamism in innovation and technology as well as an effec-
tive spectrum management. 

It is evident that a rigid solution for spectrum allocation is not opti-
mal in terms of innovation, revenues, and services. Hence, the quite 
logical next step, even if at the moment it is only discussed in research 
projects, is to go for a real spectrum market with quasi-real-time allo-
cation. The idea of flexible coexistence of broadcast and cellular net-
works is often mentioned as a solution. It is based on the utilization of 
the available bandwidth, for example, currently unused TV spectrum, 
widely called as white space (WS), for services other than broadcast ser-
vices. Cognitive radio refers to the technologies that enable flexible use 
of spectrum. The spectrum could be available on a frequency exchange 
market, where users could buy, sell, and trade frequency bands. These 
allocations could be traded for certain frequency ranges or for certain 
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geographical areas for a certain time. Mobile  operators, broadcasters, 
Internet service providers, and event organizers could acquire frequen-
cies for their services from this spectrum market with real-time or 
almost real time. These available bands could be allocated and divided 
as the services requirements varying from short-range communica-
tions with small and large bandwidths to long-range communications 
with medium and large bandwidths. Hence, the partitioning of the 
spectrum into small or large pieces or equivalently into units of bands 
will follow the services. The cost of a unit or a piece, either small or 
large, will also be following the supply and demand, and, finally, the 
consumers of radio telecommunications systems would pay the price of 
services following the market. It remains to define a unit of bandwidth 
or a piece of sharing so that all stakeholders, including end users, are 
satisfied with their incomes seen in terms of the technology adopted, 
the QoS requirements, and the financial cost and revenue.

Surely, such a cognitive radio (CR) market as described earlier is 
not yet available for real-life implementation, but this market would 
and should be available in future as its advantages are widely acknowl-
edged. From software and hardware points of view, some CR principles 
are currently implemented on different platforms such as CORAL, 
ORBIT, CORNET, and CREW [2,3,4]; however, these platforms 
are still lacking a lot of properties and tools. Dynamic and oppor-
tunistic spectrum access will enable the technology for CR-oriented 
wireless networks to allow low-priority secondary users (SUs) to com-
municate over licensed bands when there is no full usage of the spec-
trum by legacy users. To foster the development of this concept, it 
is necessary to improve the existing technologies and methodologies 
for a harmonized spectrum access in both license-exempt bands and 
licensed spectra, and to design a new interface, software tools and 
platforms for a more market share the use of radio spectrum resources.

Six main bricks can assess the concept of real spectrum access and 
help move it from a rigid configuration to a flexible and open one as 
portrayed in Figure 9.1. Their maturity levels are shown in Figure 9.2. 

•	 Adaptive software platform, radio, and metrics design: Software-
defined radio (SDR) technologies provide the flexibility in 
the sensing technology as well as in the learning and adaptive 
components. The necessary metrics of the SDR interfaces are 
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diverse such as the signal-to-noise ratio (SNR), the  interference 
level, and spectrum efficiency. Currently, even though a lot of 
research efforts have been provided on the theoretical aspects 
of adaptive CR engines, there are still huge gaps in the proof of 
concept through platforms, test beds, and metrics for test beds. 
Although some standardization activities such as IEEE 802.22 
and research initiatives are running toward a unified definition 
and classification of these metrics, the gap to cover is still huge. 

Adaptive platforms toward self-organized CR networks

Fusion of location and sensing measurements
Adaptive spectrum access
Rewards and costs
Intelligent radio
Business cases

Heavily controlled,
rigid spectrum
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access with revenue

Figure 9.1 Toward a flexible spectrum market.
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•	 Fusion of location and sensing measurements: When the CR 
concept was first proposed in literature, radio-frequency (RF) 
sensing measurements based on signal processing techniques 
were prioritized. Later on, new technologies based on the 
location and radio environment mapping (REM) databases 
have been proposed as a complement of the RF sensing tech-
niques. Nowadays, the fusion of both approaches is seen as a 
promising concept for the near future since it combines the 
pros and cons of each approach. This opens up new research 
doors for the estimation of spectrum availability. 

•	 Adaptive and opportunistic access: Dynamic and opportunistic 
spectrum access is presented as an enabling technology for 
CR-oriented wireless networks. This technology permits low-
priority SUs to communicate over licensed bands when there 
is no full usage of the spectrum by legacy users. 

•	 Rewards and costs: Because policies of traditional static spec-
trum assignment have been to award each wireless service 
with an exclusive utilization of specific frequency bands, they 
leave many spectrum bands unlicensed to be used by sci-
entific, industrial, and medical subtasks. Because spectrum 
scarcity among those bands is attained due to the fast spread 
of low-cost wireless applications operating in unlicensed spec-
trum bands, sharing of underused licensed spectrum between 
unlicensed devices within the framework of an incentive of 
rewards and costs provides an encouraging solution to the 
problem of spectrum scarcity.

•	 Advanced learning techniques: In spectrum allocation where 
sharing is allowed in either licensed or licensed-free bands, 
radio access technology recognition and learning become 
two important approaches for reducing interference and 
facilitating cooperation among CRs. For instance, in the 
licensed bands, the cognitive nodes need to be able to 
differentiate between transmissions of licensed users and 
other unlicensed users, and they should only free a band 
when the licensed primary user (PU) starts to transmit. 
Therefore, transmission technology classifications will have 
a vital role in such shared spectrum bands for coexistence/
cooperation purposes. 
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•	 Business cases: The introduction of broadband services is 
increasingly putting pressure on traditional spectrum allo-
cation procedures, leading regulation authorities and gov-
ernments to revise their assignment approaches. Hence, 
exploring the value of a band and setting up an economic 
valuation of the available or shared spectrum could not be 
feasible without the initiation of successful business cases. The 
reciprocal approach also holds. The successful driven business 
cases would also lead to new ways for spectrum assignment 
different than the traditional ones. In literature, different 
business cases have been analyzed in different European proj-
ects (QOSMOS, ACROPOLIS, QUASAR), but the future 
is still open for more initiatives. Some examples of possible 
future applications include but not limited to small cell exten-
sion, smart grids, machine-to-machine (M2M) communica-
tions, and so on.

9.2 General Concepts of CR and Learning

CR was introduced by Mitola and Maguire in 1999 [5] as a fusion 
between model-based reasoning and software radio. It is expected to 
play a major role toward meeting the exploding traffic demand over 
cellular systems because it provides the radio system with some intel-
ligence to maintain a highly reliable communication with efficient uti-
lization of the radio spectrum. Considered by Haykin in 2005 [6] as 
a brain-empowered wireless communication, CR is aware of its RF 
environment and adapts, after learning from the interactive experiences 
with its surroundings, to the statistical variations in the input signals. 
Basically, CR senses the environment, analyzes the outdoor parameters, 
and decides on a dynamic time–frequency–power resource allocation as 
well as on an optimal management of the spectrum utilization.

Figure 9.3 shows a wireless communications system with some PUs 
or networks that own and have higher priority to use the spectrum 
and some SUs that may use the spectrum only upon availability and 
without causing any harmful interference. For best resource alloca-
tion and network performance, CR network (CRN) should be able to 
sense the environment and analyze the outdoor parameters in order to 
propose a dynamic resource allocation and management scheme that 
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could improve the utilization of the radio electromagnetic spectrum 
between the PUs and the SUs. Thus, it is important for the CRN to 
know few parameters [7,8] such as channel characteristics between 
the base station and the users of the spectrum, spectrum holes, user 
and application requirements, power availability, and local policies 
or other limitations, if any. CR-sensed parameters feed as inputs into 
the resource management and resource allocation objectives that 
include but are not limited to minimizing the bit error rate (BER), 
power consumption and interference while at the same time maxi-
mizing the throughput, spectrum efficiency, QoS, and quality of user 
experience (QoE).

Although CR aims to satisfy the aforementioned objectives, 
combination of some objectives such as simultaneously minimizing 
power consumption and BER, often creates conflicting solutions, 
which calls for some trade-off solution instead of an optimal one. 
Constrained optimal power and bandwidth solutions can be for-
mulated in a closed-form optimization as a mixed-integer nonlinear 
programming problem that is nonconvex and NP-hard as shown in 

1. Sense the environment
Cognitive cycle:

2. Analyze
3. Make decisions
4. Adjust

Figure 9.3 Generic CRNs with PUs and SUs.
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[8] and can be solved using centralized and distributed algorithms 
using the Lagrangian dual method. However, such an optimization 
formulation would result in significant computational complexity that 
could render sometimes the solution inappropriate for real-time deci-
sion making. As alternatives to the closed-form formulation, machine 
learning (ML) and artificial intelligence (AI) approaches are emerg-
ing as promising potentials to reduce the solution complexity and 
meet the real-time resource allocation requirements of CR, mainly in 
fast-varying environments. A branch of AI and ML uses statistics as 
well as heuristics to build mathematical models whose core aim is to 
infer and generalize based on a sample population. Aside than being 
predictive, an ML model can also be descriptive. 

The main ML steps in CR—shown in Figure  9.4—are not dif-
ferent from a generic ML workflow that typically consists of offline 
training and testing phases. The ML workflow starts with data acqui-
sition and data preprocessing before being fed into the ML learning 
engine. Data preprocessing consists of identifying outliers or noisy 

RF and environmental
parameters
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Learning

Previous
observations
and decisions

Deciding

Figure 9.4 Learning in CR.
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measurements as well as sometimes performing feature extraction 
or reduction to only retain the most relevant parameters. The model 
is then learned and iterated few times for acceptable accuracy before 
its characteristics are locked. This iterative learning often consists of 
 performing grid search on some meta-parameters and cross-validation 
so that the ML model can generalize well on yet-to-be-seen obser-
vations not included in the training phase. Learning can be super-
vised, transductive, unsupervised, or reinforced. Once new data are 
acquired, it is processed—as need be—before being applied to the 
learned model and a decision is made. Therefore, for the CRN, it first 
needs to sense the RF parameters such as channel quality, observe 
the environment, and analyze its feedback such as ACK responses. 
A cognitive device would acquire channel-state information as well as 
its physical and spectral environment utilization. It would learn the 
current situation while continuously sensing the status of the channel 
and storing it for archive purposes. The history of the spectrum usage 
information will be used for predicting the future profile of the spec-
trum. This would help a lot in the analysis and decision of secondary 
devices to operate on the vacant hole. Thus, based on many collected 
observations as inputs to the core-learning engine, CR can then build 
an intelligent discriminant or generative model that should be able to 
learn after iterative training a model that identifies idle spectrum and 
opportunistic scenarios for SUs to share the spectrum.

Learning in CR has been proposed based on fuzzy logic, genetic 
algorithms (GAs), artificial neural networks (ANNs), game theory, 
and reinforcement learning (RL) [9–19], to name a few. These meth-
ods aim in general at making cognitive nodes perform tasks in a 
manner similar to an expert. While each approach has its advantages 
and limitations, unfortunately, most of them are based on theoretical 
background with a priori knowledge of some performance metrics, a 
scenario far away from practice.

In what follows, we provide a high-level definition of some AI tools 
used in CR. However, readers interested in more details on ML con-
cepts are invited to check AI textbooks such as [9]. 

Introduced by Lotfi A. Zadeh in 1965 [15], fuzzy set theory solves 
and models uncertainty, ambiguity, imprecisions, and vagueness using 
mathematical, approximate reasoning, and empirical models, in a sim-
ilar manner to a human expert. Different from binary modeling, fuzzy 
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logic variables are not limited to only two values (True or False); they 
are defined in crisp sets [16], and each element has a degree of mem-
bership or compatibility with its own and negation sets. In general, the 
inputs to the fuzzy inference system (FIS) need to be fuzzified using 
linguistic hinges and, after being applied to some application-specific 
if–then rules, will determine the output of the system.

GA originated from the work of Friedberg (1958), who attempted 
learning by mutating small FORTRAN programs; therefore, by 
making an appropriate series of small mutations to a machine code 
program, one can generate a program with good performance for any 
particular simple task [20]. GA simply searches the solution space, 
with the goal of finding the one that maximizes the fitness function 
by evolving a population of initial solutions, chromosomes basically, 
toward a better one. The chromosomes are represented as a string of 
binary digits. This string grows as more parameters are used by the 
system. The search is parallel instead of processing a single solution 
because each element can be seen as a separate search. GA formu-
lations can provide awareness in processing, decision making, and 
learning in CR.

Developed as an attempt to replicate human intelligence by model-
ing the brain’s basic learning process, ANNs have had a history riddled 
with highs and lows since their inception. On a nodal level, ANNs 
started with highly simplified neural models such as the McCulloch–
Pitts neurons (1943) and then evolved into Rosenblatt’s perceptrons 
(1957) and a variety of more complex and sophisticated computa-
tional units. Many topologies and arrangements of these units have 
been suggested. From single-layered to multilayered networks, such 
as self-recurrent Hopfield networks (1986) and self-organizing maps 
(SOMs or Kohonen networks) (1986), ANNs have seen much itera-
tion in structure. Similar to the biological neural network, ANNs are 
formed of nodes, also called neurons or processing elements, which 
are connected together to form a network. ANNs get information 
from all neighboring neurons and propagate the outputs depending 
on some weight and activation functions. To accomplish the learning 
process, these weights are adjusted till some cost function, often the 
error between actual output and desired one, is minimal. ANNs are 
used to make the CR learn from the environment and take decisions 
in order to improve the QoS of the communication system [21].
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Game theory provides solutions for decentralized multiagent  systems 
(MASs), similar to the players in a game, under full or partial observ-
ability assumptions. As it is a branch of discrete mathematics and 
linear algebra, it is used as a decision-making technique where sev-
eral players take actions and consequently affect the interests of the 
other players. Each player can decide on his or her actions based on 
the history of actions selected by other players in previous rounds of 
the game. Game theory reduces the complexity of adaptation algo-
rithms in large cognitive networks where the CRNs are modeled as 
the players in the game. The set of actions players can choose from 
are the RF parameters such as transmit power and channel  selection. 
These actions taken by CRNs are based on observations that are rep-
resented by environmental parameters such as channel availability, 
channel quality, and interference. Therefore, each CR network will 
learn from its past actions by observing the actions of the other CR 
networks, and modify its actions accordingly [13,22] to reach the 
game equilibrium.

Finally, RL plays a key role in the multiagent domain, as it allows 
the agents to discover the situation and take actions using trial and 
error to maximize the cumulative reward. The basic RL model con-
sists of environment states, actions, rules for transition between states, 
immediate reward of transition rules, and agent observation rules. 
In RL, an agent needs to consider the immediate rewards and the 
consequences of its actions to maximize the long-term (LT) system 
performance [12,23]. In the multiagent system, the cognitive nodes 
are considered as agents. An agent needs to share information (e.g., 
decisions of neighbors) to make a good decision. The self-adaptation 
of the MAS is gradually reached through a direct interaction with 
the environment after correctly factoring in previous system’s experi-
ences. Therefore, the decision of MAS agent will be based on a dis-
tributed or centralized learning strategy from the environment so that 
one or multiple objective functions can be reached. While the multia-
gent bandit (MAB) is based on decision making by each bandit that 
maximizes the cumulative gains by pulling the arms of different slot 
machines, the MAS is mainly based on modeling each cognitive node 
as an agent and on exchanging information in a distributed manner 
between these agents.
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9.3 Literature Review

Recently, the QUASAR project reported in [24,25] on the  overall 
 system aspects of CR technologies with a particular attention to 
the economic viability of different use cases. The project findings 
reclaimed that secondary sharing could be utilized in larger scenar-
ios than a simple detection of spectrum holes. It also claimed that 
from a business perspective, secondary spectrum usage through TV 
white spaces does not provide real opportunities for either cellular 
incumbents or new market entrants in the cellular domain due to the 
high cost of necessary deployment at the ultra high frequency (UHF) 
bands and the requirement of large band needs. Moreover, the com-
mercial  success of secondary access turned out not viable due to the 
fact that the secondary network is not scalable, and most importantly, 
the  secondary spectrum usage is not an attractive method for most of 
the commercially interesting scenarios except for some very specific 
scenarios such as short-range indoor communications.

Although the outcomes of the QOSMOS project highlighted some 
interesting economic use cases such as femtocells in cellular networks, 
cellular coverage expansion, mobile to mobile in cellular systems, all 
of which constitute an important step for the evolution and success of 
the cognitive sharing technologies, the status of the state of the art in 
CR research is a topic worth further exploration. In what follows, the 
most relevant research work on CR according to the six pillars identi-
fied earlier is detailed. 

9.3.1 Opportunistic Access

Recent research works have proposed some novel schemes for open 
spectrum access, aiming at maximizing the overall throughput, mini-
mizing delays, insuring fairness among participants, and improving 
the power efficiency of the network [23]. In general, the different 
spectrum allocation mechanisms among participants can be catego-
rized as centralized and distributed spectrum access. In the central-
ized approach, the decision is taken at a central node that controls the 
resource allocation among different participants in the area, where each 
participant sends its information to the central node, such as chan-
nel conditions, data demand, and possible interferers. This approach 
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could be seen as a competition between operators to get a specific 
spectrum, whereas the central broker controls the dynamic alloca-
tion of the spectrum among the different operators. The centralized 
approach can achieve the optimal performance since it has full infor-
mation and control of the network, but it is impractical to implement 
due to the backhaul requirements and the complex computation at 
the central node [26,27]. In the distributed approach, each partici-
pant takes its own decision based on its observation and interactions 
with other participants. The main techniques found in literature focus 
on game theoretic approaches, where each participant tries to maxi-
mize its throughput [28]. Spectrum access can also be divided into 
cooperative and noncooperative. In the cooperative case, the cognitive 
nodes share their information or a portion of it in order to improve the 
overall performance and to avoid collisions. The different participants 
negotiate until they reach a deal to divide the available resources, or 
they use common etiquettes that ensure a stable network behavior. 
Bater et al. [29] proposed a cooperative scheme based on Nash bar-
gaining solution. In [30], a reassignment algorithm assumed that all 
the participants follow a common etiquette, and when a new par-
ticipant tries to get some resources, the existing participants creates a 
gap in the spectrum so that the new entrant can use it. If the cogni-
tive nodes decide not to share, then their trivial solution is to keep 
sensing the spectrum to have full information about the spectrum 
utilization. Some research works proposed some RL methods in order 
to reduce the sensing requirements [31,32,33]. To guarantee that the 
network will reach equilibrium without conflicts between different 
participants, the involved participants should follow some common 
protocols or etiquettes. Bae et al. [34] proposed a game model where 
each participant pays some fees to other inactive participants when 
it sets up an access point before converging to a Nash equilibrium. It 
is also worth mentioning that the spectrum could be shared for the 
utilization of a single radio access network (RAN) or multiple RANs. 
In the case of single RAN, the spectrum might be rented or released 
from other RANs or from a spectrum pool. In the case of multiple 
RANs, centralized units would be needed in collaboration with local 
decision engines for multiple spectrum access. 

Finally, some research works have focused on the proposition, 
design, and analysis of physical (PHY) layer waveforms with flexible 



329toward an autonomiC Cr Platform

reconfiguration and reduced out-of-band emissions [35] using filter 
bank multicarrier techniques [36], noncontiguous orthogonal fre-
quency division multiplexing (OFDM) [37], and multicarrier code 
division multiple access, to name a few.

9.3.2 Rewards and Costs

Pandit and Singh [22] approached the problem of the fixed spec-
trum allocation policy from an economic point of view where a sim-
ulation model that improves the allocation of bandwidth between 
the PUs and the SUs of a CRN was proposed. They developed an 
algorithm that minimizes the cost of this bandwidth while maximiz-
ing the effectiveness of the SUs in the CRN. They utilized a game 
theory utility to model the payoffs between the SUs and the PUs, 
which they consider to be the players. The main aim of the PUs 
was to maximize their revenue, whereas the SUs have an objective 
of improving QoS satisfaction at an acceptable cost. Alrabaee et al. 
[38] addressed the spectrum management in CR. They studied the 
spectrum trading spectrum management without game (SMWG) 
theory and the spectrum competition spectrum management with 
game (SMG) theory. Considering the SMWG theory first, they 
introduced a novel factor called competition factor that models the 
spectrum competition between the different PUs and also introduced 
a new QoS-level function that relates to the spectrum availability 
and is variable according to SU requirements. In both cases, they 
assumed that the trade-off is between the PUs’ desire to maximize 
the revenue and the SUs’ aim to obtain the required QoS level. RL 
is also another tool proposed in literature for intelligent CRNs as 
well as for intelligent rewarding system. For instance, Busoniu et al. 
[19] considered the immediate rewards of an agent’s needs and the 
consequences of its actions to maximize the LT system performance. 
Barve and Kulkarni [39] incorporated a system of errors and rewards 
based on each decision, and hence every agent tried to maximize its 
own rewards.

It is worth mentioning that this concept of rewards and costs could 
(or should) be combined with ML algorithms and the auction-based 
CR concept for a better optimization of the spectrum utilization and 
resource allocation satisfying the end users.
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9.3.3 Spectrum Databases

Basically, spectrum sensing and WS databases are the two typical 
methodologies proposed in literature to detect the available chan-
nels in the vicinity of the users. In spectrum sensing, the SU detects 
the availability of the free band using, for instance, signal process-
ing techniques. In the case of database-driven technologies, the SU 
should query a central database to attain a spectrum availability infor-
mation at its location [40].

Even though a lot of research works was focused on the spectrum 
sensing, this concept was excluded from the latest regulations of 
FCC. As an alternative, the WS database-driven technologies were 
adopted. In general, geolocation databases are proposed for CR que-
ries. They hold information about the PU signal (parameters, transmit 
power, position) and the transmission pattern as well as information 
about the geographic environment (geography) and the positioning 
of PU and SU transmitters. Therefore, it is fundamentally based on 
field strength estimates of the primary service obtained using radio 
propagation models. However, those models have limited estima-
tion capabilities to areas of hundreds of square meters. To overcome 
the limitations of propagation models and suboptimal field sensing 
algorithms, a geostatistical procedure is proposed using spatial simu-
lated annealing to minimize the mean universal kriging variance that 
improves the precision of local field strength estimates [41].

REM was also introduced as a database-driven technology in 
CRNs. Defined as an abstraction of a real-world environment stor-
ing multidomain information (e.g., PUs, policies, and terrain data), it 
can also be considered more generally as an intelligent network entity 
that can further process the gathered information, inspect the spa-
tiotemporal characteristics, and derive a map of the RF environment 
[42]. REMs act as cognition engines by building LT knowledge via 
processing spectrum measurements collected from sensors to estimate 
the state of locations, which do not have any measurement data. Wei 
et al. [43] proposed a generic top-down approach for CRs to obtain 
situation awareness by exploiting REM through a general framework 
for CR learning algorithms that incorporates both high- and low-
level learning loops [42]. Global situation awareness and coordination 
help CRs to make desired adaptations beyond single node’s capability. 
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They showed that global REM information can significantly improve 
the performance of both PUs and SUs, reduce the CRN adaptation 
time, and mitigate the hidden node problem. They [43] discussed the 
REM construction technique and analyzed the trade-off between the 
number of measurements (sensors) and REM accuracy. REM design 
relies on data gathering/representation, data processing/fusion, and 
data retrieval/query. In [43], REM is built by considering the cover-
age of all networks based on the cognitive pilot channel technology. 
Sensors are randomly deployed in a region without taking into account 
mesh boundaries. The majority of the sensor measurements in a mesh 
determine the radio environment and these values are used to construct 
REM for the region. Huseyin Birkan and Tugcu [44] presented REM 
as a cognitive engine and compared their active transmitter location 
estimation-based (LIvE) REM construction technique with kriging 
and inverse distance weighted interpolation in shadow and multipath 
fading channels. Simulation results showed that the LIvE REM con-
struction outperformed the compared methods because it utilized 
additional channel parameters’ information. When deploying REM, 
some factors should be taken into consideration as stated in [45]:

•	 Signaling overhead: It is related to the amount of relevant data 
transmitted between the CR and the REM nodes as well as 
some limitations of capacity in the connection between these 
two nodes.

•	 Time of validity of data: It acts as a lifetime for the informa-
tion that REM stores. This information should be regularly 
updated to stay relevant and accurate. 

•	 Mobility and location: It should be updated as the user location 
is changing to benefit from the spectrum opportunities in the 
respective area.

•	 Wireless devices: They use the same WS channels that the 
REM is trying to use, but they are not always knowledgeable 
to the REM. This will cause a problem when allocating some 
spectrum spacing to other users.

•	 Bootstrapping: It happens when a new device wants to connect 
to a base station. Usually, the REM has not yet given the device 
a spot so the device might interfere with other PUs when trying 
to connect to the base station and transmit its location.
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It is worth mentioning that the literature is not limited to location-
based database technologies. Höyhtyä et al. [46] presented the uti-
lization of LT and short-term (ST) database utilization. While LT 
database helps in the functioning of the CR system and decreases 
its time of sensing via channel prioritization, ST database permits 
prediction and classification of the interested bands. This methodol-
ogy enhances the performance of the system by improving the sec-
ondary system throughput and decreasing the interference triggered 
toward PUs. Thus, the use of LT and ST databases introduced a smart 
method of selecting channel for data and control transmission. It was 
also shown in [46] that combining the utilization of LT and ST data-
bases leads to more advantages than using either alone. This unique 
combination in CR is independent of the utilized frequencies and CR 
types. LT database collaborates with CRs during the normal func-
tioning, whereas CRs can continue functioning independently if the 
connection to LT database is vanished.

Another pioneering work in this area is presented in [47]. Saeed 
et al. [48,49] introduced the distributed resource map (DRM) as a 
framework for collaboration and knowledge accumulation in CR ad 
hoc networks. DRM is a database-driven knowledge base intended 
to exploit distributed sensing accomplished by heterogeneous CR 
nodes and internodes cooperation to sustain a network-wide support 
architecture. Similarly, some authors proposed the dual-mode scheme 
where the secondary device should have sensing and geolocation 
capabilities to enhance its detection capabilities [49].

From an application point of view, different corporations have pro-
posed database services. For instance, Google Inc. and Comsearch 
were designated by the FCC as TV bands device database admin-
istrators. Recently, Koos Technical Services Inc. [50] and Telcordia 
Technologies Inc. [51] presented their designed database systems. 

Even though database-driven CRNs present an encouraging meth-
odology by following the traditional technique of location-based ser-
vices, they suffer from privacy intimidations specifically on the feature 
of location privacy. For instance, an attacker can geolocate the SU by 
tracing its database queries. Hence, this will generate a severe privacy 
leak if the sensitive data of the SU are strictly correlated to its loca-
tion. Moreover, the user in database-driven CRN has to register his/
her utilized spectrum in the database. The work presented in [40] 
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introduces a privacy preserving spectrum retrieval and utilization 
architecture for database-driven CRs, claimed as PriSpectrum. Their 
novel private channel utilization protocol diminishes the leaking of 
the location privacy in spectrum usage phase by choosing the most 
stable channel with the minimum number of channel switch events. 

Finally, it is worth mentioning that there is no doubt that lever-
aging database and sensing could overcome the database backhaul 
problems by adding an over-the-air sensing, especially, for the short-
range coexistence or when the backhaul is absent [52]. However, even 
though sensing is not sufficient for avoiding the incumbent licensed 
users, it is compulsory for all TVWS secondary systems. The idea of 
having the geolocation database monitor the use of the available spec-
trum and assist in coordinating that usage is actually gaining ground 
as can be seen from [53,54], but the focus so far has largely been on 
general frameworks for database-assisted coordination of secondary 
TVWS spectrum use and not on the underlying decision-making 
mechanisms. Moreover, there are very little researches on combining 
spectrum sensing techniques and location databases to enhance the 
decision mechanisms of the channel utilization and allocation. 

9.3.4 On Learning Algorithms

As mentioned earlier, an intelligent machine should be able to deduce, 
reason, solve problem, learn, and represent knowledge adequately [9]. 
Within the context of CR, few researchers have investigated ML.

Kaur et al. [55], Aryal et al. [56], Matinmikko et al. [57] and Qin 
et al. [58] used fuzzy logic theory in CR to optimize bandwidth allo-
cation, interference and power management, spectrum availability 
assessment methods, and resource allocation, respectively. Aryal et al. 
[56] proposed a centralized FIS that can allocate the available band-
width among cognitive users considering traffic intensity, type, and 
QoS priority. They [56] researched power management while reduc-
ing interference and maintaining QoS. Taking into consideration the 
number of users, mobility, spectrum efficiency, and synchronization 
constraint, their results checked the power consumption and interfer-
ence price while adjusting the power values. For detecting the avail-
able bandwidth, Qin et al. [58] fuzzified the probability of detection, 
the operational SNR, the available time for performing the detection, 
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and the a priori information before comparing their results to the 
fixed spectrum schemes. Chen et al. [11] proposed the fuzzy inference 
rules for resource management in distributed heterogeneous wireless 
environments. The fuzzy convergence was designed in a hierarchical 
manner: First, the local convergence calculation was based on local 
parameters such as interference power, bandwidth of a frequency 
band, and path loss index, and then the local convergence calculations 
were collected from all nodes and aggregated to generate a global con-
trol for each node. 

GA was proposed in [11] to enhance the CR system performance 
by minimizing the BER and maximizing the throughput. Researchers 
proposed encoding operating variables for different numbers of sub-
carriers into a chromosome, including the center frequency, transmis-
sion power, and modulation type. In [59], spectrum optimization in 
CRs was addressed using elitism and four parameters for representing 
the chromosome structure, which are frequency, power, BER, and 
modulation scheme. It is to be noted that elitism is often used for 
selecting the best chromosomes and transferring them to the next 
generation, before performing crossover and mutation, which prevent 
the loss of the most likely solutions in the available pool of solutions. 
Hauris et al. [60] used GA for RF parameter optimization in CR. 
Modulation and coding schemes, antenna parameters, transmit and 
receive antenna gains, receiver noise figure, transmit power, data rate, 
coding gain, bandwidth, and frequency were used as genes, while the 
fitness function related link margin, carrier to interference (C/I), data 
rate, and spectral efficiency. 

While Tan et al. [12] proposed the back propagation ANN to solve 
the inefficiency in current communication networks by using ANN. 
Abdulghfoor et al. [13] tried to improve the performance of spectrum 
sensing in CRNs by learning an ANN at every SU in order to pre-
dict the sensing probabilities of these units. Their various simulations, 
with considerably high differences in SNR between the different SUs, 
reported quite impressive results with a global false-alarm probability of 
.01 for the CRN. Yang et al. [61] combined GA and radial basis function 
network in order to effectively adapt the parameters of the CR system 
as the environment changes. Using the data collected from the network 
simulator 2 (NS2) platform, their results showed superior reliability and 
accuracy performance compared to belief propagation (BP) ANN.
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Abdulghfoor et al. [13] suggested game theory (GT) to model 
resource allocation in ad hoc CRNs and showed through simulations 
that GT can be used to design efficient distributed algorithms, whereas 
its application at the media access control (MAC) layer proved to be 
most challenging. Li et al. [62] proposed a single framework for coop-
erative spectrum sensing of CRNs as well as for self-organization of 
femtocells by relying on the data generated by the CR users to better 
understand the environment. Researchers suggested the creation of a 
large spectrum database that relies on both macrocell and femtocell 
networks with the flexibility of linking local decisions to the central-
ized fusion center. Alrabaee et al. [38] compared spectrum trading 
and management with a Bertrand–Stackelberg game and without 
game theory. In both cases, they assumed that the PUs aim to maxi-
mize revenues, while SUs desire to reach the required QoS level. Yau 
[10] incorporated RL to correctly complete the cognition cycle in cen-
tralized and static mobile networks. The RL approach was applied at 
the level of the SUs where they rank channels dynamically according 
to PU utilization levels and packet error rate during data transmission 
to select the best one to communicate with other SU receivers. 

Barve and Kulkarni [39] considered routing in CRNs and proposed 
a new RL system that jointly works on channel selection and rout-
ing for a multihop CRN. The RL model incorporated the errors and 
rewards on each decision, and hence every agent tried to maximize its 
own rewards after few trials and errors. They also used the feedback 
obtained from the environment and modeled the problem using the 
Markov decision process. Zhou et al. [63] addressed the problem of 
the high-power consumption in CRNs that is generated due to over-
head communication between different CR users. They proposed a 
new design for a power control algorithm that is simple to implement 
by relying on RL, which eliminates the need for information sharing 
about interference channels and power strategy between the different 
CRN elements. Various simulations showed that the proposed model 
was much more realistic than the current models and pointed out that 
the case of Bush–Mosteller reinforcement with Lagrange multipli-
ers provided the best answers. Introduced by Robbins in 1952 as a 
simple ML approach, MAB [64] aims at maximizing the resource 
allocation gains in CR by modeling each available band as a bandit 
machine, based on an analogy faced by a gambler trying to get the 
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biggest rewards from a K number of machine slots. Similarly, MAS is 
another approach partially explored in literature and deserves further 
investigation, mainly in cooperative CRNs with uncertainties.

9.3.5 Adaptive Radio, Software, and Metrics

Because experimentation facilities play an important role in the tran-
sition of technology from concept to prototype, requirements for an 
open platform allowing experimentation with CRs have been out-
lined in [2]. Several large CR test beds such as CORAL, ORBIT, 
CORNET, and CREW [3] have been deployed in the United States 
and Europe. These are often built using off-the-shelf equipment such 
as Tmote Sky1 and Universal Software Radio Peripheral but can also 
be based on custom-made hardware platforms such as CORAL [4], 
the imec sensing engine3, and the versatile platform for sensor net-
work applications (VESNA). The majority of the experiments per-
formed on these platforms to date focus on spectrum sensing. 

Some practical initiatives for CR test beds have taken place [65,66] 
including improvements to the fourth-generation (4G) LT evolution 
(LTE) technology augmented with cognitive capabilities.

While theoretical frameworks and computational simulations 
abound, it is clear that the experimental investigation of the behavior 
and performance of resource allocation algorithms, intelligent engine, 
and RF adaptation is still scarce and far away from the needs. 

9.4 Toward Autonomic and Self-Organizing CRNs

It is clear from the state of the art presented in Section 9.3 that CR is 
still far from realistic network deployment due to different constraints, 
challenges, and open issues toward autonomic and self- organized 
CRNs. Indeed, the demand to control the interference between vari-
ous operators motivated the utilization of licensed spectrum for wire-
less communication. Nevertheless, there is no significant efficiency in 
spectrum usage with this mode of regulation. Also, the evolution of 
wireless networks is delayed by the scarcity of free frequency bands 
and the huge investments for acquisitioning a license. Here, a different 
growth path for the evolution of wireless networks and the efficient 
utilization of the spectrum should be addressed. The path should be 
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based on the utilization of unlicensed spectrum, while the users are 
allowed to have an open access to all public (unlicensed) networks. To 
do so, alternative interference mitigation strategies and network plan-
ning mechanisms based on the information offered by end users and 
their information exchange are very promising solutions within this 
context of self-adaptive and self-organizing networks. Many chal-
lenges such as spectrum sharing dimensions, uncertainties, oppor-
tunistic versus open spectrum access, centralized versus  distributed 
spectrum access, cooperative versus noncooperative spectrum sharing, 
AI-based modeling of spectrum sharing, and RF front-end designs to 
name a few are still to be closely investigated.

In what follows, we discuss some of the main challenges foreseen 
in this context:

9.4.1 Challenges in Spectrum Sensing

The challenges in spectrum sensing discussed in this chapter are as 
follows: 

•	 Optimal threshold setting: Spectrum sensing is a binary detec-
tion challenge of setting the right threshold value. The key 
challenge for the case of energy detector (ED)-based sens-
ing is observed in the trade-off between the probabilities of 
missed detection and false alarm while setting the thresh-
old spectrum sensing. Basically, the probability of false alarm 
designates the probability that the detection technique falsely 
decides that PU is present in the scanned frequency band 
when it actually is absent; however, the probability of missed 
detection designates the probability of not detecting the pres-
ence of a PU signal when there is actually a PU transmission.

•	 Noise uncertainty problem: There is a strong dependence on the 
value of the threshold set and the actual noise variance that 
might alter with location and time.

•	 Primary receiver uncertainty problem: The PU transmitter 
detection-based sensing technique cannot detect the PU 
activity when CR lies outside the range of the primary trans-
mitter. Thus, CR generates an inevitable interference to the 
primary receivers especially when CR lies close to them.
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•	 Detecting hidden primary transmitter: A problem may arise 
when CR lies inside the primary transmitter range but 
observes heavy shadowing or deep fading. Also, destructive 
interference can be imposed by secondary transmission on 
primary receivers.

•	 Cooperative sensing among CRs: The challenge is to solve the 
problem of multipath fading and shadowing based on the 
underlying principle that SUs are distributed spatially with 
different channel conditions.

•	 Spectrum sensing in a multiuser environment: In such an envi-
ronment, interference between SUs may occur causing the 
detection of PUs to be a difficult task.

•	 Sensing/communication trade-off: Even though this topic has 
been investigated in some works, however, it is still not clear 
how to optimize the resource sharing between sensing and 
communications, especially in scenarios with uncertainties. 

9.4.2 Challenges in SDR Platforms

In this section, the challenges are quite high due to the different 
requirements of a suitable yet easy implementation and utilization 
methodology for an experimental evaluation of a simple yet efficient 
resource allocation on a real-world experimental test bed. The latter 
should be updated toward a real CR test network where cognitive 
nodes are implemented on a software radio platform operating on dif-
ferent frequencies such as TVWS. The test network should consist 
of devices, which can be configured to act as cognitive nodes or base 
stations within the test bed. The constraints imposed by the software 
and testbed platforms, to overcome, are as follows:

•	 Interface and metrics: The challenge here is to propose general 
and transparent interfaces and metrics to develop a common 
testbed platform within a self-organizing framework. The 
interface should be scalable and available to the open-source 
platform.

•	 Transmission power levels: The testbed power scenarios should 
be developed to match the optimization techniques proposed 
in the framework of self-organized networks to address some 
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green aspects and proof of concept in such a way that some 
algorithms could be easily tested.

•	 Co-use of geolocation and sensing: The main question here is 
how to address the access to the databases from the devel-
oped SDR devices, knowing that this requires some specific 
licenses that may be costly.

•	 Interoperability: The main issue to solve in this context is how 
to propose a suitable platform solution with interoperability 
capabilities in terms of hardware, systems, specifications, 
and so on.

9.4.3  Challenges in Hybrid Data Fusion of Location Information 
and Spectrum Sensing Measurements

Given that Zhang and Banerjee [67] have recently (November 2013) 
shown through measurements collected at over 1 million locations 
across a 100 km2 area that the commercial databases tend to overpre-
dict the coverage of certain TV broadcasts by almost 42% measured 
locations leading to a blocking of the WS usage; developing tools 
and techniques for a hybrid data fusion between sensing and location 
measurements is necessary for an improved spectrum access. The out-
put of this fusion should reflect the fundamental performance limit of 
location-aided CRs in future cognitive access networks. Specifically, 
the following issues should be addressed.

•	 Location-enabled cooperative spectrum sensing techniques 
that improve the reliability of spectrum sensing by allowing 
distributed CRs to share their spectral estimates (data fusion). 
For instance, using the location information of cognitive 
nodes, we can exclude those unreliable estimates in the data 
fusion process to improve sensing performance with reduced 
communication overhead and computational cost.

•	 Location-based cooperation among heterogeneous networks 
in the license-free bands, which improve the sensing capabili-
ties of cognitive devices.

•	 Enhanced algorithms for the spectrum sensing and utiliza-
tion in future wireless systems. For instance, it is of interest to 
continuously perform a statistical analysis of radio observables 
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coming from the cognitive nodes. These learnt parameters 
will be then stored for utilization, for instance, in small cells 
and/or coordinated for the usage of M2M.

•	 Hybrid data fusion of spectrum sensing measurements and 
location information in a single database and at the cognitive 
nodes for an improved utilization and sharing of the licensed 
bands (TVWSs) and unlicensed bands (e.g., the 2.4 GHz).

•	 Adaptive path-loss models and geostatistical approaches for 
an improved location-based spectral utilization.

9.4.4 Challenges in Uncertainties and Context Awareness

One step beyond the state-of-the-art context-aware CR engine in 
heterogeneous and/or cooperative networks would consist in its 
extension to the case of dynamic network topology. Indeed, an M2M 
scenario, for instance, the cognitive nodes could be moving along 
a certain track, thus creating strong time correlations between the 
different positions along that track. By applying tracking filters that 
include mobility models on these time correlations, new context-
aware location-based and spectrum sensing (i.e., time-based intel-
ligent algorithms) could be adapted to reduce the complexity of the 
cognitive engine. 

A thorough study in this research item consists of analyzing the 
impact of the error measured between the estimated and actual dis-
tributions of the cognitive nodes as well as the spatial and temporal 
correlations of fading channels and the activity pattern of the nodes. 

It is well known that the noise level could be time variant, and 
hence prone to noise uncertainty [68]. The effect of other systems may 
also lead to some changes in the received detected signal yielding 
interference uncertainty. Other uncertainties could also come from 
the channel variations in a dynamic environment, hidden primary 
nodes, and nonreliable secondary nodes in the distributed coopera-
tive scenarios. An interesting investigation would be to evaluate the 
impact of the uncertainty and/or measurement procedures on the 
hybrid, heterogeneous, and cooperative sensing algorithms in terms 
of sensing performance, overhead, and latency (including algorithm 
convergence and delivery times). This investigation could propose 
the models and scenarios of realistic interference with consistent 
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operating conditions such as imperfect synchronization, dynamic 
channel, and RF impairments and assess their performance. For 
instance, depending on the level of collaboration between PUs 
and SUs, the deployment of CR solutions over unused frequencies 
should avoid creating disturbances over the existing technologies. 
To afford this, the analysis and modeling of the potential co-chan-
nel interferences are critical issues that should be covered. With this 
knowledge, it is possible to take a more thoughtful decision on the 
transmission parameters (e.g., power, bandwidth, etc.) to be used by 
the new opportunistic service.

9.4.5  Challenges in Optimization through Rewards and Costs 
toward Self-Organizing CRNs

The resource allocation problem in a dynamic environment using 
capacity, power, or any other metric, as the optimization function, is 
in general a nonconvex optimization problem. In literature, research-
ers proposed to deal with the convexity of these metrics using some 
suboptimal solutions through the dual decomposition theory [69]; 
however, the complexity of these algorithms is still too complex to 
be implemented in a real scenario. In a CR scenario, the resource 
allocation becomes even more complex as it requires information on 
interference levels, neighborhood, locations, and so on. In general, the 
solutions of the dynamic resource allocation could be based on two 
main categories: utility-based functions [70] and graph-based theory 
approaches [71].

Some key questions that are interesting to investigate are as follows:

•	 What are the main suitable utility functions for cooperation 
and coordination between cognitive nodes with improved 
QoS and reduced overhead?

•	 What are the main parameters and how to develop reliable 
methods for relaying and exploiting geolocation information 
and spectrum sensing measurements in MAS?

•	 How to offer reliable and efficient PHY/MAC cross-layer 
design techniques exploiting the availability of positioning 
information?

•	 How to relate the rewards and costs between the PHY and 
MAC layer indicators?
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9.4.6 Challenges in Advanced Learning Algorithms

Learning techniques may have many advantages; however, their 
implementation faces many challenges. We will focus on support vec-
tor machine (SVM), ANN, and GA techniques mostly. SVM offers a 
principled approach to ML problems due to its mathematical foun-
dations in statistical learning theory. It constructs its solution as a 
weighted sum of support vectors (SVs), which are only a subset of the 
training input. SVs are considered most influential in deciding the 
learning model. Beyond minimizing some error cost functions based 
on the training data sets similarly to what other discriminant ML 
techniques do, SVM imposes an additional constraint to the optimi-
zation problem that forces the optimization step to find a model that 
would eventually generalize better since it is situated at an equal and 
maximum distance between the classes. SVs and their correspond-
ing weights are found after an exhaustive optimization step that uses 
Lagrange relaxation and solves Karush–Kuhn–Tucker. For linearly 
nonseparable problems, SVM uses the kernel trick, which consists of 
a kernel function satisfying Mercer’s theorem to map the data to the 
feature space where the data would become at worst pseudo-linearly 
separable. Despite the robustness and optimality of the original SVM 
formulation, SVMs do not scale well computationally. Suffering from 
slow training convergence on large data sets, SVM online testing time 
can be suboptimal because it writes its model as a weighted sum of 
SVs whose number cannot be estimated ahead of time and can total 
as much as half the original training data set. Thus, it is with larger 
data sets, though, that SVM fails to efficiently deliver, especially in the 
nonlinear classification case. Large data sets impose great computa-
tional time and storage requirements during training, rendering SVM, 
in some cases, slower than ANN, already known for their slower con-
vergence. Another challenge for SVM is kernel selection and grid 
search for its meta-parameters.

As a biologically inspired ML technique by excellence, GA has 
been widely adopted. However, similar to other ML approaches, GA 
faces a few technique-specific challenges such as the design of an effi-
cient and data-aware fitness function that rewards better solutions 
during evolution to insure faster convergence. In the presence of class 
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skewness and linearly nonseparable feature space, the vanilla flavor 
GAs tend to produce classifiers biased toward the majority class at 
the expense of the minority class accuracy due to the overwhelming 
majority of one class in the training examples. Another challenge spe-
cific to GA is solution suboptimality as GA is reputed for being non-
reliable in consistently and systematically reaching the desired final 
solution given all its heuristically selected parameters. Compared to 
GA and ANN, SVM training returns a uniquely defined model for a 
given training set, whereas ANN and GA classifier models are differ-
ent each time training is initialized. It is because GA explores, in an 
evolutionary fashion, the search space of many possible solutions that 
maximizes a selected fitness function. The search space is traversed 
using a combination of selection, crossover, and mutation mechanisms 
applied to the chromosome population. The fittest chromosomes are 
allowed to propagate through generations few times, and when the 
termination conditions are achieved the best chromosome is chosen. 
Given its heuristic nature, GA solution is thus not unique, instead it 
is often suboptimal. Its robustness and repeatability are easily affected 
by the choice of the initial population, fitness function, and evolution 
parameters. 

Similar to GA, the perception aim is to only minimize the error 
during training, which translates into many solutions meeting this 
requirement. If many models can be learned during the training 
phase, only the optimal one is best to retain because training is prac-
tically performed on some samples of the population, while the test 
data might not exhibit the same distribution as the training set. ANN 
suffers from the classical multilocal minima, the curse of dimension-
ality, and overfitting because it somewhat heuristically moved from 
applications to theory while SVM evolved from a robust theory to 
implementation. Relying instead on the empirical risk model, ANN 
topology needs to be designed for optimal model complexity, whereas 
SVM automatically determines the model complexity by selecting 
the number of SVs and by minimizing the structural risk.

GA, ANN, and SVM share the same challenge of labeled data 
availability in supervised learning scenarios. Table 9.1 shows some of 
the advantages and limitations of the most promising AI approaches.
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9.4.7 Challenges in RF Front-End Design

Besides the challenges related to intelligence distribution and implemen-
tation, decision making, sensing algorithms and learning process, delay/
protocol overhead, cross-layer design, security, geolocation, and flexible 
hardware design, major difficulties lie in the implementation of such sys-
tems, mainly related to antennas, amplifiers, and oscillators, for which 
hardware implementation and system development are progressing at a 
slower pace, because of the complexities involved in designing and devel-
oping CR systems [72]. Several works in literature addressed some of these 

Table 9.1 Strengths and Limitations of AI Techniques Currently Proposed in CR

LEARNING 
TECHNIQUE

SPECTRUM 
SENSING

DECISION 
MAKING STRENGTHS LIMITATIONS

Neural 
networks

x x Adaptation ability to 
minor changes

Require training data 
labels

Construction using few 
examples, thus reducing 
the complexity

Poor generalization
Overfitting

SVM x x Generalization ability Requires training data 
labels and previous 
knowledge of the 
system

Robustness against noise 
and outliers 

Complex with large 
problems

GAs x Multiobjective 
optimization

Require prior knowledge 
of the system

Dynamically configure the 
CR based on 
environment changes

Suitable fitness function
High complexity with 

large problems
Game theory Related to 

spectrum 
sensing

x Reduction of the 
complexity of adaptation

Requires prior 
knowledge of the 
system and labeled 
training data

Solutions for MASs

Reinforcement 
learning

x x Learning autonomously 
using feedback

Needs learning phase of 
the policies

Self-adaptation 
progressively in real time

Fuzzy logic Related to 
spectrum 
sensing

x Simplicity; decisions are 
directly inferred from 
rules

Needs rule derivation
Accuracy is based on 

these rules
Entropy 
approach

x x Statistical model Requires prior 
knowledge of the 
system
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challenges facing CR [72,73,74,75,76]. Figure 9.5 presents a schematic 
block diagram of a CR system for ST and mid-term implementation. It is 
to be noted that parallel processing is employed for the analog-to-digital 
interfaces in order to operate on a very wide band or multiband simulta-
neously. Multiantennas are designed for multiple input multiple output 
(MIMO) operation and/or multiband operation, while passive modules 
used for switching or duplexing, RF filtering, and impedance matching 
between antennas and power amplifiers (PAs) are located after the anten-
nas. Then multireceiver (Rx) and multitransmitter (Tx) are utilized before 
a multi-analog to digital converter/digital to analog converter (ADC/
DAC) module. Since high performance is expected for CR, digital fil-
tering, dc offset cancellation, digital automatic gain control, calibration 
and correction of analog errors, and nonlinearities are required besides 
the conventional processing for modulation and demodulation, coding 
and encoding, and so forth. This calls for a feedback from the baseband 
to RF front end and transceiver combined with control plane and sensor 
in order to boost the performance of the analog part. The main challenges 
of RF front end and transceiver in the ST/midterm are to reduce the off-
chip and passive components, increase their frequency agility, minimize 
the power dissipation, and reduce the chip area.

9.5 Conclusion

This chapter reported on the state-of-the-art research in CR and ML 
toward a flexible spectrum usage. We expect that intelligent tech-
niques derived from ML and AI will move CR toward more auto-
nomic and self-organizing CRNs such that M2M will improve both 

Spectrum access engine (management, access, allocation, requirements and constraints, etc.)

Hardware and software
manager (radio

resource configuration)

Digital baseband
processing

ADC/DAC

Data
Control

RF front
end (PA,

filters,
mixers)

Sensor and control plane Cross-
layer design

and
optimization

Upper
layer

mechanisms
and

applications

Multiple
receivers

(Rx)

Multiple
transmitters

(Tx)

Figure 9.5 Full CR platform design.
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the communications links and capabilities with respect to efficiency, 
data rates, user capacity, coverage, and so on, and it will enable a vari-
ety of new services, especially that requiring context awareness. For 
instance, M2M networks can play essential roles in data exchange 
between machines without necessarily passing through an infrastruc-
ture. CRNs will also enable more public and safety services, making 
smarter, more intelligent, more energy efficient, and more comfort-
able our transport systems, homes, machines, as well as all personal 
devices and Internet of Things with connectivity capabilities.
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netwoRks

T.  R .  G O PA L A K R I S H N A N  N A I R 
A N D  K AV I T H A  S O O DA

10.1 Introduction

In recent years, it has become increasingly difficult to operate large 
networks for performing diagnostics and preventing cascading fail-
ures. Hence, there is a requirement for networks to think and learn in 
a nondeterministic way. This is where cognitive approach plays a vital 
role to overcome the shortcomings. Cognition is the ability to effec-
tively self-regulate, learn, and evolve. Cognitive network (CN) aspects 
have become crucial when a system is subject to a complex and varied 
set of stimuli, which is certainly the case of fast-evolving Internet of 
Things. CNs require each node to cooperate with the data distribution 
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process and make use of information about the network scenario. 
 To get CN working, there is a need to rethink on the architecture 
and protocols of the components in the global communication infra-
structure. A prominent research direction looks into how to mimic 
nature-like mechanisms to realize smarter communication networks, 
which in turn can make sense of the hidden communication patterns 
and do the self-regulation of the topology.

The routing decisions in the existing networks are generally based 
on the table-driven systems provided at the node level. The current sys-
tem usually has less awareness of the environment around it. This is 
where intelligent networks can play a significant role. Many researchers 
have been working on the area of autonomic network (AN) since 2003. 
  The companies such as Motorola and IBM were some of the initial play-
ers in this domain. The aspects of game theory, probability, linear pro-
gramming, evolutionary algorithm, genetic algorithm, artificial immune 
system, artificial intelligence, and many more stochastic approaches 
have been applied to achieve the awareness and learning capabilities in 
the network. Once there is awareness about the network, routing can 
 be performed effectively. In order to meet the demand for improved 
network, the nodes need to be intelligent and capable of making deci-
sions on their own. The current nodes of the communication systems 
usually do not have the information regarding the topology achieved 
that might have been formed during the routing. In this situation, it 
is always desirable for an advanced system to learn the environment of 
routing and remember it for future operations. Hence, the nodes need 
to have a mechanism to collect the data and become aware of the vital 
parameters of the network and, if required, communicate this intelli-
gently to other participating nodes. In addition to this, advance networks 
need to achieve the ability to learn, remember, and reason out in a way 
as presented in Figure 10.1, which was initially proposed by Mitola [1].

CN implements an approach whereby each node cooperates with 
others by distributing quality-of-service (QoS) metric parameters and 
other information-rich data set in the network. In order to transform 
the existing system to CNs, there is a need to reorient the architecture 
and protocols of the subsystems in the CN [2,3]. The main orienta-
tions for achieving a CN are to be directed toward learning and rea-
soning. The available learning methods include reinforcement learning, 
Q-learning, foraging algorithms, evolutionary algorithms, and neural 
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networks. The net result of the learning process happening over the 
network will later be made available as an information database of all 
required nodes. The knowledge thus formed facilitates a useful set of 
information on network status for further reference. This concept of 
further reference is depicted in Figure 10.2. The reasoning techniques 
include proactive, reactive, inductive, deductive, one-shot, sequential, 
centralized, and distributed methods. They help the extraction of qua-
lity nodes while exploring the optimal path. Routing is a fundamental 
function to create dynamic interconnections between the end nodes 
that are not directly linked. Current networks and nodes have only 
a rudimentary mechanism to build paths and respond to congestion. 
These networks are not able to adjust to different types of stimuli and 
contextual conditions with their deterministic way of functioning.

The remainder of the chapter is organized as follows: Section 10.2 
deals with the work done in the field of CNs that are discussed 
along with the developed products. Section 10.3 presents learning 
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and reasoning for CNs. Section 10.4 presents the bioinspired intel-
ligent networks. Sections 10.5 through 10.7 discuss the graded cog-
nitive network, simulation results, and future research direction, 
respectively. Section 10.8 concludes the chapter.

10.2 Background

The section presents a detailed description on the existing technology 
depicting the concept of CN in the cognitive domain. One of the initial 
incorporation of intelligence in the communication domain took place 
in the development of cognitive radio in order to detect the unused 
bandwidth. More or less in the same way several improvements were 
brought into networking domain, which also uses the principles of CN 
such as autonomic networking, Motorola  foundation– observation–
comparison–action–learn–reason (FOCALE), and software-defined 
networking (SDN), to name a few, which have tried to infuse better 
logic and decision-making process into the network.

10.2.1 Cognitive Radio

Cognitive radio is an intelligent wireless communication system 
that is capable of sensing its surrounding signals and organizing its 
required bandwidth resources. It adopts internal states to the incom-
ing RF stimuli by making corresponding changes in certain operating 
parameters (e.g., transmit power, carrier frequency, and modulation 
strategy) in real time. The two main purposes for making changes in 
operating parameters are as follows:

•	 Reliable communications whenever and wherever needed
•	 Efficient utilization of the radio spectrum

We can see that 50% of the nomenclature in cognitive radio develop-
ment has led to further development in CNs [1]. The most important 
aspects of this could be learning from the past decisions and using 
them for future behavior. Both are goal driven and depend on the 
observations and knowledge of the node to take decisions. Knowledge 
in cognitive radio is represented by radio knowledge representation 
language (RKRL). The two attributes of cognitive radio are goal ori-
entation and context-awareness. For this to exist in CNs, a network 
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level equivalence needs to be realized. The optimization space requires 
 tunable parameters in cognitive radio provided by software-defined 
radio (SDR), which is comparable to software-adaptable network 
(SAN). Therefore, it could be assumed that both technologies utilize 
a software tunable platform that is controlled by the cognitive process.

10.2.2 Autonomic Network

An AN is realizable in a situation where states are fairly predictable, 
and the search space or paths can be handled fairly well using an algo-
rithm. When the environment is larger, the cognitive approach will 
play its role more globally with learning and reasoning [4]. IBM was 
one of the players to propose the AN concept. It described the agents 
in three dimensions. The first dimension is the agency where it deter-
mines the degree of autonomy and authority assigned to the agent. The 
second dimension is about the intelligence describing the reasoning 
and the concurrent learned behavior. The third dimension is the mobil-
ity of the cognition enabling agents that travel through the network. 
The current routing approaches are based on packet delivery. This type 
of operation is asynchronous and loosely coupled to a complex network 
that satisfies the lowest degree of autonomy. The intelligent axis is not 
considered in the current routing along with user preference and is not 
given enough importance. In the case of CNs, it is supposed to utilize 
intelligent agents for knowledge plane management. On the agency 
axis, the agent can act on behalf of user requirements especially based 
on data, application, or services. On the intelligent axis, the agent can 
hold a model and perform reasoning, planning, and learning on it. 
These agents can be run statically or as a dynamic mobile script, which 
is almost similar to the cognition loop, and thus, it provides a chance 
for an intelligent approach as presented in Table 10.1.

Table 10.1 IBM’s View of ANs

INTELLIGENCE X-AXIS AGENCY Y-AXIS MOBILITY Z-AXIS

Preferences Service interactivity Static
Reasoning Application interactivity Mobile scripts
Planning Data interactivity Mobile objects
Learning Representation of user

Asynchrony
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10.2.3 Motorola FOCALE

The autonomic management platform developed by Motorola is 
referred to as FOCALE for core networks. This development was 
based on the human nervous system that performs unconscious 
actions. The system actually tries to figure out the functions not 
known to the human. This  system contains all the elements of cog-
nitive approaches. It has two control loops: one for maintaining the 
current state and the other for reconfigurations. The idea behind this 
development was to consider the business-level requirement in sim-
ple language. Transformation to the autonomic configured network 
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takes place where it gets converted to a form that would sense and act 
according to the requirement of the end user.

10.2.4 Software-Defined Networking

The technique used in SDN is based on a centralized controller that 
directly dictates where the packet should move. Here, there is some 
support for multiswitch updates, which makes it strong without ask-
ing the user to program with low-level commands. In this case, we do 
not have to worry about the step-by-step updates. But programmers 
who use this must be able to distinguish between the multiple abstract 
updates that are useful to one another as presented in Figure 10.3. 
This will require a consistency class, mechanism, and language to 
code for proper setup of SDN [5].

10.3 Learning and Reasoning for CNs

Learning and reasoning plays an important role in the CN. Reasoning 
helps in the immediate decision process using the historical knowl-
edge as well as the current state of the network. The primary goal of 
reasoning is to choose a set of actions. Learning is a long-term pro-
cess that is based on the accumulation of knowledge on the perceived 
result of past actions. CN nodes learn by enriching the knowledge 
base so that the efficacy of reasoning improves in future.

In general, any CN structure will require some assistant to accom-
plish a certain amount of accounting for the optimal solution. This is 
where agents will assist in performing the job of optimization. A cog-
nition agent in general will work on a particular problem space, where 
it tries to achieve its goal and remember it for future purpose. To take 
proper action, it looks into what was learned along with the current 
state and takes a decision based on belief and goal.

Most of the CN systems need to work with the support of a gen-
eralized agent mechanism. The agent extracts the required parameters 
from the information base and operates on the network topology. The 
network topology supports the reasoning to obtain the optimal path 
and to choose an action to be executed in the environment. The rea-
soning process is driven by the data structures in the information base. 
Agents are tuned based on a set of training data set, and probabilistic 
reasoning is the best approach as errors are inevitable.
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Another approach for reasoning includes learning from how the 
human brain works. The brain helps in the movement, sensing, and 
regulation of involuntary body processes such as breathing. The study 
of brain has helped in understanding human behavior, thoughts, and 
feelings. All these actions take place based on the reasoning involved in 
the brain, which map to the properties required for implementing a CN.

10.4 Bio-Inspired Intelligent Network

The evolution of the Internet has seen a paradigm shift from static, 
hierarchical network structures to highly distributed, reconfigurable 
systems without any form of significant intelligent control over its 
operation. For networking nodes, the ability to self-adapt and self-
organize in a changing environment has become a key issue. In con-
ventional Internet usage, there is a hierarchical order with centralized 
and static control. But with the progressive growth of Internet, there 
has been a drift in static control. The working mode has shifted to 
dynamic control in an ad hoc mode of connectivity among the partici-
pating nodes. For these types of new dynamic networks, the following 
network controls are considered mandatory:

•	 Expandability (or scalability): This feature of network defines 
the increasing number of users on the network such as Internet 
and the devices attached to the Internet.

•	 Mobility: The mobility of the device moving from one to 
another network space must be handled in a probabilistic way.

•	 Diversity: The network must be able to handle new software 
and hardware as it creates new challenges in the environment. 

The above characteristics can be met if the nodes or end hosts are 
equipped to adapt to the current network status dynamically. This 
is where bio-inspired approaches can facilitate a promising direction 
as they are capable of self-adaptation. The methods we apply can be 
slow to adapt to change in the environment. The research results in 
bio-inspired algorithms, although they are not so new, were applied 
mainly for optimization of network control successfully. There is fur-
ther scope to explore and get inspired from the nature and focus on 
scalability, adaptability, self-organization, and robustness properties 
of networks.
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Though networks can be tuned to the properties derived from the 
biological systems, limitations do exist in the application of proper-
ties as adaptable to the Internet. A trade-off exists while we apply 
the concept on distributed and centralized control systems. Though 
scalability has been realized well on the Internet, the approaches 
applied for this distributed system come with a performance cost. 
There can be a lack of global view of the entire distributed system. 
Methods applied with a pure local view would only yield subop-
timal solutions, which probably could not be accepted. Therefore, 
a trade-off must be incorporated into the distributed system as to 
what is required by the end user in terms of network performance. 
A distributed system needs to manage the scalability of the nodes 
as well as preserve the advantages of the centralized control during 
critical situations.

Self-organization can be achieved by molecular processing, adap-
tive response, and artificial immune system. The bio-inspired archi-
tecture includes swarm intelligence, ant colony optimization, AntNet, 
and AntHocNet, to name a few. The adaptive systems can be devel-
oped based on the principles of how species evolve. Genetic algorithms 
[6,12], particle swarm optimization [7], artificial bee colony (ABC) 
[8,14], and memetic [9,13] have been the major application algorithms 
in this direction of research.

10.5 Graded Cognitive Network

A grade is like an index, which represents the satisfied status of node 
QoS parameters. The status helps in estimating the selection of the 
node quickly once the network is realized. The realization of such 
parameters is done once in half an hour, and thus, faster convergence to 
the optimal path takes place when the learning for grade is done [10].

With higher bandwidth available in forward channels, the nature 
of the parameter is good, and also the grade assigned will be best. 
Resource availability is mainly related to the availability of the buffer. 
If the buffer is available for taking the excess demand from all chan-
nels, the grade is the maximum. If the buffer is completely not avail-
able, then the grade is low. Delay is the maximum time for a packet 
to reach destination. If packet loss is high, contribution to the grade is 
very low. If packet loss is low, then the grade is better.
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The nodes participating in routing are studied under various parameters 
and evaluated based on Equation 10.1. The grade value obtained by this 
equation for a given node is thus stored in the memory of the node for 
further reference.
Grade value contribution from contribution from= × + ×

+

( ) ( )a B a RA1 2

(( ) ( )a De a PL3 4× + ×contribution from contribution from

 Grade value = × + × + × + ×( ) ( ) ( ) ( )a B a RA a De a PL1 2 3 4  (10.1)

where:
B is the bandwidth of the link
RA is the resource availability
PL is the packet loss
De is the delay
a1, a2,…, a4 are the grade coefficients and full grade = 1

A higher grade value indicates better satisfaction of the parameters 
 considered. Figure  10.4 depicts the grade value graphically with p5 
 indicating all parameters being satisfied and p1 indicating none satisfied.

A graded model is a centralized abstract entity that is usually an 
intelligent algorithm and does not require a central controller as in 
SDN.

 
Grade value B= × + ×

+ × + × −
0 6 0 2

0 1 0 1 1
. .

. . ( )
RA

De PL
 (10.2)

Here, the channel depends on the bandwidth. We have not consid-
ered the congestion scenario for the node’s grade calculation.

This can be shown mathematically with lumped polynomial and 
coefficient estimations heuristically. Staggered levelling is practiced in 
most of the network companies. Here bandwidth is considered as the 
major contributor to determine the capacity of the link for forwarding  
data. The grade value swings between 0 and 1 with a right parameter 
of the model equation stated above.

p5p4p3p2p1

Figure 10.4 Parametric grading.
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In this work, we perform two types of grading operation: fixed time 
grading and variable time grading. If an optimal path is not obtained, 
it means to say that grading conditions are not satisfied. If quality 
deteriorates in the topology considered, then we go for fixed time 
grad ing, that is, we obtain new topology and assign new random val-
ues to the nodes where at least 70% of them are of good quality. Once 
the new setup is performed, we keep on trying to obtain the paths that 
undergo variable time grading. In variable time grading, continuous 
paths are obtained for which the quality gets updated automatically 
based on the situation. If most of the nodes fail to forward the data at 
a given point of time, then we go for fixed time grading.

Here we consider the coordinate position of the source and desti-
nation nodes to determine the reference line. Once the reference line 
is obtained, we fix the cone angle to be 15°, which is depicted as B in 
Figure 10.5. This angle is drawn on either side of the reference line 
drawn from the coordinate S(x1,y1) and D(x2,y2). Given the coor-
dinates of two points and the angle known, we can get the slope of 
the lines that can be determined on either side of the reference line 
to obtain the points (x3,y2) and (x4,y2). This cone now is reduced to a 
triangular search space as shown in Figure 10.5.

 m
y y
x x

=
−
−

2 1
2 1

 (10.3)

 m A= tan  (10.4)

 A m= −tan 1  (10.5)

 tan( )A B m+ = 1 (10.6)

 tan( )A B m− = 2  (10.7)

(x4,y2)
(x3,y2)

S(x1,y1)

D(x2,y2)

QP

B

A
Horizontal plane

Figure 10.5 Cone approximation.



368 Cognitive networks

Therefore, the equation of SQ from (x1,y1) having slope m1 is

 ( ) ( )y y m x x2 1 1 3 1− = −  (10.8)

Therefore, the equation of SP from (x1,y1) having slope m2 is

 ( ) ( )y y m x x2 1 2 4 1− = −  (10.9)

The reason for this structure is to reduce the search space. This cone 
is based on the direction of the destination node where the source 
acts like the starting vertex. If the path to the desired node is not 
determined by the cone, then the initial angle is expanded and cone 
expansion takes place. The procedure now again repeats for path 
determination. Within this cone structure, the nodes that belong to 
this are graded. This grade index for the nodes helps in determin-
ing the quality of the node. The quality is prioritized based on the 
number of criteria each individual node meets. The grade signifies 
the quality of the router that is nothing but the knowledge of the 
environment.

In the design of network model, we have all the nodes con-
nected either directly or indirectly with one another. It is referred 
to as a connected graph. Suppose that the network has a set of 
nodes N. The neighbors of each node i ϵ N are in the correspond-
ing set Nei. All links in the network belong to the set L. In this 
model, we send data to a single destination D at a time. For the 
given source and destination nodes, we draw a conical structure for 
determination of optimal path. The cone is drawn with 15° angle 
from the reference line drawn between the source and the destina-
tion on either side.

In this model, in every region, the node information is collected 
by the management information base. The agent then does grading 
that is referred to as parametric level assignment. The bio-inspired 
algorithm is executed by the routing software module and the output 
is brought into action by the routing hardware that would select one 
of the many output links to forward the data.

In this model, depending on the algorithm chosen, we select the 
forward hop at every hop or choose a complete path from the source to 
the destination. Figure 10.6 shows the hop-level selection after grad-
ing, which is actually done by the chosen bio-inspired algorithm.
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Here is a likely chance that the path can go in a zigzag fashion as it 
depends on the parametric grade level and also the bandwidth avail-
able on the link as shown in Figure 10.7.

Search will take place at every hop and will form a zigzag pattern 
depending on the topology setup. Sometimes the data path will be almost 
full, and hence, its grade value will be low. The nodes will be queried 
for their quality and through the management path. Depending on the 
grade value obtained, the data will be sent to the data path successfully.

Hop 2 with grade knowledge

Hop 1 with grade knowledge

Figure 10.6 Hop-level jump.

Figure 10.7 Zigzag formation of path.
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10.6 Simulation Results

In the simulation developed, the user enters the number of nodes for a 
random run. Depending on the number entered by the user, the nodes 
are spread across the region of view and links get generated as shown 
in Figure 10.8 [11]. The required QoS parameter is also assigned ran-
domly. We enter the source and destination nodes for determining the 
path. The Learn button helps in remembering the path already exe-
cuted on the run. This button also carries out the grading of the node, 
which signifies the quality of the node. This information is useful for 
future, that is, if such a pair of source and destination nodes is again 
sought, there is no need for the path to be computed again by the 
algorithm. Instead, the path can be determined from the information 
base. We choose the desired algorithm for viewing the output, which 
is selected with the help of logical reasoning for the graded node.

Here, the data are assigned based on random function. Table 10.2 
gives a detailed description of the experimental runs carried out for 
node numbers varying from 32 to 8192, which are all a power of 2.

Figure 10.8 Simulation setup—nodes and links.
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Using the cone approach, we reduce the search space. Each region has 
one agent that collects information about the nodes belonging to the 
region and also assigns the grade value to each node. We observe that 
the simulation setup time using cone is higher than that without using 
the cone. This is because learning aspect takes place within the cone. 
The learned knowledge is made available in the information base which 
is nothing but the agent. The number of nodes that participate without 
using the cone is the complete search space, while there is a considerable 
reduction in the search space when cone is used for determination of 
optimal path as shown in “Reduced space” column of Table 10.3.

Table 10.2 shows the way in which two algorithms perform on the 
graded network while using the with and without cone concept. ABC 
algorithm is roughly 20% better than memetic algorithm. The  total 

Table 10.2 Simulation Setup Time

MEMETIC ABC

NUMBER OF NODES FITNESS VALUE BANDWIDTH FITNESS VALUE BANDWIDTH

32 0.8284 130 0.974 125
64 0.87782 469 0.821 362
128 0.8105 277 0.8107 271
256 0.8205 548 0.827 627
512 0.8595 573 0.861 549
1024 0.8153 470 0.8143 505
2048 0.864 531 0.811 419
4096 0.816 415 0.826 422
8192 0.857 730 0.8553 741

Table 10.3 Simulation With and Without Cone

NUMBER OF NODES REDUCED SPACE AGENT

SIMULATION SETUP TIME

USING CONE WITHOUT CONE

32 18 3 133 83
64 44 4 182 35
128 58 5 259 18
256 114 8 407 59
512 159 18 676 160
1024 252 34 1542 392
2048 326 69 2178 572
4096 432 141 1506 443
8192 270 275 11700 1477
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throughput provided by memetic is more in five out of nine cases 
compared to ABC.

The graphs in Figures 10.9 and 10.10 show the hop count obtained 
when memetic and ABC algorithms were carried out with cone 
and without cone, respectively. While considering the hop count as 
the parameter for success, the cone actually helped in obtaining the 
shorter path with required quality providing a complete path.

The simulation studies were carried out for a data set obtained from 
an actual network operating center, an Internet Service Provider (ISP) in 
Karnataka, India, and it was recorded for 1 month. The data set consid-
ered here are spread across a few days with 51 nodes active in its topology.

The network delay depends on the location from which the client is 
trying to access the Internet. There exists an upper limit for it from a 
given location to the server that we are trying to reach. For example, 
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from India we can get connected to Yahoo server at Singapore with 
a maximum of 120 ms, the United Kingdom with 200 ms, and the 
United States with 350 ms approximately. On the Internet, if 80% of 
the link is occupied, then congestion is definite. Depending on the 
Internet usage and service-level agreement made with the client, the 
network operator automatically deviates the packets with a little extra 
delay. The output that we see in the simulation is one of the paths 
from Bangalore to Yahoo server at Singapore with a connectivity of 
66 ms and 11 hops. The other nodes have been designed at random 
and a value is assigned to them using the data set obtained. On aver-
age, it is known that a minimum of 7 hops and a maximum of 19 hops 
are required to connect to the server. Therefore, the simulation has 
considered the upper limit for hops as 19. It was observed that the real 
network output that has 11 hops to get connected to Singapore was 
also the same when we applied a cone and network grading approach.

10.7 Future Research Direction

It calls for substantial improvements in our understanding of how the 
intelligence is built into the systems in nature. There is a need for deep 
insight into information processing systems to achieve successful CNs 
of significant size. The designs for new computing elements and data 
networks need to be more mimicking natural brains than the rigid 
work patterns employed in the current systems of narrow outlook. 
Future research should utilize stronger techniques, and perhaps use 
intelligent databases to store past performances and outcomes. It must 
engage powerful learning schemes and stochastic meta-heuristics 
such as genetic algorithms or improved neural networks for reason-
ing. While game theory can provide a fair model for selfish behav-
iors, it does not represent the cooperative schemes well, in support of 
expanded networks. In order to realize, large cooperative networks 
with intelligence parallel reasoning schemes need to be investigated.

10.8 Conclusion

The application of intelligent approaches in network environments has 
been growing steadily over the past few decades. The development of 
better property optimization techniques in computational intelligence 
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along with improved hardware employable in CNs will enable future 
network systems to work more intelligently. Several bio-inspired algo-
rithms may find their place in future network construction based on a 
variety of applications that need to be managed in them.

In this chapter, we have presented the successful implementation of a 
network approach for optimal path determination by accounting the qua-
lity levels of the nodes. Here, the grading process done over the network 
promotes self-awareness among the nodes in the network. The optimal 
path from source to destination in a typical communication is obtained 
using intelligent algorithms along with the quality of the nodes. In order 
to achieve geographical binding, we engage an abstract a cone structure 
with vertex at source and the base capturing the destination node.

Out of all the intelligent algorithms, one significant aspect observed was 
related to ABC algorithm in the network. It outperformed the memetic 
technique in terms of throughput and fitness for optimal path determina-
tion. One significant achievement was the reduction of hop count that 
originated as a result of introducing the geographically constraint cone.

In this chapter, various details about the development and imple-
mentation of CNs have been presented along with sufficient emphasis 
given on intelligent routing techniques.
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11.1 Introduction

In recent years, a rapid increase of wireless devices and services has led 
to a dramatic increase in the demand for radio spectrum. But radio 
spectrum suitable for wireless communications is very limited. Thus, 
spectrum scarcity is becoming more and more serious. In parallel with 
that, many spectrum bands are extremely underutilized under tra-
ditional fixed spectrum assignment policy, as reported by the Federal 
Communications Commission (FCC) in [1]. Cognitive radio (CR) is 
then proposed as a promising technique to fully utilize the spectrum 
resource. CR technique enables unlicensed users or secondary users 
(SUs) to exploit the unutilized spectrum bands assigned to licensed users 
or primary users (PUs) without harmfully interfering PUs’ services [2].

CR ad hoc networks (CRAHNs), networking of SUs, can pro-
vide an ultimate spectrum-aware and infrastructure-free communi-
cation paradigm [2]. They have a wide spread of applications, such as 
military surveillance deployment network and disaster response net-
work. A large amount of research has been conducted on CRAHNs 
in lower layers, for example, spectrum sensing in physical layer [3–6] 
and spectrum management and nondisruptive spectrum handoff in 
media access control (MAC) layer [7–10]. In CRAHNs, due to the 
limited radio range of the CR link, it may be necessary for one SU 
to enlist the aid of other intermediate SUs in forwarding informa-
tion to its destination. Thus, routing problem in the network layer 
should be well investigated to provide end-to-end communications 
for CRAHNs.

CRAHNs have some specific characteristics that differentiate 
them from traditional ad hoc networks. First, the channel availability 
in CRAHNs is significantly different from that in traditional ad hoc 
networks. The set of available channels at a SU is of time varying 
and changes in correlation with the PU activities [11,12]. Second, the 
mobility of SU and the changes in PU activity result in dynamically 
changing network topologies of CRAHNs. The changes in PU activ-
ity may affect several links at a same time [12]. Consequently, the 
routing protocols for traditional ad hoc networks cannot be applied 
directly to CRAHNs. Novel routing algorithms are required for 
CRAHNs to cope with the time-varying spectrum channel avail-
abilities in lower layers.
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Energy efficiency has also been a major design concern for CRAHNs. 
The energy consumption of many CR functions—observe, orient, 
decide, and act—is inherently high. The devices in CRAHNs are typi-
cally battery driven. Current battery techniques cannot support the CR 
devices work for a long period of time. Meanwhile, many application 
environments of CRAHNs, such as military surveillance, are harsh for 
battery replacement or energy harvesting. Therefore, energy efficiency 
becomes much more critical and challenging for CRAHNs. For a 
CRAHN to perform its function for as long period of time as possible, 
network lifetime awareness should be considered in the early design 
stage of CRAHNs [13]. In this chapter, network lifetime is the time 
span from the deployment of a network to the instant when the first 
CR node dies. Energy-efficient routing will be able to reduce the energy 
consumption of the relay SUs, balance the residual energy distribution 
in the network, and thus prolong the network lifetime of CRAHNs.

In this chapter, we address the problem of energy-efficient routing 
in CRAHNs. A trade-off should be made between finding minimum 
energy cost path and balancing energy usage. To address the issues 
mentioned earlier, we propose an energy-efficient and lifetime-aware 
routing protocol based on Q-learning technique, which is a reinforce-
ment learning (RL) technique that solves decision problems in an 
adaptive and distributed manner. Each SU in the network is seen as a 
learning agent. By observing the network environment and evaluating 
a reinforcement function, which gives the direct reward of taking a 
forwarding action in a given state, the distributed learning agents are 
able to find the optimal or near-optimal routing path.

The major contribution of this work is that we apply the Q-learning 
technique in a routing protocol for CRAHNs to reduce the energy 
cost for packet transmission, balance residual energy distribution 
among SUs for longer network lifetime, and learn the environment 
effectively for better adaptability to dynamic underlying environment. 
The Q-learning-based routing protocol is easy to implement and com-
putationally efficient.

The remainder of this chapter is organized as follows: Section 11.2 
reviews the related work on routing protocols for CR networks and 
some RL-based routing protocols. Section 11.3 gives a detailed 
introduction on Q-learning technique. Section 11.4 presents the 
assumptions and system model adopted. Section 11.5 discusses the 
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energy-efficient routing problem that is formulated as a Q-learning 
model. Section 11.6 provides the simulation results. Section 11.7 con-
cludes the chapter.

11.2 Related Work

Some previous works have studied the routing algorithms and pro-
tocols for CR wireless networks. Recently, some works have started 
investigating the possibilities of applying RL techniques into rout-
ing protocols for wireless networks. In this section, we briefly review 
the related work on routing protocols for CR networks and RL-based 
routing protocols.

The most commonly used approach for CR networks is to define 
proper routing metrics to assess the route quality and incorporate them 
into some types of a reactive or an on-demand routing protocol [12,14]. 
These routing protocols could be categorized into different sets accord-
ing to the specific metric used: interference minimizing protocols, 
delay minimizing protocols, energy consumption minimizing proto-
cols, throughput maximizing protocols, and route stability maximizing 
protocols [14,15]. A brief summary of these routing protocols is given 
in [14], and some detailed description is given in [15]. As an example, 
a minimum power routing for cognitive wireless ad hoc networks is 
proposed in [16]. The routing metric is defined to be the transmission 
power that SUs use along the routing path. The weight of a CR link 
is calculated as a function of the transmission power. The proposed 
routing protocol tries to discover minimum weight paths between a 
source and a destination. As analyzed in [15], the model does not take 
into account the impact of PU activities. Another example in [13] also 
addresses the routing issue for multihop CR networks. It reviews an 
on-demand routing protocol applicable to CRAHNs, which is based 
on dynamic source routing (DSR). Inspired by this, a routing pro-
tocol called Energy based DSR (E-DSR) was proposed for CR net-
works with end-to-end energy consumption as a routing metric. The 
proposed algorithm aims at finding the routing path with minimum 
energy consumption. However, minimum energy consumption for CR 
nodes does not necessarily lead to energy efficiency or longer lifetime. 
In Section 11.6, we will perform comparison experimentally between 
our proposed routing protocol and the E-DSR protocol.
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Recently, there have emerged some routing protocols based on RL 
techniques. As described in [17], Q-routing is one of such early works 
based on Q-learning technique. The routing metric of Q-routing 
incorporates not only the number of hops to the destination but also 
the effects of traffic jams. The simulation results show that the algo-
rithm performs well under changing network topologies and high 
network workload scenario. Q-routing could be easily deployed into 
wireless networks because it uses only local information and works in 
a distributed manner. An improved algorithm proposed in [18] con-
verges faster than Q-routing. Another extended algorithm is named 
bio-inspired quality-of-service (QoS) routing [19]. The proposed algo-
rithm is based on a Dijkstra multipath routing approach combined 
with the Q-routing. Bio-inspired QoS routing enables to optimize 
multiple QoS criteria in routing decisions. Collaborative RL (CRL) 
extends RL with different feedback models, including a negative 
feedback model that decays an agent’s local view of its neighborhood 
and a collaborative feedback model that allows agents to exchange the 
effectiveness of actions they have learned with one another [20]. The 
CRL technique is implemented in the routing protocol for mobile 
ad hoc networks. It enables the distributed nodes to find throughput 
maximizing routes online based on local information.

Relatively, few studies [21–23] have been done to integrate RL 
techniques into routing for CR networks. A combined framework of 
channel selection and route selection is proposed in [21] for multihop 
CR networks. The proposed routing protocol is designed based on the 
model-based RL technique. Channel and route selection is modeled 
as Markov decision process (MDP). The increased spectrum utiliza-
tion is designed as a reward or reinforcement signal for each action. 
The routing strategy aims to explore different state-action pairs to 
come up with various routing solutions, which are ranked according 
to their reinforcement signal. The simulation shows that the protocol 
could significantly improve spectrum utilization. A CR Q-routing 
(CRQ-routing) scheme [22] is designed to find the routes minimiz-
ing interference to PUs. Basically, CRQ-routing is an RL-based 
approach with which SUs can learn to make dynamic and efficient 
routing decisions on the fly while addressing the important charac-
teristics of CR networks, namely, dynamicity and unpredictability of 
channel availability, and SUs’ interference to PUs. According to [23], 
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routing in a dynamic CR networks is essentially a problem of walk-
ing in a  random maze. RL-based solutions proposed for the task of 
random maze achieved good performance. Motivated by this, Zhang 
proposed an RL-based routing for CR networks. All these machine 
learning-based routing protocols for CR networks show their supe-
riority in easy implementation and ability to make dynamic and effi-
cient routing decisions online. 

11.3 Q-Learning Technique

Q-Learning is a representative model-free RL technique. To bet-
ter understand the definition of Q-learning, we will first give a brief 
introduction to RL technique in this section. Then we will give a 
detailed description of Q-learning technique.

11.3.1 Reinforcement Learning

An RL technique provides learning agents a framework to determine 
a sequence of actions or a policy, which maps the state of an unknown 
stochastic environment to an optimal action plan [14]. RL problems 
are usually be modeled as a three-tuple { , , }S A R , where S  is the set of 
system states, A  is the set of available actions, and R is the reinforce-
ment function. The observation of the states and rewards are obtained 
from the operating environment. An agent in RL chooses its actions 
a a At t( )∈  according to its observed state of the system environment 
s s St t( )∈  at time t  and the outcome of the action at  is observed as a 
reinforcement r r Rt t( )∈  (called reward for positive reinforcement and 
punishment for negative reinforcement). The observed reinforcement 
in turn causes an update to the agent’s action in the following deci-
sion process. The goal of RL is to maximize the total reinforcements 
received over a time horizon.

RL algorithms can be either model based or model free. Model-
based learning strategies build a model of the environment (typi-
cally in the form of an MDP) and calculate the optimal policy based 
on this model, whereas model-free methods do not use an explicit 
model and learn directly by mapping environmental states to actions. 
In a particular MDP-based RL, a four-tuple { , , , }S A P R  is used to 
describe its characteristics, where P  is the state transition distribution 
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function. P S A S: ( )× → Π , where Π( )S  is the set of probability dis-
tributions over the set S . With an MDP model in hand, the resultant 
next state and next reward can be predicted based on the current state 
and action. Hence, a future course of action can be contemplated by 
 considering possible future situations before they actually happen [20]. 
Typically, dynamic programming-related algorithms of value itera-
tion are used to find the optimal policy function for model-based RL. 
Thus, the model-based RL techniques usually require a lot of compu-
tational resources in finding the optimal policy. Besides, these meth-
ods require greater storage memory but show slower execution times, 
especially when the state size grows [20]. Due to constrained storage 
resources and energy resources of CR nodes, we choose model-free 
Q-learning techniques to solve the routing problem for CRAHNs.

11.3.2 Q-Learning

Q-learning as a popular model-free RL was first introduced by Watkins 
[14] in 1989. This technique enables learning agents to act optimally 
with limited computational requirements. In this technique, agents do 
not have explicit model for the underlying environment and the reward 
transition probability. Instead, Q-learning operates by iteratively approx-
imating the value of an action (Q-value) with experienced outcomes 
using an idea known as a temporal difference approach. Q-learning 
is proceeded based on incrementally improving approximation of the 
Q-values, which reflect the quality of particular actions in particu-
lar states. We use Q s at t( , ) to denote the expected reward that can be 
received by taking action at in state st and thereafter following the same 
optimal policy. According to [17], Q s at t( , ) can be calculated as follows:
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The value of γ determines the importance of trade-off between current 
rewards and future rewards. The Q-value can also be approximated by 
iterations [14]:

 Q s a Q s a r Q s at t t t t
a

t( , ) ( ) ( , ) [ max ( , )]← + + +1 1− α α γ  (11.2)

where:
α (0< α ≤ 1) is the learning rate that determines the rate of updat-

ing Q-values

The Q-value approximation is proceeded in every learning step and 
a new policy is generated based on which drives the next action to 
execute. The Q-learning algorithm could find the optimal action if 
every state is sufficiently visited.

One critical issue for Q-learning is the trade-off between explo-
ration and exploitation. Exploitation would yield immediate reward, 
whereas exploration would require tolerating momentary cost of not 
using the currently known optimal policy for the opportunity of 
potential information about better policies [14]. One popular method 
to balance the ratio of exploration and exploitation is to choose proba-
bilistically among the set of possible actions using the Boltzmann dis-
tribution. The Boltzmann distribution function is defined as
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where:
T is the temperature that determines the ratio of exploitation to 

exploration

The higher the temperature, the more likely exploration action will be 
chosen. In general, the networks with more dynamic topologies and 
few stable links should have a higher temperature than those with 
stable topologies.

11.4 System Model

We consider a time-slotted CRAHN, within which PUs and SUs are 
randomly deployed. Figure 11.1 illustrates an example network topology. 
PUs hold license for specific spectrum channels, whereas SUs can only 
sense and temporally utilize idle channels. Let Nch denote the number 
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of licensed spectrum channels for PUs and ch i Ni ch( , , , )= …1 2  denote 
the spectrum channel indexed with i  in the group. Let Nsu  denote the 
number of SUs in the network and su i Ni su( , , , )= …1 2  denote the SU 
indexed with i  in the group. Though routing focuses on the network 
layer, routing in CRAHNs is also dependent on spectrum availability 
in the lower layers. We give several assumptions on the lower layers 
in the following text.

At the physical layer, we assume that SUs execute spectrum sensing 
at the beginning of each timeslot to detect idle spectrums. If a chan-
nel ch j  is detected to be idle at sui, then sui  could use this channel ch j  
in this timeslot. Let Chi  denote the group of idle channels detected 
by sui. There may be some errors in the sensing results. If a channel is 
busy but detected to be idle by a SU, then utilizing this channel would 
cause collision between PU and SU.

At the MAC layer, we assume that the spectrum management 
function is readily available [21]. The function promises to select the 
best available common channel for data transmission among a SU 
node pair and avoid channel collisions among SUs’ transmissions. 
For example, the detected idle channel set for sui and suj  are Chi and 
Chj , respectively. Then the channel for data transmission between Chi  
and Chj is selected from the common set Ch Chi j∩ . Since collision 
is avoided among SUs, a collision occurs to a SU only when a PU 
emerges to the channel using by this SU. During a collision event, 
SU’s packets are lost. To retransmit this lost packet, SU must detect 
and switch to another idle channel in the next timeslot. The process 

Figure 11.1 An example of CRAHN topology.
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of spectrum switch is called spectrum handoff. A SU transmission 
may encounter multiple collisions due to PU interruptions, and thus 
experience multiple spectrum handoffs. We also assume that each SU 
communicates through a local interaction with other SUs within its 
radio transmission range. The SUs with the transmission range of a 
given SU are called the neighbors of this particular SU. Each sui keeps 
a record of its dynamic set of neighbors Γi . As shown in Figure 11.1, 
the neighbor set of su1, Γ1, is recorded as { , }.su su2 3  

11.5 Proposed Q-Learning-Based Routing Protocol

The energy-efficient routing problem aims at selecting proper inter-
mediate nodes from source to destination resulting in an energy-
efficient forwarding path. In this section, each SU is modeled as a 
learning agent. Q-learning model is deployed into the learning agents 
to build an energy-efficient routing protocol for CRAHNs.

11.5.1 Problem Description

In CRAHN routing, we consider the whole network as a system. The 
energy-efficient routing problem for a source node is essentially to 
find a sequence of proper intermediate nodes from source to destina-
tion such that the energy efficiency is improved. CRAHN routing is a 
challenging problem due to the specific characteristics of CRAHNs, 
such as time-varying channel availability, lack of global network infor-
mation, and frequently changing network topology due to SU mobil-
ity and PU activities. To promise the system properties of the routing 
protocol, routing agents should make their routing decisions based on 
the frequently changing local environment. In our proposed scheme, 
the Q-learning model is embedded in each SU, and it enables each 
SU to make its local routing decision (i.e., next-hop node selection).

We consider routing from the point of view of an individual packet. 
Thus, the system states are defined to be related to individual packets. 
For example, in the network shown in Figure 11.1, if a data packet 
is generated at node su1 and its destination is node su4, then the start 
state related to this packet is su1 and the termination state is su4. At 
state su1, the forwarding action needs to be determined by choosing 
one of its neighbors. The set of available actions at state su1 is related 
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to the neighbor set of node su1. As shown in Figure 11.1, the neighbor 
set of node su1 is Γ1 2 3= { , }su su , and thus, the set of actions available 
at state su1 is A a a1 2 3= { , }, where a2 indicates selecting node su2 as the 
next hop and a3 indicates choosing node su3 as the next hop. Assume 
that action a2 is taken at state su1.Then the system state related to this 
packet transits from su1 to su2  only if the packet is successfully for-
warded from su1 to su2 ; otherwise, the system state will stay in state 
su1. Each forwarding action may not always succeed due to channel 
quality variation, interference from PU activities, or SU mobility. The 
possible outcomes of a forwarding action are described as reinforce-
ment function in Section 11.5.2.

11.5.2 Energy Efficiency-Related Reinforcement Function

The reinforcement function is critical to Q-learning, as it determines 
the desirability of an agent’s action at a specific state within the envi-
ronment. The goal of the routing algorithm employing Q-learning is 
to get the packet delivered to the destination with maximum reinforce-
ment [13]. In the proposed routing protocol, we attempt to minimize 
the energy consumption per packet and balance the residual energy 
distribution, and thus prolong the network lifetime. The reinforce-
ment should be closely related to the energy consumption and residual 
energy. 

In order to build the reinforcement function model, we first  analyze 
some system events that will induce energy cost. In the proposed 
protocol, we sample the number of these system events within some 
timeslots into the past. The events are listed as follows:

 1. Attempted forwarding: When a SU node forwards a packet to 
the next hop, some energy will be consumed at this SU. We 
use Etr to denote the energy cost induced by each attempted 
forwarding. The number of sample forwarding attempts is 
denoted by Na.

 2. Successful transmissions: If a packet is successfully delivered to 
the next hop, ACK will be sent from the next-hop node. Thus, 
the number of successful transmissions can be obtained as Ns  
at the sender node. We denote the energy cost consumed by 
receiving a packet as Erc .
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 3. Collision due to PU Interference: Since error may exist in spec-
trum sensing results, SU may transmit a packet on some 
channel, which is being used by some PUs. Then a collision 
occurs between PU and SU transmissions. Both the PU and 
SU transmissions fail. The first important principle of SU is 
to utilize the channel without interfering PU transmission. 
Therefore, we impose a fixed high penalty Ep  to reduce the 
number of PU interference. The spectrum handoff should be 
made for the interrupted packet in avoidance of interference to 
PU service. Thus, the total energy cost is the sum of the energy 
cost induced by the spectrum handoff (denoted by Eh) and the 
energy cost induced by retransmission (denoted by Etr). The 
number of collisions can be detected and is denoted by Nc .

 4. Transmission failure due to channel unreliability: The inherent 
unreliability of a wireless channel results in received signal vari-
ations, which may cause error in decoding some received bits of 
a data packet. The packet is successfully received only if all bits 
of the packet are successfully decoded. We assume that another 
attempted transmission will be induced if a transmission fails 
due to an unreliable channel. Then the energy cost induced is 
also Etr . In this case, the packet arrives but cannot be decoded 
successfully. The energy cost Erc of receiving the packet is also 
induced in this event. ACK will also be sent back to the sender 
node. Thus, the number of these events can be obtained as Nfu .

 5. Transmission failure due to SU Mobility: SU mobility may cause 
the transmission link disconnected. Then, the data packet 
could not be relayed to the selected next hop. The learning 
agent needs to make a new decision. We impose a punish-
ment, Ea, to this case due to the extra energy consumption 
of selecting new forwarding action. Then the total energy 
cost is calculated as the sum of Ea and Etr . In this case, the 
packet or feedback is lost during transmission. The number 
of these events cannot be obtained through direct sample 
or detection. The number of these events is calculated as 
N N N N Nfm a s c fu= − − − .

With the rate of these system events, we could estimate the  probability 
of every possible outcome of an attempted transmission. Then, the 
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expected energy cost E  that will be induced by an action execution 
could be calculated as follows:
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To guarantee energy efficiency and long lifetime, residual energy distri-
bution should also be considered in the reward function model. Consider 
an example that an action a j  is chosen at state sui. If the forwarding 
attempt a j fails, then the state will stay in sui. The reinforcement func-
tion rsu su

a
i i

j
,  for the state-action pair ( , )su ai j  is defined as

 r E E E susu su
a

tr res ii i

j
, ( )= − − +  (11.5)

where:
Etr  is the energy cost of one attempt rewarding
E sures i( )  is the residual energy of node sui

E  is the extra punishment imposed to the reward because the packet 
is still at node sui  after one attempt forwarding, and it may  experience 
the possible event again at node sui. With the extra punishment E, 
the learning agent is compelled to choose the next hop with which 
the connection link is more stable, and hence the number of retrans-
missions will be reduced. The transmission delay and energy cost will 
be reduced accordingly. E sures i( ) is incorporated into the reinforce-
ment function. A larger E sures i( ) will encourage the learning agent to 
choose sui  thereafter, while a lower E sures i( ) will encourage learning 
agent not to choose sui thereafter. 

If the forwarding attempt a j is successful, then the state will tran-
sit to su j. The reinforcement function rsu su

a
i j

j
,  for the state-action pair 

(sui,aj) is defined as

 r E E E susu su
a

tr rc res ji j

j
, ( )= − − +  (11.6)

where:
Etr  is the energy cost of one attempt rewarding
Erc is the energy cost of receiving one packet
E sures j( )  is the residual energy of node su j
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With Etr  and Erc as penalties, the leaning agents will choose the 
 relatively shorter path to maximize the reward. With the residual 
energy E sures j( ) as a direct reward, the learning agents have to choose 
the node with higher residual energy and avoid the lower one in order 
to maximize the reward. In this way, the energy usage will be rela-
tively fair among the networks and the residual energy will be more 
balanced. Thus, the network lifetime could be prolonged.

Based on the reinforcement function model given above, Q-values 
of the source and intermediate nodes could be updated using value 
iteration method in Equation 11.2. 

11.5.3 The Proposed Protocol

In Section 11.5.2, the routing problem is modeled as a Q-learning 
model, with which the system states, available actions, and reward 
functions are defined. The detailed description of our proposed proto-
col is given in this section. We use the example in Figure 11.1, where 
node su1 has a data packet to transmit to node su4, to illustrate how 
our protocol works. Our protocol is operated in terms of five stages: 
(1)  initialization, (2) selection and transmission, (3) reception and 
ACK, (4) detection, and (5) Q-value update.

(1) Initialization stage
 Node su1 has a data packet for node su4. The system state 

related to this packet is su1. The set of possible system states 
are the set of the network nodes. The set of available actions 
is A a a1 2 3= { , }. The Q-values of all the state-action pairs are 
initialized to be 0, and N N N N Na s c fu fm= = = = = 0.

(2) Selection and transmission stage
 The action is selected based on the rule given by 

Equation 11.3. Once the action is determined, the packet is 
transmitted to the selected node (next hop). In our example, 
since the initial Q-values are identical, node su1 will ran-
domly select an action, say a2, from its action set. Then the 
packet will be transmitted to node su2. Then the sender su1 
goes to detection stage to observe the outcome of executing 
action a2, whereas the next-hop node su2 goes to reception 
and ACK stage.
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(3) Reception and ACK stage
 If the next hop receives the packet, then it will decode the 

packet. If the packet could be successfully decoded, then it 
should put its residual energy in an ACK packet and send the 
ACK packet back to the previous hop. If the packet could 
not be decoded successfully, then an ACK packet indicates 
that the transmission failure should be sent back to the pre-
vious hop.

(4) Detection stage
 In this stage, the sender node detects whether the transmit-

ted packet is interrupted by PU arrival and whether ACK 
is received. If the received ACK indicates that the packet is 
successfully decoded, then Ns will be incremented by 1. The 
system state transits to the next hop and the reinforcement 
is calculated through Equation 11.6 with the residual energy 
information contained in the ACK packet. Otherwise, the 
state does not change. If the packet transmission is inter-
rupted, then the node will make spectrum handoff and switch 
to a new idle channel for transmission, and Nc  will be incre-
mented by 1. If the received ACK indicates that the packet is 
not successfully decoded, then N fu will be incremented by 1. 
If no collision or ACK is received within a predefined time 
frame, then the packet is assumed to be lost during transmis-
sion, and Nfu will be incremented by 1. If the transmission 
is not successful, the reinforcement is determined through 
Equation 11.5.

(5) Q-value update stage
 Each learning agent maintains a routing table, which stores 

the Q-value for each state-action policy. With the reward 
obtained in the detection stage, Q-value could be updated 
in this stage through Equation 11.2. The updated Q-value 
replaces the old value in routing table. It in turn affects the 
following action selection in the selection and transmission 
stage. 

The evaluation of the Q-values will be incrementally improved, and 
thus, our routing algorithm proceeds by an ongoing operation in these 
stages.
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11.6 Simulation Results

In this section, we evaluate our routing protocol using Java program-
ming. We perform comparisons between our routing protocol and 
E-DSR, which was introduced in Section 11.2. The E-DSR protocol 
uses the DSR approach with end-to-end energy consumption as a 
route selection metric. The network performance is evaluated in terms 
of packet delivery ratio, energy consumption per packet sent, and net-
work lifetime.

11.6.1 Simulation Setup

The parameters used in our simulation are summarized in Table 11.1. 
The simulated environment is a two-dimensional (2D) area of 
1000 m × 1000 m. PUs and SUs are randomly deployed in the sim-
ulated area. The underlying channels are Rayleigh fading, which 
vary randomly according to a Rayleigh distribution with parameter 
δ2 10= . PUs can only access to the spectrum channel assigned to 
them, whereas SUs could detect idle spectrums and use them in an 
opportunistic manner. The PU arrival rate of the assigned channel is 
set to be 20 packets per second. We use a constant packet size of 512 
bytes for data packets. SUs are randomly moving in the 2D space 
according to the random walk-based mobility model, based on which 
a node moves with a direction uniformly and a speed uniformly from 
0 to vmax with exponentially distributed epochs [24]. The maximum 

Table 11.1 Simulation Parameters

PARAmeteRS VAlue

Number of channels, Nch 30
Number of Sus, Nsu 20
maximum moving speed, vmax 10 m/s
Initial energy of Su 100 J
energy cost per transmission, Etr 0.0033 J
energy cost per reception, Erc 0.0017 J
energy cost per spectrum handoff, Eh 0.0005 J
energy cost by selecting new action, Ea 0.0001 J
Penalty imposed by collision, Ep 0.005
Su learning rate, α 0.7
Discount factor, γ 0.5
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transmission range of each node is set to be 300 m. According to [25], 
we set the energy cost per transmission Etr as 0.0033 J and the energy 
cost per reception Erc  as 0.0017 J.

11.6.2 Packet Delivery Ratio

We compare the performance in terms of packet delivery ratio 
between our Q-learning-based protocol and E-DSR. The packet 
delivery ratio used here is defined to be the ratio of the number of 
packets successfully delivered to the destination node to the total 
number of packets generated in the network. The results of the 
packet delivery ratio are shown against the varying arrival rate of 
SU packets in Figure 11.2.

From Figure 11.2, we can see that our proposed scheme maintains a 
higher delivery ratio even at high packet arrival rate compared to that 
of E-DSR. As the data packet arrival rate increases, the competition 
for spectrum channels or transmission links is getting more and more 
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intense. The waiting time for each packet is becoming longer rela-
tively. Thus, the observed packet delivery ratio falls down. As shown 
in the figure, the rate of decline is much lower for our proposed pro-
tocol than that of E-DSR. The packet delivery ratio of our proposed 
protocol could measure up to 0.4 even when the data packet rate is 50 
packets per second. In our proposed approach, adaptive Q-learning in 
next hop selection enables SUs to choose more stable next hop in the 
dynamic environment. Our proposed approach will choose the route 
with rich residual energy, and thus indirectly lead to a traffic load 
distribution balance. Thus, our proposed scheme maintains a higher 
delivery ratio even at high packet arrival rate. However, E-DSR uses 
the DSR approach with end-to-end energy consumption as a route 
selection metric. The next hop chosen is only based on the estimated 
energy consumption. It cannot adapt to varying network conditions in 
terms of intense spectrum resource competition and transmission link 
competition. Hence, the delivery ratio of E-DSR goes down to 0.1 as 
the data packet rate increases to 50 packets per second.

11.6.3 Energy Consumption per Packet

We compare the performance in terms of average energy consumption 
per packet between our proposed protocol and E-DSR. The energy 
consumption per packet is defined to be the total energy consumption 
divided by the number of packets successfully delivered during the 
simulated period. Figure 11.3 shows the average energy cost per SU 
packet against varying arrival rates of packets.

From Figure  11.3, we can see that the average energy cost per 
packet of our proposed scheme is much lower than that of E-DSR, 
especially when the packet arrival rate becomes high. As shown in the 
figure, the energy consumption per packet is about 0.011 when the 
data packet rate is 10 packets per second. But for E-DSR it is about 
0.017. The energy cost is reduced by 35% compared with E-DSR. The 
energy cost increases as the packet arrival rate increases. As shown 
in Figure 11.2, the increase rate of E-DSR is much higher than that 
of our proposed protocol. Since our proposed adaptive approach can 
select a stable next hop, the PU interval and retransmission can be 
much lower than that using E-DSR. Thus, the energy consumption 
is much lower. Even at high arrival rate with severe competition for 
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spectrum channels, SUs can adapt to select less busy channels to 
reduce retransmissions and thus reduce energy consumption.

11.6.4 Network Lifetime

In this section, we evaluate the network lifetime of our protocol and 
that of E-DSR. Network lifetime is defined as the time span from the 
deployment of a network to the instant when the first CR node dies. 
Figure 11.4 plots the network lifetime with different message genera-
tion rates under different routing protocols.

The figure reveals that the network lifetime decreases as the mes-
sage generation rate increases. From Figure 11.4, we can also observe 
that our protocol performs much better than E-DSR when the mes-
sage generation rate is high. As shown in Figure 11.4, the network 
lifetime is about 300 for E-DSR when the data packet rate is 10 pack-
ets per second. But it falls down to 100 when the data packet rate 
increases to 50 packets per second. The rate of decline is about 67% for 
E-DSR. As for our proposed approach, the network lifetime achieves 
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about 375 when the data packet rate is 10 packets per second. It yields 
25% longer lifetime compared with E-DSR. The network lifetime 
falls down to 240 when the data packet rate increases to 50 packets 
per second. The rate of decline is only 36% for our proposed protocol, 
which is much lower than that of E-DSR (67%). E-DSR focuses on 
the reduction of total energy consumption in transmitting data pack-
ets, but does not consider the balance of energy usage among the net-
works. By contrast, our proposed approach considers both the energy 
consumption per hop and the balance of residual energy distribution.

11.7 Conclusions

In this chapter, we have proposed a novel distributed routing protocol 
for CRAHNs based on Q-learning. In the proposed protocol, the 
reinforcement function is defined to estimate the energy consump-
tion and residual energy. With the reinforcement signal received, each 
agent stores and updates a table of Q- values on the fly. Thus, a routing 
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path with which energy consumption is relatively low and the energy 
is fairly used could be built. Compared to the most routing protocol 
of CRAHNs, our proposed protocol is simpler to be implemented. 
Performance evaluation shows that our routing protocol outperforms 
E-DSR significantly in the reduction of energy consumption per 
packet and the growth of the network lifetime under the situation 
that the data packet arrival rate is larger than 10 packets per second. 
Meanwhile, it has been shown that the delivery ratio is also improved 
significantly.
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12.1 introduction

Recently, cognitive radio networks (CRNs) have attracted an increasing 
amount of interest as an effective method of alleviating the spectrum 
scarcity problem in wireless communications by allowing access of 
secondary users (SUs) to frequency channels that are allocated to pri-
mary users (PUs), in a way that does not affect the quality of service 
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(QoS) of the primary networks [1,2]. The research on CRN has been 
encouraged by the Federal Communications Commission (FCC), 
which has revealed that there is a significant amount of licensed spec-
trum that is largely underutilized in vast temporal and spatial dimen-
sions [3]. In order to reuse the available spectrum that is not being 
used under the current fixed spectrum allocation policy, the FCC has 
recently allowed the access of SUs to the broadcast television spec-
trum at locations where that spectrum is not being used by primary 
services, which is known as IEEE 802.22 wireless regional area net-
work (WRAN) standard [4] that aims to provide broadband wireless 
Internet access to rural areas.

The greatest challenge of CRN is the coexistence of a higher priority 
primary network with a lower priority secondary network. Until now two 
main approaches have been proposed to allow SUs to access the licensed 
channels termed: (1) opportunistic spectrum access (OSA) [5,6], accord-
ing to which SUs are allowed to access a frequency channel only if it is 
sensed to be idle, and (2) spectrum sharing [7,8], according to which SUs 
can coexist with PUs as long as the interference caused by SUs does not 
exceed an interference threshold specified by PUs. In this chapter, we will 
focus on the former approach in single-channel scenarios.

The most popular frame structure of OSA cognitive systems stud-
ied consists of a channel sensing slot and a data transmission/idle 
slot, while the overall duration of the frame is fixed, as depicted in 
Figure 12.1. Within this frame structure, each SU that attempts to 
launch a packet transmission at the beginning of each frame senses 
the state of the channel for a duration τ, whereas it uses the remaining 
frame duration T − τ for data transmission or keeps silent depending on 
the sensing result. According to the classical detection theory [9], an 
increase in the sensing time results in higher detection probability and 
lower false-alarm probability, which leads to improved utilization of 
the unused channel. However, the increase of the sensing time results 
in a decrease of the data transmission time, and hence the achievable 
throughput of the cognitive radio system reduces. Therefore, an essen-
tial trade-off between the channel sensing and the data transmission 
is required in this frame structure. Liang et al. [10,11] proved the exis-
tence of the optimal sensing durations to minimize the  probability 
of false alarm under the constraint of a target detection probability. 
In [12–14], the impacts of transmission duration, PUs’ traffic, and 
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access contention on the probabilities of detection and false alarm 
were investigated, respectively. This sensing–throughput trade-off 
was addressed in [15–17], where the authors studied the problem of 
finding the optimal sensing time that maximizes the average achiev-
able throughput of an OSA network under a single high target detec-
tion probability constraint for the protection of the QoS of the PUs. 
Jafarian and Hamdi [18] analyzed the SUs’ achievable throughput with 
a joint optimal number of sensing rounds and sensing threshold in a 
double-threshold sensing scheme and proposed an iterative algorithm 
to obtain the optimal values of the sensing time and second detection 
threshold. Liu et al. [19] proposed a group-based cooperative medium 
access control protocol called GC-MAC, which addresses the trade-
off between sensing accuracy and efficiency.

However, in these studies, an ideal assumption on the PUs’ behav-
iors was made according to which the PU has a constant occupation 
state throughout the entire frame duration. In other words, once the 
channel is sensed to be idle, it is assumed that the PUs will keep silent 
for the remaining frame duration and vice versa. Actually, the realis-
tic case is that the PUs depart from the channel (or reoccupy at the 
 channel) randomly, despite that the channel is sensed to be busy (or idle). 
Once considering the random departure or reoccupation of PUs dur-
ing the SUs’ frame duration, another type of interference to PUs will 
be caused by SUs’ transmissions although the channel is sensed to be 
idle. It is obvious that the longer the SUs access the channel for trans-
missions, the higher the probability that PUs reoccupy the channel 
during the transmission, resulting in mutual interference and through-
put degradation. However, from the SUs’ perspective, an increase of 
transmission duration is expected due to an improved throughput of 
cognitive network. Therefore, transmission–throughput trade-off is 
also required in the frame structure, similar to the above sensing–
throughput trade-off. In this chapter, the effect of PUs’ traffic on the 

Data transmission/keep silent

T

T − τ

Sensing

τ

Figure 12.1 A typical frame structure for OSA cognitive systems.
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transmission–throughput trade-off is discussed. Moreover, an inherent 
problem that how long the SUs can opportunistically access a channel 
if the channel is sensed to be idle is constructively solved. To the best 
of our knowledge, this issue has not been considered in previous works.

Another remaining problem is how to coordinate multiple SUs to 
access the available idle slots of the channel. Some studies [12,20] 
investigated a single SU coexisting with PUs and utilizing all idle slots 
for simplification. Without considering the contention among mul-
tiple SUs and the relevant overhead, maximal achievable throughput 
was presented in these researches. As to the scenario with multiple SUs, 
Kumar et al. [21] proposed a medium access control (MAC) protocol 
based on OSA. Similar to distributed coordination function (DCF) 
introduced by IEEE 802.11 [22], a basic unit for backoff termed as 
physical slot as well as interframe space (IFS) was adopted to relieve 
the potential collisions. It is worth noting that in this protocol, besides 
data transmissions, the durations of idle slots are also consumed by 
backoff and IFSs. In order to maintain the interference threshold 
specified by PUs, SUs have to decrease the data transmission duration, 
resulting in a reduced throughput of cognitive networks. Therefore, 
it is of great importance to design a cognitive protocol according to 
which multiple SUs can utilize the idle slots effectively.

In this chapter, we propose a novel cognitive MAC protocol that 
overcomes the transmission–throughput trade-off and underutiliza-
tion of idle slots in current protocols for CRNs. This is achieved by 
performing the optimization of data transmission durations and a 
large-scale backoff mechanism. Our main contributions in this chap-
ter can be summarized as follows:

•	 We study the trade-off between the data transmission dura-
tion and the achievable throughput of CRNs, considering the 
random departure and reoccupation of PUs during the entire 
frame. Depending on traffic load distribution of the aggre-
gated PUs and the interference threshold specified by PUs, a 
closed-form expression for the optimal transmission duration 
for SUs is presented.

•	 We design a cognitive MAC protocol that enables multiple SUs 
opportunistically contend to access the available idle slots in 
the channel. By performing the large-scale backoff mechanism, 



407A novel osA ProtoCol

which regards an entire idle slot as a basic backoff unit, the 
 utilization efficiency for idle slots is significantly improved.

•	 We propose an analytical model to accurately estimate the 
throughput performance of our designed MAC protocol, in 
terms of the channel sensing and data transmission durations 
as well as the density of SUs.

The rest of this chapter is organized as follows: Section 12.2 dis-
cusses the transmission–throughput trade-off in the typical OSA 
frame struc ture and the optimal transmission duration is obtained 
to control the cognitive interference (CI) to PUs and to improve the 
utilization efficiency of SUs simultaneously. Section 12.3 describes 
the proposed cognitive MAC protocol and explains how the multi-
ple SUs sense the channel and access the idle channel periods coor-
dinately. Section 12.4 introduces the proposed analytical model to 
estimate the throughput performance of secondary network con-
sidering collisions among multiple SUs and CI between SUs and 
PUs. Section 12.5 presents the simulation results and discussions 
to validate the analytical analysis. Finally, Section 12.6 concludes 
the chapter.

12.2 optimal transmission duration

In this chapter, we consider multiple SUs coexisting with aggregated 
PUs in a single-channel CRN, which means the SUs should contend 
to access the channel opportunistically. A typical frame structure of 
the SU with fixed length T is shown in Figure 12.1. In order to pro-
tect the PUs from harmful interference resulting from SUs’ trans-
missions, the data transmission of the SUs is activated subject to the 
spectrum sensing results. When the sensing result of the channel state 
indicates idle, the SUs attempt to launch a packet transmission. Or, 
if the channel state is sensed to be busy, all SUs should keep silent to 
avoid the interference with PUs.

In [10–19], the sensing–throughput trade-off has been well inves-
tigated by analyzing the effect of sensing error on the throughput; 
however, the relationship between the transmission duration and 
the secondary throughput is still remaining challenging and will be 
studied in this section. Therefore, to highlight this focus, the channel 
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sensing in this chapter is assumed to be ideal without considering false 
alarms and missed detections, and the time required is indicated by ts.

For the sake of simplicity, we model one virtual PU in the channel 
by combining the channel access activities of all PUs of the respective 
network as shown in Figure 12.2. The channel access activities of a PU 
are usually modeled with a two-slot process, ON–OFF (“busy” or ON 
and “idle” or OFF). The state of the virtual PU is ON if at least one of the 
PUs of the respective network is accessing the channel. Otherwise (when 
all PUs are in OFF slot), the state of the virtual PU is assumed OFF.

As described on the frame structure previously, once the channel state 
is sensed to be idle, SUs contend to access the channel and launch a 
packet transmission for a duration tsu. Since SUs are unable to transmit a 
packet and sense the channel simultaneously, the transmissions launched 
by PUs and SUs will collide if the channel is reoccupied by PUs. The con-
ditional collision probability that a particular packet transmission by SUs 
collides with the PUs’ transmission is defined as cognitive interference, 
denoted by CI. It is obvious that an increase of SUs’ transmission dura-
tion results in higher CI but an improved achievable throughput for SUs 
instead. Therefore, a transmission–throughput trade-off for the above 
frame structure is also required, and the optimal transmission duration 
should be carefully designed, which will be discussed in this section.

Although the OSA approach allows SUs opportunistically access all 
idle slots, not all OFF slots are available for the SUs to launch a packet 
transmission. The reason is that fractional OFF slots are likely not long 
enough to be sensed idle by SUs. Assuming that the time required by an 
ideal spectrum sensing is indicated by ts , without considering the cases 
of false alarms and missed detections. Then, if the duration of one OFF 
slot is less than ts , the SUs will not perceive such idle slots in the channel. 
Thus, the CI with the PUs resulting from SUs’ transmissions is subjected 
to the durations of OFF slots based on the following two hypotheses:

 H T toff s0 : ≥  (12.1)

 H T t toff s su1 : < +  (12.2)

ON OFF ON OFF

t

Figure 12.2 Two-slot process of channel, considering the aggregated PU.
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By utilizing these two hypotheses, CI equals to the conditional prob-
ability that H1 occurs under the condition that H0 occurs during the 
current OFF slot. Then CI could be obtained as

 
CI= p H H( )1 0  (12.3)

Let f tToff ( )  denote the probability density function (pdf) for the dura-
tions Toff  of OFF slots. Since the probabilities of the two hypotheses 
H0 and H1 can be expressed as

 p H f t tT
t

off
s

( ) ( )0 =
∞

∫ d  (12.4)

 
p H f t tT

t t

off

s su

( ) ( )1
0

=
+

∫ d  (12.5)

The CI can be further deduced as

 CI
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 (12.6)

To avoid the intolerable interference to the PUs’ transmission, the 
CI is always required to be restricted below a specified interference 
 threshold ξ. It is obvious that a transmission by SUs lasts longer; the CI 
trends to be higher because the PUs have more chances to reoccupy the 
channel. An efficient method to restrict the interference is to decrease 
the duration of the SUs’ occupancy as low as possible. Nevertheless, from 
the SUs’ throughput perspective, the duration of the SUs’ transmission is 
expected to be as long as possible, to increase the ratio of transmission 
duration in the frame. Similar to this transmission–throughput trade-
off, a compromise between the CI to PUs and the utilization efficiency 
of SUs is required.

In order to achieve the maximum throughput of the SUs and con-
trol the interference level to the PUs, the decision on optimal trans-
mission duration tsu*  of the SU can be modeled as follows:

 
tsu

t
su

su
t* arg max= { }

≤

>
 

     

0

subject to CI ξ
 (12.7)
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Without any loss of generality, we assumed that the aggregated traffic 
loads of the PUs are exponentially distributed with the mean of the 
occupied and idle slots denoted by 1 0/λ  and 1 1/λ , respectively. Then 
the pdf of Toff  can be expressed as

 
f t

t
T

t

off ( ) =
≥






−λ λ
1

1 0
0

e
others

,
,

 (12.8)

By substituting Equation 12.8 in 12.6, the CI can be expressed as a 
function of tsu :

 
CI

e e
e

e= − = −
− − +( )

−
−

λ λ

λ
λ

1 1

1

11
t t t

t
t

s s su

s

su  (12.9)

Since the first derivative on tsu of CI is always greater than 0, CI 
increases with tsu  monotonically. Thus, when CI equals the interfer-
ence threshold ξ, we obtain the optimal transmission duration tsu*  as

 
tsu*

ln( )= −
−
1

1

ξ
λ

 (12.10)

It is important to note that, given a specific CI threshold, the optimal 
transmission duration only depends on the pdf of durations of OFF 
slots and is not influenced by the time required by channel sensing. In 
Figure 12.3, optimal transmission durations for SUs at different mean 
durations of OFF slots are presented with several specific interference 
thresholds, in which ts  is set to 50 μs.

In CRNs based on OSA, an essential problem of SUs is how 
to choose the optimal transmission duration if the channel is 
sensed to be idle. Clearly, SUs’ transmission duration impacts the 
extent of interference between the PUs and the activated SUs, and 
mainly dominates the throughput of the SUs. Therefore, in this 
section, a transmission–throughput trade-off and hence the opti-
mization of transmission duration are investigated, considering 
the random departure and reoccupation of PUs. Another problem 
is how to coordinate multiple SUs to opportunistically access the 
idle slots based on the above analysis, which will be discussed in 
Section 12.3.
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12.3 cognitive Mac Protocol design

Depending on the conclusion of the optimal transmission duration 
in Section 12.2, a cognitive MAC protocol is designed to coordinate 
multiple SUs to effectively utilize the idle slots considering the CI 
restraint. We ignore the influence of sensing errors by the SUs for 
simplicity and due to lack of space; however, the framework we pro-
vide can be extended to handle sensing errors. Here we assume that 
all SUs in the single-hop area expose the same channel states, and 
thus obtain the same channel sensing results; if there is any overlap 
between the transmissions of PUs and SUs, both directional trans-
missions will not be successfully received due to collisions.

Figure 12.4 indicates the timeline of our proposed cognitive MAC 
protocol, in which SUs coexist with PUs by utilizing the idle slots 
of the channel. In our proposed protocol, when SUs have packets to 
transmit, they will sense the channel continuously. Only when the 
channel is sensed to be idle, namely, the idle slot duration exceeds 
the sensing time ts , SUs can opportunistically access the channel 
for tsu. It is to note that tsu  comprises the transmission time of data 
and ACK packets, propagation delay as well as necessary  IFs. 
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Figure 12.3 Optimal transmission duration versus mean durations of idle slots.
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Let tsifs be the length of a short interframe space (SIFS) and tδ  be 
the propagation delay. Let γh, γd, and γa be the size of header, data 
packet, and ACK packet, respectively. Denoting the data rate as R 
supported by the channel, the duration of data transmission of SUs 
can be estimated as

 
t

R
t t

R
t tsu

h d
sifs

a
sifs= + + + + + +γ γ γ

δ δ (12.11)

To relieve the congestion among SUs, binary exponential backoff 
(BEB) introduced by IEEE 802.11 is employed. Upon launching a 
packet transmission, the SUs need to select a backoff counter randomly 
from [ , ]0 0W , where W0 denotes the minimum contention window. If 
the channel is sensed to be idle, the backoff counters will be decreased 
by 1. If the channel is sensed to be busy, the backoff counters will be 
frozen until the next idle slot. If the backoff counter reaches 0, the SU 
transmits a packet immediately after the sensing slot. The destina-
tion will respond with an ACK packet to acknowledge the success-
ful receipt. Otherwise, once the packet transmission is failed because 
of collisions with either other SUs or PUs, the contention window 
doubles as 2 0

iW  until reaching the maximum retransmission limit m, 
in which i denotes the retransmission number.

Similar to the backoff scale, the basic backoff unit in the pro-
posed protocol is one idle slot with variable durations longer than the 
required sensing time, compared with a physical slot with uniform 
length in IEEE 802.11 protocols. Therefore, the backoff process does 
not waste the precious idle slots’ durations. In other words, the main 
advantage of such design is to avoid the backoff consumption of the 
idle slot and further improve the SUs’ utilization of the idle slots by 
increasing the data transmission duration.

Primary
transmission ON OFF OFF

Collision t

t

tsts tsutsu

ON ON

Secondary
transmission

Figure 12.4 Timeline of the primary and secondary networks.
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12.4 Performance analysis

12.4.1 Virtual Slot Model

As described in the context, the states of the channel utilized by all 
PUs are assumed to be alternative ON and OFF slots. SUs opportu-
nistically contend to access the channel based on the channel sensing 
results. Under the proposed MAC protocol, all the OFF slots unused 
by PUs can be classified into four different types of virtual slots as 
shown in Figure 12.5, depending on the number of SUs activated dur-
ing the OFF slot. The black and white regions in the figure indicate 
the presence and absence of PUs respectively, whereas the grey regions 
indicate the transmission of SUs.

 1. Unavailable slot: In this type of virtual slots, the durations of 
OFF slots are smaller than the time required for a reliable 
channel sensing. Therefore, although there exists an OFF slot 
in the channel, the sensing results will always show the busy 
state of the channel. In other words, SUs cannot perceive this 
type of virtual slots to access.

ON
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ON ON

ON

ON

ONOFF
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Unavailable
slot
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Success
slot
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(ii)

Collision
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OFF
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Collision with PUs

Collision with SUs
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t
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tsu
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ts tsu
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t

ts tsu
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Figure 12.5 Virtual slot model to represent various OFF slots.
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 2. Idle slot: Although the durations of this type of virtual slots are 
longer than the channel sensing time and the sensing results 
show the absence of PUs, the OFF slot will still remain idle. 
It is achievable when no backoff counters of SUs reach 0 and 
all of SUs stay in the backoff procedure.

 3. Success slot: In this slot, after the channel is sensed to be idle, 
only one SU decreases its backoff counter to 0 and launches 
a packet transmission for tsu. Meanwhile, the channel main-
tains idle until the transmission finishes. Because only one SU 
transmits during this OFF slot, the destination will success-
fully receive the packet and then acknowledge the successful 
receipt.

 4. Collision slot: In this slot, after the channel is sensed to be 
idle, a collision occurs in two cases: (1) More than two SUs 
decrease their backoff counters to 0 and launch packet trans-
missions simultaneously, and (2) PUs return and reoccupy 
the channel, while the SUs’ data transmission is  performed. 
Any of these two cases can result in unsuccessful receipt. 
Moreover, colliding SUs cannot differentiate the essential 
cause of the collision and has to retransmit   or  drop the 
packet depending on the retransmission limit.

Note that, among the above four types of virtual slots, only the suc-
cess slot experiences successful packet transmission, which contrib-
utes to the throughput performance of secondary network. In order to 
analyze the throughput of secondary network, the key problem is to 
obtain the stable probability distribution of each type of virtual slot, 
which will be discussed in Section 12.4.2.

12.4.2 Markov Chain Model

In this section, we use a Markov chain model to analyze the 
throughput of secondary network in the saturated case, where all 
SUs always have a packet to transmit. Based on previous resear-
ches [23,24], it is easy to extend this analytical model to adjust to 
the unsaturated situations, and hence, it is not discussed in this 
chapter.
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Since unavailable slots make no impact on the behavior of SUs, only 
the latter three types of virtual slots are considered in the analytical model 
and collectively called available OFF slots. Clearly, the stable probability 
of unavailable slots equals the probability that the duration of a randomly 
chosen OFF slot is less than channel sensing time ts, namely,

 p f t tu T

t
t

off

s

s= = −∫ −( )d e
0

1 1λ  (12.12)

Moreover, an idle slot is available for SUs with the probability αi up= −1 . 
Let  p  be the constant and independent conditional collision prob-
ability for each packet transmitted by SUs colliding with one or more 
packets transmitted by other SUs. Since p and CI are statistically 
independent, the effective conditional collision probability for any SU 
in a cognitive network can be calculated as

 p p pe = + − ×CI CI (12.13)

Bianchi [25] assumed that the probability τ that a node will attempt 
transmission in a time slot is constant and estimates it in terms of 
conditional collision probability p, minimum contention window W0, 
and number of contention nodes n. In our proposed cognitive net-
work, the effective collision probability is pe , and hence, we can 
amend the Markov chain model by substituting p with pe as shown 
in Figure 12.6.

Depending on the expression obtained by Bianchi, the probability 
τs that each SU attempts to transmit in each idle slot can be expressed as

 τs
e

e e e
m

p
p W pW p

=
−

− + + −
2 1 2

1 2 1 1 20 0

( )
( )( ) ( ( ) )

 (12.14)

The collision among SUs occurs, only if more than two SUs attempt 
to transmit packets in the same idle slot simultaneously. Therefore, we 
obtain the conditional collision probability p among multiple SUs as

 p s
n= − − −1 1 1( )τ  (12.15)

Equations 12.13 through 12.15 represent a nonlinear system in the two 
unknowns τs  and p, which can be solved using numerical techniques.
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Let Ptr be the probability that there is at least one SU transmitting 
in a randomly chosen available OFF slot. Since each SU transmits 
with a probability τs, we obtain the expression of Ptr as

 Ptr s
n= − −1 1( )τ  (12.16)

However, the probability Pi that no SUs launch packet transmissions 
in a randomly chosen available OFF slot is

 P Pi tr= −1  (12.17)

The probability Ps
 that a transmission launched by one of the SUs is 

successful is given by the probability that exactly one SU is transmit-
ting at that OFF slot, while the PU remains idle throughout the trans-
mission period, conditioned on the fact that at least one SU transmits:

 
P

n
P

s
s s

n

tr

= − −−τ τ( ) ( )1 11 CI  (12.18)
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Figure 12.6 Amended Markov model for SUs in a saturated network. In the figure, Wi = 2iW0.
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On the contrary, the probability Pc  that a transmission launched by 
one of the SUs is failed due to a collision with either other SUs or the 
PU can be recursively expressed as

 P Pc s= −1  (12.19)

Since the latter three types of virtual slots in Figure 12.5 occur only 
if the corresponding OFF slots are sensed to be idle, the stable prob-
abilities that a randomly chosen OFF slot belongs to idle, success, and 
collision slot, respectively, can be finally written as

 

p P
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Additionally, data packets with length γd  are successfully transmitted 
during each success virtual slot, whereas no data packets are success-
fully transmitted during the remaining three types of virtual slots. 
Finally, we obtain the aggregated throughput of the cognitive net-
work as

 S p
E T

s d

off
=

γ
( )

 (12.21)

where:
E Toff( )=1/λ1, which indicates the mean duration of OFF slots in a 

long term

12.5 Simulation Results

In this section, we validate the cognitive MAC protocol and theo-
retical analysis in Section 12.4 using experimental results obtained 
from the network simulator NS2. We also present the main results 
of the impact of the transmission and sensing durations as well as 
the density of SUs on the secondary throughput. In this simulation, 
a background traffic load is set up to simulate the behaviors of the 
aggregated PU, which is exponentially distributed with the mean of 
the occupied and idle slots denoted by 1 0/λ  and 1 1/λ , respectively. 
We do not consider any sensing errors in the simulations. That is, if 
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there is an overlap between the channel sensing duration and PU’s 
transmission, the channel will be sensed to be busy. Moreover, if the 
channel is sensed to be idle, the SUs contend to access the channel for 
the transmission duration tsu.

At the start of simulations, n SUs are placed randomly in an area 
of size 100 m × 100 m. The simulation is run for about 1,000,000 
alternative ON–OFF slots. Typical parameters from IEEE 802.11 
networks are employed in the simulations as listed in Table 12.1.

12.5.1 Transmission–Throughput Trade-Off

The effect of transmission durations of SUs on the CI and secondary 
throughputs is illustrated in Figure 12.7, in which the labels around the 
curve indicate the CI computed by the analytical model. As the trans-
mission duration is increased, the SUs trend to transmit more data during 
one success virtual slot. Hence, the aggregated throughput of secondary 
network increases significantly. Otherwise, with the increased trans-
mission duration, there are more chances for SUs to collide with the 
returned PU, resulting in an increase of CI. From this figure, we can see 
that to protect the PUs from harmful interference caused by SUs’ trans-
missions, the transmission– throughput trade-off is of great importance 
and the optimization of transmission duration for SUs is necessary in 
order to design a high-efficiency MAC protocol in CRNs.

Figure  12.8 indicates the relationship between the aggregated 
through puts of secondary network and the CI threshold specified by 
the PU. In the simulations, optimal transmission duration computed 

Table 12.1 Simulation Parameters

PARAMETERS VALUES

W0 32
m 5
n 30
r 6 Mbps
(1/l0)/(1/l1) 1000 μs /1000 μs
tsifs /td 10 μs/1 μs
gh /ga 50 bytes/30 bytes
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in Section 12.2 is employed to guarantee the CI below the specified 
threshold. From the figure, we can see that when the CI is below a cer-
tain value, the aggregated throughput of secondary networks increases 
if more CI is allowed; however, once exceeding the value, the through-
put decreases gradually with the increase of the interference threshold. 
This is because that if more CI with PU is allowed, it becomes likely 
for SUs to transmit more data during one success slot, thus result-
ing in an improved throughput of the secondary network. The poten-
tial risk is the increase of the efficient collision probability pe due to 
the increased CI defined in Equation 12.13. When the throughput 
sacrifice caused by collisions exceeds the benefit of long transmis-
sion duration, the throughput performance will fall to some extent. 
In other words, higher interference threshold and longer transmission 
duration allowed do not always result in higher secondary throughput 
due to the effect of efficient collision probability. Therefore, in order 
to improve the achievable secondary throughput, the optimal trans-
mission duration should be chosen according to both the interference 
threshold and the effective collision probability, which will be one of 
our future researches.

12.5.2 Impact of Sensing Duration

Figure 12.9 indicates the relationship between the aggregated through-
puts of secondary network and the duration required by an ideal channel 
sensing. It is to note that the throughput of secondary network trends 
to decrease if the time required for channel sensing increases. This is 
because the proportion of available idle slots out of the overall idle slots 
decreases due to an increased sensing duration, with which the proportion 
of success slots linearly decreases as Equation 12.20. Therefore, aiming at 
reducing the sensing time, investigation of the high-efficiency algorithms 
on channel sensing is helpful to improve the secondary throughput.

12.5.3 Impact of the Secondary Network Density

Since we employ the BEB mechanism similar to 802.11, the aggregated 
secondary throughput will be influenced by the density of SUs by making 
an impact on the collision probability among multiple SUs. Figure 12.10 
illustrates the impact of the secondary network density on the aggregated 
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secondary throughput. The stable distribution probabilities of the four 
types of virtual slots with the SUs’ density are illustrated in Figure 12.11. 
From Figure 12.10, we see that the secondary throughput increases with 
the increased number of SUs in the single-hop area. This is because as 
more SUs contend to access the idle slots, there are more chances for SUs 
to decrease their backoff counters to 0 at the beginning of the idle slots 
and then transmit packets, resulting in a higher success probability as 
shown in Figure 12.11. Although more contending SUs bring in higher 
collision probability pc, the success probability ps increases to some extent, 
compared with the significant fall of idle probability pi. We also notice 
that the interference threshold makes different impacts on the stable dis-
tribution probabilities of different types of virtual slots.

12.6 conclusions

In this chapter, an inherent problem in the OSA cognitive networks 
is that how long the SUs can opportunistically access a channel if 
the channel is sensed to be idle is constructively solved. Moreover, 
considering the random departure and reoccupation of PUs during 
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the frame, we concluded that the proper transmission duration should 
be adaptively chosen to achieve higher throughput of the secondary 
networks at the same time to control the interference with the legal 
PUs at a tolerable level. Then, based on the above analysis, a high-
efficient MAC protocol is designed to enable multiple SUs to oppor-
tunistically access the idle slots without harmful interference with PUs. 
By performing large-scale backoff, the wastage of idle slots caused by 
backoff in the idle slots is avoided, resulting in a throughput improve-
ment of secondary networks. Later on, we propose an analytical model 
to accurately estimate the secondary throughput in terms of the trans-
mission and sensing durations and the SUs’ density of secondary net-
works. Finally, we validate the cognitive MAC protocol and theoretical 
analysis using the network simulator NS2. It has been illustrated that 
the analytical and the simulation results are in perfect agreement under 
all considered scenarios. However, all these researches are obtained in 
the single-channel scenarios without considering the negotiations on 
channel selection in multichannel cases, which offer interesting ave-
nues for future work in designing and optimizing multichannel CRNs.
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13.1 introduction

Cognitive networks (CNs) are relatively a recent concept in the 
 scientific world. First researches on these networks date back to the 
beginning of the 2000s, and from this date until now, they have 
been evolving without a break. Their goal is to reach self-aware net-
works that are able to dynamically adapt their operational parame-
ters in response to user needs or changing environmental conditions. 
Another important aspect is that they learn from these adaptations 
and use this knowledge to make future decisions [1]. Therefore, it is 
said that these networks have the ability to think, learn, and remem-
ber in order to reduce as much as possible the human intervention 
and maximize their self-configuration and maintenance. In order to 
meet this new paradigm, a cognition loop is the key and it features the 
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 following states: observe, orient, plan, decide, act, and learn [2]. It can 
be defined as a cognitive process that can sense current reality, plan 
for the future, make a decision, and act accordingly.

Typical technologies limit the network ability to adapt their 
working using only local and reactive approaches as the network 
state is not shared for different network elements. By contrast, CNs 
seek to fulfill certain end-to-end goals of a data flow and to carry on 
proactive actions since they are based on a learning process to make 
future decisions [3]. Therefore, CNs encompass the entire network 
stack such that all network nodes can take actions based on the 
end-to-end requirements of the network. CNs goal is to enhance 
the next generation networks allowing them to be more complex, 
heterogeneous, and dynamic helping for their self-organization. 
Moreover, they make easier to meet user and application objectives 
jointly.

CNs consider that they can be accomplished with the use of a 
knowledge plane (KP) that transcends layers and domains to make 
cognitive decisions about the network. The KP adds intelligence and 
weight to the edges of the network and context sensitivity to its core. 
A KP allows the CN to learn about its own behavior over the time, 
by analyzing the problems, tuning its operation, and generally increas-
ing its reliability and  robustness [4].

Some authors [5] suggested to introducing a learning machine 
to include concepts and methods is an easy way for future develop-
ments in networks. The discipline draws on ideas from many other 
fields, including statistics, cognitive psychology, information theory, 
logic, complexity theory, and operations research but is always with 
the goal of understanding the computational character of learning.

Figure 13.1 shows the four phases that are required in a learning 
machine in order to be used as a method in a CN. The first phase 
is environment, which is needed to take into account because it will 
be responsible for the changes in network performance. This element 
is directly connected to performance phase, which is related to how 
our network is working in any of monitored elements. Knowledge 
phase gives us enough information to activate the learning process. 
This learning process will be the most intelligent box in our system, 
because it has to perform appropriate actions to improve the network 
performance through the information of knowledge and environment 
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blocks. The general goal of learning is to improve the performance on 
whatever task the combined system is designed to carry out.

The goal of this work is to provide a general review of CNs in order 
to propose an algorithm based on a cognitive process to enhance out-
door IEEE 802.11b/g wireless communications.

The rest of the chapter is organized as follows: Section 13.2 col-
lects some of the most important studies about CNs and cognitive 
radio (CR). Section 13.3 explains the main differences among these 
approaches and cross-layer designs. Section 13.4 details our proposal 
of cognitive algorithm to overcome the weather interferences by out-
door wireless local area networks (WLANs). Finally, Section 13.5 
summarizes and concludes the chapter.

13.2  related Works

In recent years, most of the studies about cognitive concepts have 
focused on CR and they deal with different applications: dynamic 
management of spectrum resources [6], cooperative medium access 
and cooperative communications [7], opportunistic switching among 
available wireless networks (cellular, WLAN, mesh, etc.) [8], and 
adaptive selection of available radio resources [9,10] among  others. 
However, at the same time, a small number of research works have 
investigated the architecture of CNs as a whole in order to apply the 
cognition concept to networks far beyond only the radio aspects.

Probably, the first time that CNs were introduced as such was 
in 2002–2003 when Clark et al. [4,11] described KP paradigm for 

Performance

Knowledge

Learning

Environment

Figure 13.1 Phases of machine learning for CNs.
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CN  and Dietterich and Langley [5] examined several aspects of 
machine learning that touch on cognitive approaches to networking. 
However, Mitola [2] discussed about them earlier in his dissertation 
on CR in 2000 as CNs are considered as an extension of software 
radio, but they are not analyzed in detail at all. Next, the Defense 
Advanced Research Projects Agency (DARPA)’s vision on the CN 
was presented by Ramming [12] in DARPATech 2004. From these 
first works, the European Union reported the latest advances on 
communications, which included CN as a future researching field 
[13] in 2005. Finally, the concept of CNs was completely defined by 
Thomas et al. [3] in several papers. They explained the CN concept 
thoroughly, clarified the utility and need for CNs [14], and discussed 
some possible applications for this technology [15]. Moreover, they 
also detailed a possible framework to deploy them and presented a 
practical discussion about their implementation [16].

Mihailovic et al. [17] provided a study of situation awareness 
mechanisms in modern telecommunication networks on the essential 
basis of the actual Self-NET research project effort [18]. They showed 
that the term situation awareness mainly refers to the collection of suf-
ficient information about the environment and operational state of 
a system, which is a vital prerequisite for performing an appropriate 
decision-making process and executing  the corresponding actions. 
Moreover, they presented the essential framework for structuring the 
appropriate situation awareness mechanisms in order to achieve an 
active network management system based on the network elements 
capable of autonomous action by using local knowledge and operator-
defined policies. This framework may be helpful for junior researchers 
in creating CN architectures.

Another framework in [19] presents a reconfigurable platform 
based on an architecture specifically designed for nodes within a CN. 
This architecture is based on an adaptable node called reconfigurable 
node. This node is able to make the network and node level obser-
vations required by the cognitive engine and to respond to instruc-
tions and reconfigure all aspects of the node operations as necessary. 
Finally, this architecture defines three types of actions to do when a 
reconfigurable node needs to respond to an external condition: para-
metric reconfiguration, structural reconfiguration, and application 
reconfiguration.
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Then, some specific proposals to implement CNs from different 
aspects have been presented in different papers. One of them is [20] 
that shows a quality-of-service (QoS) multicast routing protocol ori-
ented to CN. It is called CogMRT, and it is focused on the devel-
opment of cognitive protocols in cognitive wired networks. It is a 
distributed protocol where each node maintains local information and 
the routing search is in a hop-by-hop way. This protocol applies the 
competitive coevolutionary algorithm for the multicast tree construc-
tion. Wanga et al. [20] evaluated CogMRT and showed that it has 
important advantages as it exploits the cognitive help.

Zhang et al. [21] proposed the stable routing protocol (SRP) for 
CNs. SRP predicts the time that link will be available and chooses the 
link with longer available time as it is considered that the more stable 
the link is. The key idea is that the senders broadcast the data packets 
in the medium, but the forwarders with longer available time, better 
link quality, and light load possess the priority to relay the packets. 
Each sender in SRP tries to push the packet closer to the destina-
tion. The evaluation indicates that SRP performs better in terms of 
throughput and end-to-end delay, with a link availability prediction 
mechanism at the same time concerning the link quality and the traf-
fic load for the nodes. This work concludes that SRP performs better 
in terms of throughput and end-to-end delay.

Another proposal makes use of CNs to enhance the behavior of 
multicast capacity [22]. The CN model consists of a primary hybrid 
network (PhN) and a secondary ad hoc network (SaN). Wang et al. 
devise the dynamic protection area (PA) for each primary node accord-
ing to the strategy adopted in PhN. Based on the PAs, they design 
the multicast strategies for SaN under which the highway system acts 
as the multicast backbone. Under the precondition that SaN should 
have no negative impact on the order of the throughput for PhN, the 
strategy has the following merits: (1) the optimal throughput for SaN 
can be achieved for some cases, (2) secondary nodes can access oppor-
tunistically into the spectrum from both time and space domains, and 
(3) all secondary users can be served, except for some cases.

A lot of research works related to wireless networks are focusing their 
research on using cognitive techniques to improve their behavior. For 
example, Fortuna and Mohorcic [23] proposed a wireless access archi-
tecture based on the cognition concept in order to help the network 
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operators solve the service assignment problem. Authors considered 
a typical network segment but introduced the concept of access point 
master that allows the network operators to define end-to-end goals for 
the system, which allows the user to select desired services, value these 
services, and receive meaningful notifications in case the system fails. 
Fortuna and Mohorcic addressed the problem and identified a suitable 
technology for representing the QoS knowledge for translation of appli-
cation requirements to network requirements. Then, they presented an 
initial evaluation of the assignment engine, a component of SmartA that 
is responsible for optimally assigning services to be delivered by radio 
access interfaces. The engine uses multiobjective optimization techniques 
for minimizing the monetary cost and maximizing the user satisfaction.

Wang and Fu used CNs to find a better solution to improve a call 
admission control (CAC) to ensure QoS in wireless networks [24]. 
They presented a classification of different methods of CAC policies 
in the CN context. They showed the conceptual models for joint CAC 
and cross-layer optimization. Also, the benefit of cognition can only 
be realized fully if application requirements and traffic flow contexts 
are determined or inferred in order to know what modes of operation 
and spectrum bands to use at each point in time. The process model of 
cognition that involves the per-flow-based CAC is presented. Because 
there may be a number of parameters on different levels affecting a 
CAC decision, and the conditions for accepting or rejecting a call 
must be computed quickly and frequently, simplicity and practicabil-
ity are particularly important for designing a feasible CAC algorithm. 
In a word, a more thorough understanding of CAC in heterogeneous 
wireless CNs may help one to design better CAC algorithms.

Continuing with wireless networks, a multipath routing architec-
ture designed within the CN framework is presented, which may 
improve QoS for mission critical multihop wireless networks [25]. The 
cognitive multipath routing (CMR) implementation utilizes the mul-
tiple path management protocol by leveraging the existing functions, 
interfaces, and data structures for an adaptable network and user inter-
face, modifies the protocol to conform to the cognition loop archi-
tecture, and incorporates the learning process. The learning process 
mainly consists of a network model and simulates the past and future 
network states to compare against thresholds and identify trends. 
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This  implementation has been simulated and their analysis resulted 
in a message complete rate improvement ranging from 10% to 35% at 
a cost of throughput increasing by a factor of 2–4 times the original 
offered load.

Finally, Tamma et al. [26] applied the CN paradigm to the prob-
lem of development of autonomous cognitive access points (CogAP) 
for small-scale wireless networks. First, they presented an architec-
ture of our autonomous CogAP. Then they introduced their algorith-
mic solution, in which a neural network-based traffic predictor makes 
use of historical traffic traces to learn network traffic conditions and 
predicts traffic loads on each of 802.11 b/g channels. The cognitive 
decision engine makes use of traffic forecasts to dynamically decide 
which channel is best for CogAP to operate on for serving its cli-
ents. They built a prototype CogAP device and carried out the per-
formance evaluation of the proposed CogAP system. The obtained 
results showed that the proposed CogAP is effective in achieving per-
formance enhancements with respect to the state-of-the-art channel 
selection strategies.

13.3 cns versus cross-layer Designs and crs

Although CNs, CRs, and even cross-layer designs have the goal of 
improving the network performance in some aspects (resource man-
agement, QoS, security, access control, etc.), each one of them tries it 
in a different way and with a different scope.

CNs go beyond CRs and cross-layer designs. Thus, while CNs 
consider the whole network stack to fulfill the end-to-end network 
goals, CRs are only focused on radio goals, and as cross-layer designs, 
they only try to reach local and single goals. Therefore, CNs cover all 
network elements that are involved in the transmission of a data flow 
(subnets, routers, switches, mediums, interfaces, etc.), and thus, they 
are more cooperative in nature than the other cognitive approaches. 
CNs only present limitations in terms of applicability according to the 
adaptability of the network elements and the flexibility of the cog-
nitive process. Moreover, obviously CRs are only used for wireless 
networks, whereas CNs can include wired and wireless networks, and 
thus, they let integrate  heterogeneous networks [27].
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However, CNs and CRs have some aspects in common. First of all, 
they share the concept of cognitive process, the key of which is to 
learn from past observations and taken decisions and to use them 
to influence on future behavior. Moreover, both approaches are goal 
driven and require a software tunable platform that is controlled by 
the cognitive process to translate the goals into a form understand-
able for network and to be able to provide output in the form of 
a set of actions that can be implemented in the modifiable ele-
ments of the network. In the case of CNs, it is called software 
adaptable network (SAN) and it is in charge of this translation by 
both an external interface accessible to the CN and network status 
sensors. These devices are used to provide control and feedback 
from/to the network. By contrast, software-defined radio (SDR) 
becomes the platform of choice for the CR [28]. An SDR is a 
radio in which the properties of carrier frequency, signal band-
width, modulation, any necessary cryptography, and source cod-
ing are defined by software.

Comparing cross-layer designs and CNs, we can highlight that 
both of them infringe the traditional layered approach since they 
allow nonadjacent layers communicate directly or share internal 
information between them. CNs include a cross-layer approach in the 
point of network adaptations that can be performed in different lay-
ers to provide observations of current conditions. These observations 
are delivered to the cognitive process and it then determines what is 
optimal for the network and changes the configurations of network 
elements’ protocol stacks.

Despite similarities, CNs broaden the scope of cross-layer designs. 
The main difference is that while CNs balance multiple goals in order 
to perform multiobjective optimization, cross-layer designs typically 
consider single-objective optimizations. In the case of cross-layer 
designs, they can only perform independent objective optimizations, 
so they do not deal with network-wide performance goals. Therefore, 
we can say that cross-layer designs are less optimal than CNs that try 
to achieve all goals jointly in the optimization process, and thus, they 
include more network elements. By contrast, cross-layer designs can 
suppose conflicts between adaptations in a node when they come from 
different objective optimizations. Another different point between 
them is the learning concept.
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As explained earlier, CNs have the ability to learn from taken 
decisions in the past and to apply this learning to future decisions. 
However, the learning process is not supported by cross-layer designs, 
so past adaptations’ performance is not taken into account for future 
decisions. This is an important drawback of the cross-layer concept as 
network intelligence is limited. It always faces a set of inputs in the 
same way, although its performance was bad or poor in the past.

Last differences, such as CR, are referred to the scope of the goals 
and observations. Observations used in the cognitive process include 
all nodes of the network as optimization is carried out considering the 
goals for all nodes; by contrast, cross-layer design performs optimiza-
tion and observations over one only node. Therefore, goals are centered 
in each node independently. CNs are aware of the whole network and 
this global information allows the cognitive process to adapt network 
function much better than when network visibility is limited to one only 
node, and it is unaware of the rest of network nodes’ conditions.

Finally, it should be highlighted that including cognition brings 
additional charges for overheads, architecture, and operation, so it 
should always be lower than the level of performance improvement; 
otherwise, it does not make sense.

Table 13.1 makes a comparison among the three schemes pro-
posed until now to add intelligence to the future networks in order 

Table 13.1 Comparison among CNs, CRs, and Cross-Layer Designs

FeatuRe CN CR
CRoss-LayeR 

DesigNs

scope end to end Local Local
optimization Multiobjective 

optimization
single-objective 
optimizations

single-objective 
optimizations

Nature of 
network

Wired and wireless Wireless Wireless

Knowledge self-aware (capability 
to learn from past 
decisions and use this 
learning to influence 
future behavior)

self-aware (capability 
to learn from past 
decisions and use this 
learning to influence 
future behavior)

Memoryless

Protocol stack Communication 
between nonadjacent 
layers

traditional layered 
approach

Communication between 
nonadjacent layers

action Proactive Proactive Reactive
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to fulfill their extended requirements due to their increased  complexity. 
As we can see, these three approaches share some features and they are 
different from others. However, CNs have the capability of including 
CR and cross-layer  concepts for their approaches.

13.4 overcome Weather interferences by cns

In this section, we show a proposal to CN using a KP. The KP is imple-
mented using machine learning as we can see in the following text.

Our proposal is based on previous researches [29,30] about how the 
weather affects the network performance. As we have shown in papers 
[29,30], the weather affects significantly the rate of successes/fail-
ures of control frame (CF) transmissions over the media access layer 
(MAC) layer. Therefore, we consider the approach of CNs as a good 
option to overcome this negative influence. First of all, meteorologi-
cal conditions must be measured together with network performance. 
In our study, the rate of success/failure of control frame transmis-
sions is considered for the network performance. These rates can be 
calculated from counters gathered at access point’ MIB (management 
information base) that can be consulted by simple network manage-
ment protocol (SNMP). We have shown in our previous papers that 
the influence of the weather on other kind of parameters such as man-
agement frames [31] or transport layer’s parameters (jitter, delay, etc.) 
[32] are not so clear, so we focused on CFs from that moment.

The most common formulation focuses on learning knowledge for 
the performance task of classification or regression. Classification 
involves assigning a test case to one of a finite set of classes, whereas 
regression predicts the case’s value on some continuous variables or 
attributes. Our machine learning is based on classification. This clas-
sification has been done previously in our previous works, where we 
found high correlations between weather conditions and wireless 
network performance. According to our work [29], we can see that 
some weather conditions have higher influence than others on CFs 
in IEEE 802.11b/g WLAN. These influences have been calculated 
using Spearman correlation coefficient as CF counters do not follow a 
lineal distribution, so a nonparametric method is required to calculate 
the correlation levels. Table 13.2 shows the level of influence of each 
weather variable on WLAN performance.
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Taking into account this information, we design a KP for devel-
oping a cognitive WLAN that considers the weather as an input to 
improve its performance. Our proposed KP consists of the elements 
showed in Figure 13.2. Some elements take weather data from their 
environment and others collect network performance data from time 
to time. Next, a cognitive module according certain defined rules pro-
cesses this information in order to decide if some change should be 
applied to network function. Finally, if it is required, this same mod-
ule send orders to the involved APs in order to perform some changes 
and actions to improve the wireless communication. Figure 13.2 rep-
resents the elements that make up our KP.

Modules that form our cognitive module and their connections are 
shown in Figure 13.3. The explanation about this cognitive module 
is performed sequentially. First, our cognitive module is collecting 
information from weather [weather variables such as temperature 
(T), solar radiation (S), wind speed (W), and humidity (H)] and net-
work performance [CF of IEEE 802.11MIB] in a synchronous way. 
In order to explain their functionality, we are focusing on only one 
weather variable, for example, temperature. The other weather condi-
tions will perform following the same scheme.

Weather conditions

Network performance data
Decisions to improve
network performance

Cognitive
module

Figure 13.2 KP’s agents involved in our cognitive wireless network.

Table 13.2 Relationship between Weather Variables and WLaN 
Performance

WeatheR VaRiabLe WLaN PeRFoRMaNCe

temperature high
solar radiation Medium/high
Wind speed Medium
humidity Low
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Our algorithm runs every t instant and it has memory, for example, 
it is capable of storing the information read in t − 1. In an instant t, 
our cognitive module reads the information of weather conditions. If 
T(t) > T(t − 1), then the temperature will rise. Our algorithm will go 
to the next module where ΔT is greater than a threshold. In our case, 
this threshold is called T_th(t − 1). If this comparison is false, our algo-
rithm goes to the block called update weather’s threshold. This block 
updates every threshold if it is necessary according to the evolution of 
each weather variable. It will allow having an adaptive algorithm and 
evolves correctly according to our changing environment. In case ΔT 
was higher in terms of absolute value than the threshold, ΔT_input 
would be activated in our block called join information, which will be 
explained as follows: Each weather variable will be able to activate its 
input directly in the join information block. This process is done by 
each weather variable and it permits to activate several inputs in our 
join information block.

According to the activated inputs, our join information block will 
be able to determine which CFs are most affected by some changes 
in weather conditions. This information is known by our clas-
sification process, which has been done in our previous work [29]. 

Take weather parameters

T(t) >
T(t − 1)

S(t) >
S(t − 1)

W(t) >
W(t − 1)

H(t) >
H(t − 1) Yes

YesYesYes

CF, (t) −
CF, (t − 1) 

> =
CF_th(t − 1)

Join information

Update
weather’s

thresholdsUpdate
CF_threshold

Action selector

CF

Yes

Yes

YesYesYes

No No

No

No

Do
action

No No

No No

No

ΔH >
H_th
(t − 1)

ΔW >
W_th
(t − 1)

ΔS >
S_th

(t − 1)

ΔT >
T_th 
(t − 1)

Figure 13.3 Cognitive module in detail.
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This classification process allows selecting the adequate CF counters. 
These selected CF counters will be used in our next comparative 
block. Following the example of temperature, we are going to think 
that our actual environment situation activates only T_input in the 
join information block. RTS_failure is the most affected CF by the 
changes of temperature (see Figure 13.4). Therefore, this CF will be 
selected and evaluated by our algorithm. Figure 13.5 shows how other 
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weather variable such wind speed impacts on the number of duplicate 
frames over time.

Our next block will carry out a subtraction between CF_RTS_
failure(t) and CF_RTS_failure(t − 1). If the result of this operation 
is greater than or equal to a specific threshold CF_th(t − 1), it will 
be activated by the block called action selector. Otherwise, the block 
called update CF_x_threshold will determine if it is necessary to do 
an update. This block updates every CF_x_threshold if it is necessary 
according to the evolution of each CF counter. This block will allow 
having an adaptive algorithm and it evolves correctly according to our 
changing CF counters.

Finally, our block called action selector will have a set of actions to 
do in order to improve the global network behavior. These actions will 
improve the wireless communications without changing any param-
eter of IEEE 802.11b/g/n standard, so it means that any device that 
implements IEEE 802.11 standard could use this solution. Some 
actions that can increase the strength of the wireless communications 
are (1) changing the modulation, (2) changing the packet size, and 
(3)  changing the contention window of IEEE 802.11b/g/n. These 
actions will not be taken all at once. The action performed depends on 
the counters that exceed their set threshold, this phase corresponds to 
the block called do action.

In this way, we will achieve our goal of improving the network 
performance by considering the weather interference using the CN 
approach.

13.5 conclusion

Several published papers have shown that the weather affects the per-
formance of WLANs. This information was taken from the errors in 
CFs. Based on this, we proposed an algorithm that uses a cognitive 
process in order to adapt the WLAN and enable intelligence to the 
network. It compares the weather conditions with the performance of 
the CF transmissions, and according to this, it is decided if it is neces-
sary to change some transmission features. We proposed to modify 
the packet size, the modulation scheme, or the window size when it is 
required. These actions are considered when the weather data and the 
network performance as inputs indicate that it is necessary to perform 
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some change in the transmission features. The main advantage of our 
proposed system is that it can be implemented in any wireless node 
of any WLAN as it does not modify the WiFi standard. The possible 
actions defined in our system are collected from the standard defini-
tion, so it is very easy to include it in any WLAN. The next step of 
our research in this field is to find the features changes that must be 
performed in each case and determine the level of improvement that 
supposes incorporate our proposal in wireless nodes.
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14.1 introduction

Recently, the wireless networks are managed through utilizing a fixed 
spectrum policy, whereby licenses were assigned officially to provide 
the network services for large geographical areas. In wireless access 
in vehicular environments (WAVEs), the communication methods 
deployed based on two standards: vehicle-to-vehicle communication 
(V2V) and vehicle-to-roadside (V2R) base station (BS) or access point 
(AP) communication. For instance, in the United States and Europe, 
the bands at 5.85–5.925 GHz of the wireless spectrum were assigned 
for both V2V and V2R. However, the transmitting process was oper-
ated based on the standards of IEEE 802.11p and IEEE 1609.4 [1,2]. 
In the meanwhile, in realistic urban environments, there are many 
applications functioning by vehicles, such as safety applications in 
additional to traffic monitoring application systems.
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One of the challenges is the need for stable bandwidth and low delay 
in order to maintain these applications within heterogeneous vehicular 
environments. This type of challenge is quite sensible particularly in the 
heterogeneous wireless network environments, whereby different qual-
ity of services (QoSs) are received from multiple access links. Basically, 
any limitation within wireless spectrum for IEEE 802.11p-based 
vehicular networks will result in degrading the real-time applications 
(e.g., voice-over-Internet protocol [VoIP] and video streaming).

In cognitive radio network (CRN) technology [3], an opportunistic 
technology for spectrum utilization is introduced. This technology is 
known as dynamic spectrum access that directly contributes in several 
forms of vehicular communication. The functionalities of CRN are 
implemented in a way to manage the available spectrum in the vicin-
ity. In other words, the CRN-based vehicular environment detects 
the available spectrum over digital television (TV) frequency bands 
in the range of ultrahigh frequency. Moreover, it decides the chan-
nel that can be used as a next optimal candidate based on the desired 
QoS of ongoing applications. Besides, it is always expected that dur-
ing the vehicle roaming, there will be no any harmful interference to 
the licensed owners of the spectrum in CRNs.

However, in CRNs there are many different characteristics that 
include additional concerns than only placing a cognitive radio (CR) 
within a vehicle. For instance, in a vehicular environment, the avail-
ability of wireless spectrum for CR systems perceived by each avail-
able roadside BS and AP is changing dynamically by the time. This 
dynamic changing is not only due to the activities of the licensed 
or primary users of CRN but also based on the relative movement 
of vehicles. Subsequently, the spectrum measurements of available 
CRNs need to be undertaken over the total movement track of the 
vehicles. Moreover, the spectrum sensing or detecting is another key 
challenge facing CRNs within the vehicular environment. In other 
words, it is quite needed that the vehicles are aware about the free 
spectrum and sharing it without noticeable interference with other 
vehicles. However, the spectrum management is highly required by 
monitoring the best available spectrum from the surrounding road-
side access links to meet the communication requirements.

The remainder of this chapter is organized as follows: Section 14.2 
provides a summary of the related works to cognitive handover-based 
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CRNs. Section 14.3 categorizes the CRNs depending on their archi-
tecture, characteristics, and features. Finally, Section 14.4 concludes 
the chapter by highlighting the main issues and challenges that are 
facing the cognitive handover in vehicular heterogeneous network-
based CRNs.

14.2 related Work

In order to enable multichannel operations in the WAVE, the IEEE 
1609.4 standard was proposed. Using this standard, the wireless chan-
nels are periodically synchronized into control and service intervals [4]. 
Within the WAVE system that is functioning based on the spectrum 
of 75 MHz, seven channels are operating. One is control channel and 
the other six operate as service channels. When the vehicular users 
need to transmit the information in the 5.9 GHz band, they have to 
compete for the channel access in order to use it. Yet, as a way to com-
prehend the possible vehicular communications, vehicles must be able 
to communicate each other utilizing V2V or V2R communication. 
This can be achieved by utilizing a wide range of spectra and networks 
such as WiFi networks, cellular networks, WiMAX networks, ad hoc 
networks, TV bands, and satellite networks. The availability of mul-
tispectrum choices depends on the accessible wireless networks in the 
surrounding area in addition to the location of vehicles.

Therefore, several recent works were proposed as advances in CRNs 
such as [3–9]. In CRNs the users are able to sense and handoff from one 
network to another based on the needs and the available environment 
with the support of CRs. It is worth mentioning that in a vehicular 
environment, the high density of vehicles especially in urban areas can 
cause irregular network status. Moreover, the high speed of vehicles in 
addition to the unpredictable behavior of human inside them leads to 
challenging the network selection in heterogeneous networks.

Qiben Yan et al. [10] employed the channel selection technique 
within a network. A theoretical study of the throughput called mobile 
content distribution (MCD) in vehicular ad hoc networks (VANETs) 
was introduced. The MCD method was proposed in spite of using 
of packet-level network coding (PLNC) and symbol-level network 
coding (SLNC) due to the existing lacks in the basic comprehen-
sion of the limits of MCD protocols by the use of network coding in 
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VANETs. Therefore, a theoretical model was developed [10] in order 
to calculate the viable throughput of cooperative MCD in VANETs. 
This was achieved by using SLNC and considering a road topology of 
one dimension with deployed APs as the content source. The deriva-
tive of predicted achievable throughput for a vehicle with respect to 
distance from an AP was calculated and employed for both PLNC 
and SLNC. Figure 14.1 shows the graphs that were modeled in [10]. 
The model design of PLNC is presented in Figure  14.1a, whereby 
the packet transmission in the proposed method stores the packet 
flow that is received by each node until the transmission opportu-
nity is obtained using the scheduling scheme. However, Figure 14.1b 
illustrates the virtual of multihypergraph, where by the process of one 
packet injected to one hyperarc. The proposed theoretical method is 
not applicable in heterogeneous vehicular networks since different 
characteristics can be experienced by vehicles during their roaming.

B

A C

B

A C

(a)

(b)

Figure 14.1 The modeled PLNC (a) Hypergraph for modeling PLNC and multihypergraph for 
modeling SLNC (b). (Data from Yan, Q, et al., IEEE Journal on Selected Areas in Com
munications, 30(2), 484–492, 2012.)
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However, in order to address the related issues to the rapid varia-
tions in the link quality due to fading and mobility at vehicular high-
speed environment, in addition to the transmission rate adaptation. 
A novel context-aware rate selection (CARS) algorithm was imple-
mented and evaluated by Pravin Shankar et al. [11]. In the proposed 
CARS algorithm, the context information that is represented by the 
vehicle speed and distance from the neighbor was utilized to address 
the aforementioned issues, while increasing the link throughput. 
Figure 14.2 presents the architecture design of the proposed CARS 
algorithm [11]. However, this type of solution is not really applicable 
in heterogeneous vehicular environment due to the network charac-
teristics that are different from one to another.

14.3 Architecture, Characteristics, and features of Crns

The CRN networks are categorized into three classes based on architec-
tures’ deployment for CRNs as presented in Figure 14.3. For instance, 
Figure 14.3a shows that the wireless network is formed between vehi-
cles only that rely on the information sharing among them using the 
beaconing system. Figure  14.3b illustrates the second type of CRN 
communication that is based on the heterogeneous roadside interac-
tive system. In this kind of communication, the APs and BSs act as 

MAC
layer

Context information

Context-aware rate
selection

Frame statistics Transmission rate

802.11 wireless firmware

Application
layer

GPS
device

Vehicular
application

Figure 14.2 The system architecture of the proposed CARS. GPS, global positioning system; 
MAC, media access control layer. (Data from Shankar, P. et al., CARS: Context-aware rate selection 
for vehicular networks, IEEE International Conference on Network Protocols, pp. 1–12, 
Orlando, FL, October 19–22, 2008.)
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(a)

BS BS

BSAP
AP

(b)

Centralized BS control

(c)

Figure 14.3 Three main scenarios of architectures’ deployment for CRNs. (a) Vehicle-to-vehicle 
communications; (b) multi local heterogeneous wireless communications; (c) centralized wireless 
communications.
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data sources that supply and coordinate the vehicles in the deployed 
scenario. Eventually, a centralized wireless  communication is demon-
strated in Figure 14.3c, in which the central BS separately performs the 
handover decisions to be processed with selected wireless channel. 
In other words, the distributed information by vehicles is not elaborated 
in the obtained handover decisions in this kind of architectures.

In this section, the characteristics and features of the CRN com-
munication architectures that are presented in Figure  14.3 are dis-
cussed. The mobility impact is one of the important factors that the 
cognitive handover relies on during handover making decision-based 
CRNs. For instance, in CRNs based on the Federal Communications 
Commission in the United States, local sensors are deployed in which 
the vehicles collect various sensing samples at different locations. Thus, 
the obtained sensing samples could be demonstrated at different levels 
of relationship that normally depends on the characteristics of the exis-
tence of buildings or obstacles in addition to the velocity of the vehi-
cles. Therefore, one of the main challenging points is to integrate these 
different data samples in the correct form [12]. To this end, in order 
to achieve an efficient cognitive handover in heterogeneous networks, 
the traffic and vehicles’ mobility speed should be carefully considered.

However, coordinating the process spectrum usage is one of the 
important key issues that are normally facing the cognitive handover-
based vehicular heterogeneous network environment [13]. Therefore, 
there are some efforts done in such a way to establish the two modes 
of integrated spectrum databases. The concept of these databases is to 
keep the vehicles update their spectrum vacancies’ list so that they can 
easily maintain the cognitive handover to the most available spectrum 
in the vicinity. One of the favored options is the interconnection that 
was made between the geolocation information and its database access, 
which is used in identifying the available channels, power and direc-
tion restriction information to be continuously updated into database  
form. Thus, the vehicles should obtain a dedicated out-of-band radio 
interface to request the available databases. As another solution, a 
multiple roadside connection link should be deployed, which can sup-
ply the saved information to the onboard radio channels. Therefore, 
the key challenge of spectrum sensing-based opportunistic spectrum 
access should be optimally addressed to achieve more efficient cogni-
tive handover in heterogeneous networks.
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As another aspect, the security issue in CRNs is one of the  concerns 
that could be faced in the vehicular environment. In order to improve 
the sensing accuracy of the available spectrum, the interaction among 
the vehicles is extremely needed to keep the spectrum information 
continuously updated. Thus, security issues can be raised up during 
this particular process [14]. Throughout the process of CRNs that 
allows the users exchange their sensing reports such as the current 
visibility on each channel, this process could issue another challenge 
to make it more protected. The proposed security methods for CRNs 
are tried to address this issue by assigning weight values to each node 
[14]. Though, in vehicular heterogeneous networks, the situation is 
more complicated. The reason is that the surrounded vehicles are 
rapidly changing  their link of connection by the time of traveling. 
Hence, a fast detection method should be developed to recognize in 
a fast way the malicious vehicles that could send fake sensing reports.

Furthermore, the existing collaboration techniques can cause pri-
vacy issues to the users. Though spying the transmitted spectrum 
reports that are normally exchanging among vehicles, the attackers 
could reveal the identity and movement pathway of drivers. Therefore, 
it is really challenging to develop a system that is able to identify the 
existence of malicious vehicles that send false sensing reports during 
their traveling. Besides, providing more privacy for driver identity and 
movement pathway while vehicles are cooperating is a big issue that 
needs to be addressed.

Finally, in order to summarize the main characteristics and  features 
of cognitive handover, Table  14.1 lists them based on the utilized 
architecture of vehicular heterogeneous networks.

Table 14.1 Main Characteristics and Features of Cognitive Handover for Vehicular 
Heterogeneous Networks

ARCHiTeCTuRe CHARACTeRiSTiCS AND FeATuReS

Vehicle-to-vehicle communications Low implementation complexity; no network support 
required; roles of cooperation are required

Multilocal heterogeneous wireless 
communications

High receiver protection; higher accuracy; fixed 
infrastructure is needed

Centralized wireless communications BS separately decides the channels to be used by 
the vehicle, not relying on information from the 
vehicles; overhead issues
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14.4 Conclusion

In this chapter, the current state-of-the-art research on CRNs is 
 discussed. In CRNs, the main aim is to achieve high throughput under 
multiple constraints and maintain the availability of licensed spec-
trum, transmission mode selection, and link scheduling. Considering 
the special features of cooperative communications, this technology 
can achieve high-bandwidth multimedia applications. Though the 
research area of cognitive handover in vehicular heterogeneous net-
works is still at an initial phase, more concern need to be addressed. 
In other words, the previously discussed related works in this chapter, 
which are concerning in maintaining a better spectrum management 
functionality based CRNs, these methods are still need to be recon-
sidered. This can be done by taking into account the different aspects 
and features of vehicular heterogeneous networks behaviors, for 
instance, the impact of mobility on spectrum management during the 
handover processes. Moreover, the probabilities of cooperation among 
the vehicles share the spectrum information while they are traveling 
in different speeds. Furthermore, more effort need to be devoted to 
evaluate the cognitive handover processes based CRNs in terms of the 
impact of buildings by considering different vehicular environments. 
This effort is demanded as a way to achieve more realistic CRNs that 
totally support the vehicular heterogeneous networks.
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A N D  K AY H A N  Z R A R  G H A F O O R

15.1 Introduction

Wireless communication for vehicular networking is regarded as the 
back bone for intelligent transportation cyber physical systems (CPSs) 
that allow the forwarding of upcoming traffic information to the driv-
ers in a timely manner. Vehicular ad hoc network (VANET) is one 
of the successful applications of mobile ad hoc networks (MANETs). 
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Vehicular communication has attracted the attention of academia and 
industry all over the world (Car-to-Car Communication Consortium 
2007; Festag et al. 2008; Fuentes et al. 2011; Hartenstein and Laberteaux 
2010). Road traffic crashes are one of the largest problems being faced not 
only in the United States but also all over the world. The studies of Wang 
and Thompson (1997) have shown that “about 60% roadway collisions 
could be avoided if the operator of the vehicle was provided warning at 
least one-half second prior to a collision.” The number of death and inju-
ries, and the excessive cost of traffic collisions can be significantly lowered 
if the drivers are provided with upcoming traffic information in a timely 
manner (Car-to-Car Communication Consortium 2007; Festag et  al. 
2008; Ghafoor et al. 2013a, 2013b; Hartenstein and Laberteaux 2010; 
Lloret et al. 2013; Moskvitch 2011; Thiagarajan et al. 2009; US NHTSA 
2012; Watfa 2010) Wireless communication is proposed as a reliable 
information dissemination mechanism for vehicular networks. Moving 
vehicles act as nodes in a network and communicate with each other via 
vehicle-to-vehicle (V2V) communications through VANETs, as well as 
with roadside base stations via vehicle-to-roadside (V2R), along with pos-
sible roadside-to-roadside (R2R) communications. For instance, when a 
road accident occurs, emergency responders could provide information 
about road closure and the estimated time of reopenings using vehicu-
lar communications. In a vehicular network, messages have to be routed 
from the information source to one or several destinations as quickly as 
possible and efficiently (Fuentes et al. 2011; Rawat et al. 2011a, 2011b; 
Watfa 2010). To accomplish vehicular communications, the standard, 
IEEE 802.11p, also known as wireless access in vehicular environments 
(WAVE), operates at 5.9 GHz. The IEEE 802.11p has seven 10 MHz 
channels: six of them are data channels and one of them is a control chan-
nel. There are many challenges in vehicular communications including 
security, privacy, trust, reliable communications, robust connectivity, and 
routing among fast-moving vehicles. Recent research in this area is bridg-
ing the gap between theory and practice (Car-to-Car Communication 
Consortium 2007; Rawat et al. (in press); US DOT 2005; Watfa 2010). 
The US DOT (2005) plans to develop an architecture for vehicle infra-
structure integration based largely on roadside equipment for collecting 
data from passing vehicles and for disseminating it to other interested 
vehicles or concerned authorities. The cellular telephone system was stud-
ied at the University of Virginia, Charlottesville, Virginia, for vehicular 
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traffic monitoring in limited deployments (Smith et al. 2003). Santa et al. 
(2008) have successfully tested cellular network based on universal mobile 
telecommunications system (UMTS) for vehicular communications. 
Since the information exchange between participating vehicles happens 
through V2R and R2V with possible R2R communications, one can 
expect higher delay (few milliseconds to a few seconds). Because of the 
high delay/latency introduced by cellular systems, it is not suitable for for-
warding emergency messages in vehicular networks. In addition, cellular 
networks use licensed bands and users need to pay a usage fee. Unlicensed 
communication such as WiFi (i.e., wireless local area network) and 
Bluetooth would provide a better alternative for communication as users 
do not have to pay licensing fees. However, because of the installation cost 
and limited availability of WiFi networks, it is not an attractive choice 
(Little and Agarwal 2005; Trivedi et al., 2011; Watfa 2010). In this con-
text, V2V-based communications through VANETs, where devices and 
associated technologies use unlicensed bands, are a suitable option.

Technology based on IEEE 802.11p standard works well for dedi-
cated short-range communications (up to 1000  m) in vehicular net-
works. As mentioned earlier, six data channels and one control channel 
that are used for vehicular communications could be easily overloaded 
when there are many vehicles in situations such as city and traffic light 
stops. Similarly, when the vehicle density is sparse, short-range-based 
communication could lead to frequent network breakage among fast-
moving vehicles. This limits the scalability of vehicular networks. Thus, 
vehicular users should be able to sense the idle spectrum bands in a 
wide-spectrum regime and identify spectrum opportunities to use them 
dynamically without creating any harmful interference to licensed pri-
mary users that have the legal permission to use those bands exclusively.

This chapter presents the cognitive radio (CR)-enabled vehicular 
communications to sense the channels to identify spectrum oppor-
tunities to forward upcoming traffic information (Rawat et al. 2012; 
Rawat and Popescu 2012).

The rest of the chapter is organized as follows: Section 15.2 pres-
ents the general framework for transportation CPS including com-
munication models. Section 15.3 discusses the CR-enabled vehicular 
communication for transportation CPS. Section 15.4 presents the 
collaborative decision making for transportation CPS. Section 15.5 
concludes the chapter.
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15.2 Transportation CPS Framework

CR-enabled transportation CPS and applications have the capabil-
ity to interact with and expand the capabilities of the physical world 
through computation, communication, and control as shown in 
Figure  15.1. Transportation CPS for information dissemination is 
expected to use a variety of wireless technologies such as WiMAX, 
WiFi, Bluetooth, ZigBee, WAVE, cellular, and satellite. Each vehi-
cle senses the radio spectrum to identify the spectrum opportunities, 
adapt its transmit parameters suitable to the spectrum opportunities, 
and use them opportunistically without creating harmful interference 
to licensed owners. 

In transportation CPS, vehicles that participate in communica-
tions are considered to be equipped with computing and communicat-
ing devices. Communications among vehicles in vehicular networks 
could be accomplished using peer-to-peer networks or through the 
roadside infrastructures as discussed in Sections 15.2.1 and 15.2.2.

15.2.1 Vehicle-to-Roadside-to-Vehicle Model

In vehicular networks, vehicles can exchange information using 
V2R and roadside-to-vehicle (R2V) communications as shown in 
Figure 15.2.

In this model, vehicles communicate with each other using road-
side infrastructures as relay units to forward information to vehicles. 
However, V2R- and R2V-based wireless communications in vehicular 
networks introduce the latency/delay (Santa et al. 2008), as message has 

1. Radio spectrum
sensing by vehicles

CR-enabled
transportation

CPS

2. Analyzing sensed data to

find spectrum opportunities for

vehicular communication

3. 
Adap

tin
g t

he r
ad

io para
mete

r

an
d tr

an
sfe

r t
raffi

c i
nform

ati
on

in ve
hicu

lar
 netw

orks

Figure 15.1 Component of CR-enabled transportation CPSs.
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to be transmitted from a source vehicle to a roadside unit and from the 
roadside unit to a destination vehicle with possible intermediate R2R 
communications. Vehicles could use existing cellular infrastructure to 
forward the information. However, when cellular infrastructures are 
used, vehicular users will have to pay usage fee as cellular bands are 
licensed to service providers. As a result, they may not be able to remain 
online all the time to transmit information. Thus, this method intro-
duces high delay, as vehicular users have to set up a call before trans-
mitting the actual information every time. Alternatively, IEEE 820.11 
wireless network infrastructure could be used since there is no usage cost 
for industry, scientific and medical (ISM) bands. However, there are no 
such IEEE 820.11 wireless network infrastructures installed through-
out the highways or roads to cover all areas for vehicular communica-
tions. Installation or usage cost and delay introduced by the roadside 
units and message forwarding using V2R and R2V communications are 
also not a good choice for vehicular communications. Thus, the vehicles 
using CRs would be able to sense the radio spectrum, identify the idle 
bands, and use them opportunistically using V2V communications.

15.2.2 V2V Model

When roadside infrastructures are not available for vehicular com-
munications, vehicles directly communicate with each other through 
single hop or multiple hops by forming an ad hoc network as shown 
in Figure  15.3. In this model, as vehicles do not use any roadside 
units, there is no cost for the installation of roadside infrastructures. 
As message forwarding is done using direct communications, vehicles 

V2
R

R2R

R2V

R2V

Figure 15.2 V2R, R2R, and R2V communications for transportation CPS.
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could transmit the information more quickly than the vehicle-to-
roadside-to-vehicle (V2R2V)-based communications. V2V-based 
communication is the best way of delivering the emergency mes-
sages using single-hop communications. This V2V-based communi-
cation is also applicable for the situations such as evacuations when 
all other road infrastructures are overloaded. Based on the needs, 
vehicles could sense the channel and use the least jammed/overloaded 
channels for their communications. Vehicles could use ISM bands 
for V2V communications without paying any licensing fees associ-
ated with radio-frequency (RF) spectrum with the technologies such 
as Bluetooth, ZigBee, WiFi technology in ad hoc mode, and ultra 
wide band (UWB) (Arslan et al. 2006; Bluetooth Technology 2012; 
IEEE 2003; ZigBee Alliance 2009; ZigBee Alliance 2012). 

However, in the V2V model, without implementing robust secu-
rity and privacy-aware systems, vehicular users could pretend to be 
someone else or could insert malicious messages in the vehicular net-
work to mislead the communications (Rawat et al. 2011a). As vehicles 
could join the network and leave it at any time depending on the 
drivers’ will. It would be almost impossible to track down malicious 
vehicles since there is no central unit to keep records of all partici-
pating vehicles. Thus, we need to provide anonymity to participat-
ing vehicles or users and implement robust security and privacy-aware 
systems (Rawat et al. 2011a).

V2V links

Figure 15.3 V2V communications using single hop and multiple hops to forward messages in 
the transportation CPS.
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15.3 CR-Enabled Vehicular Communications

The selection of wireless technology used in vehicular communication 
depends on the application that the vehicular network is envisioned 
to support. There are several factors that influence networks of fast-
moving vehicles. Vehicular network has the following peculiar fea-
tures (Li et al. 2009):

•	 Network topology changes constantly because of the fast-
moving vehicles. 

•	 Human/driver behavior affects the network topology of 
vehicular network since drivers can join or take exit at any 
time when it is possible to do so. 

•	 The density of vehicles depends on the location and penetra-
tion ratio. For instance, in an urban area, more vehicles would 
be present, whereas in a rural area, vehicle density would be 
very low. 

•	 Most of the existing wireless access technologies are not 
designed for high-speed vehicles.

•	 Within the vehicle, there is virtually unlimited power, unlim-
ited storage, and unlimited computing capabilities, making 
vehicular network different from other wireless networks. 

•	 Vehicular communication requires low latency for safety appli-
cations to forward emergency messages in a timely manner.

•	 Information and entertainment (infotainment) multimedia 
messages are bandwidth hungry; thus, the multimedia appli-
cations could easily suffer in low-bandwidth vehicular com-
munication networks.

It is important to note that the choice of the wireless technology 
depends on the application that the vehicular network is proposed to 
support. When vehicles have choices of wireless technologies, they 
should be able to choose the best one using some best network selec-
tion methods. The vehicles with virtually unlimited power, storage, 
and computing capabilities could implement CR technology and 
identify to use the suitable wireless frequencies. This allows vehicu-
lar users access the wireless networks that meet the requirement of 
vehicular networks. Depending on the availability of the RF based 
on the sensed information by CR embedded on the vehicle, suitable 
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bands or wireless networks will be chosen to provide reliable wireless 
communications as shown in Figure 15.4.

15.3.1 Applications of CR-Enabled Transportation CPS

One of the main goals of transportation CPS is to provide safety and 
comfort for passengers and drivers by forwarding upcoming traf-
fic information in a timely manner. Using CR, individual vehicles 
would be able to identify a suitable frequency and adapt their transmit 
parameters to transmit safety messages and infotainment information 
in a timely manner and with high reliability. In a broad sense, vehicu-
lar communication has three main applications: safety, comfort, and 
distributed cloud computing

15.3.1.1 Emergency and Safety-Related Applications Transportation CPS 
is intended to forward the upcoming traffic information in a timely 
manner to the vehicles to inform drivers so that they could make a 
wise decision to avoid accidents and/or delays (Rawat et al. 2011b). 
The emergency- and safety-related applications include collision alert, 
emergency vehicle approaching, deceleration alert, road condition 
warnings, merge assistance, and so on. Note that the emergency- and 
safety-related applications require messages to be propagated from the 
point of occurrence to the destination vehicles with very low latency. 

WiMAX coverage
WiFi coverage

RSU

Cellular coverage

Figure 15.4 Wireless coverage of different networks for CR-enabled transportation CPS.
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15.3.1.2 Infotainment Applications Infotainment applications in 
 transportation CPS aim to improve passenger comfort and traffic effi-
ciency and include information about roadside facilities (such as shop-
ping malls, fast foods, hotels, parking spots, and gas station/price), 
electronic payments, weather condition, and interactive multimedia 
communications. These applications are bandwidth hungry but are 
delay torrent.

15.3.1.3 Distributed Cloud Computing Applications As vehicles are 
equipped with virtually unlimited power, storage, and computing 
capabilities, they could form a cloud for distributed computing on the 
fly and provide computing services for vehicular networks as proposed 
by Olariu et al. (2011).

15.4 Radio Spectrum Sensing for Vehicular Communications

Based on the received signal, each vehicle uses two hypotheses for 
the received signal r(t) to test whether the given channel is idle. The 
received signal is just the noise (hypothesis H0) when channel is idle; 
otherwise, it will have both noise and signal (hypothesis H1), that is,
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To decide whether there is a signal vehicle can use energy detection 
against a given threshold λ as
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If there is a signal, the hypothesis H1 is true, which implies that 
L(r( j)) = 1, otherwise L(r( j)) = 0. Using this approach, each vehicle 
can identify whether the channel is idle. We formulate the available 
probability of the jth link in the nth time interval [tn, tn+1) following 
a Bernoulli process as
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The state transition diagram with transition probabilities is shown in 
Figure 15.5 with two different statuses of the channel (available or 
unavailable). 

There are chances of getting miss-detection of the signal or false alarm. 
This can be avoided using cooperative sensing. Note that dedicated short 
range communication (DSRC) mandates that each vehicle should send its 
periodic broadcast message (which includes its speed, acceleration, geolo-
cation, direction, etc.) to other neighboring vehicles. With that periodic 
message, each vehicle could incorporate the spectrum occupancy informa-
tion of the channel and make a decision collaboratively. Thus, a collaborative 
decision could be made using logical AND operation or OR operation.

 L L r jFC i i= ∀AND ( ( ))  (15.4)

where:
AND is the AND operator

When all vehicles report L(r( j))i = 1, then the collaborative decision 
LFC will be 1 (hypothesis H1); Otherwise LFC will be 0 (hypothesis H0). 
Alternatively, we could use logical OR operator as 

 L L r jFC i i= ∀OR ( ( ))  (15.5)

When any of the participating vehicles report true, that is, L(r( j)) = 1, 
then the collaborative decision LFC will be 1 even if all other vehicles 
report L(r( j)) = 0. When all report idle, then the LFC will be 0. The OR 
operator could be little less conservative since when one vehicle reports 
L(r( j))  =  1, the collaborative decision LFC becomes 1. To avoid this 
problem, vehicles could use majority voting instead of OR operation as
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Figure 15.5 State transition diagram of opportunistic link.
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where:
LMFC is the average value of at fusion center and is computed as

 L
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( ( ))  (15.6)

When a vehicle finds the idle spectrum using the above-mentioned 
methods, it could set up a connection in a identified idle channel and 
tune its transmit parameters with the help of CR to transmit the traf-
fic information.

Two different scenarios exist in vehicular communications when 
the V2V-based model is used:

•	 Scenario 1 (one-way traffic where vehicles move in the same 
direction): In this scenario, vehicles move in the same direc-
tion and with almost constant speeds, and the relative speed 
between the vehicles is very small. For instance, the relative 
speed of two vehicles moving with 60 miles/hr in the same 
direction is 0, and thus, one vehicle could be seen as station-
ary to a moving vehicle. The smaller the relative speed, the 
longer the time after spectrum sensing for connection setup 
and data exchange between the vehicles will be as shown in 
Figure 15.6.

•	 Scenario 2 (two-way traffic, i.e., vehicles move in both direc-
tions): The relative speed of two vehicles moving in opposite 
directions will be the sum of the speeds of two vehicles. For 
instance, two vehicles traveling in opposite directions on a 
highway at a speed of 60 miles/hr will be moving at a rel-
ative speed of 120  miles/hr, and these vehicles will have a 
very short time for connection setup and data exchange using 
wireless devices for a given transmission range. Furthermore, 
spectrum sensing time also plays a significant role to have 
successful communications. 

Time available for sensing and vehicular communications

Vehicular communications and information exchangeConnection
setup time

Spectrum sensing
and adapting TX

parameters

Figure 15.6 Spectrum sensing and opportunistic vehicular communications. TX, Transmitter.
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15.5 Summary and Conclusions

According to Cops (2006), program manager of Vehicle Infrastruc -
ture Integration Consortium, 50% of vehicles on the road will have 
communication devices on board. By 2030, almost all vehicles will 
have the communication equipment, and thus we expect fully oper-
ational vehicular networks. Until then, there are several challenges 
that still need to be addressed for fully realizing the capabilities of 
vehicular communication for intelligent transportation systems, which 
include the following:

 1. Security and privacy: Note that the identity of the vehicle is 
linked with the owner or renter, and thus privacy and security 
in vehicular network is important. Vehicular network users 
would expect the same level of privacy and security as they 
have with the legacy road driving.

 2. Low latency and reliable connectivity: Emergency messages 
should be forwarded in a timely manner to educate drivers 
who are approaching the accident areas. Connectivity among 
fast-moving vehicles is another challenge to be addressed to 
realize the full potential of vehicular networks for reliable and 
fast delivery of traffic messages.

 3. Authentication: Authentication process for vehicles as well 
as messages is one of the major challenges in vehicular 
networks.

 4. Vehicular data ownership: Messages containing the identity of 
drivers should not be in the public domain so that no one can 
trace individual vehicles or drivers.

 5. Human behaviors: Drivers have significant role in vehicular 
network since the network topology changes according to 
the driving habit of the drivers and their destinations. Thus, the 
driver behavior results in variation of vehicle density on the 
road and network topology.

In this chapter, we presented CR-enabled vehicular communications 
for transportation cyber physical systems. The selection of wireless 
technology depends on the application that the vehicular network is 
envisioned to support. It is noted that each wireless device mounted 
on a vehicle should be able to use radio spectrum opportunities and 



475Cognitive radio-enable vanet

adapt the transmit parameters according to its operating  wireless 
 environment. Delivering real-time traffic information to drivers 
through wireless communication in vehicular networks can assist in 
avoiding traffic accidents and congestions.
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