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Chapter 1
Introduction

© The Author(s) 2014
J. Han et al., Device-Free Object Tracking Using Passive Tags, SpringerBriefs  
in Electrical and Computer Engineering, DOI 10.1007/978-3-319-12646-3_1

1.1  Why Device Free Tracking?

Object tracking is one of the primary tasks of digital life and smart computing. In 
the past decade, device-based tracking techniques have matured enough to provide 
accurate location and motion information about the target in outdoor environments. 
Leveraging the location-aware device, such as the GPS terminal, smart phone, or 
RFID transponder, computer software can detect where the target is or how it is 
moving. With the information, people can further perceive the trace of the target, 
and then take specific actions.

During perception, devices embedded in the target report the location-related 
information, including the direct location information and indirect location infor-
mation. Direct location information can show the coordinates of the target via the 
device, e.g. GPS readings. The latter usually contains certain physical information 
that is related to the actual position of the target. For example, the received radio 
signals strength reported by a cellphone implicitly shows the distance between it 
and the access point. Obviously, direct location information is more convenient for 
the applications. However, it requires specific location sensors, incurring a much 
higher cost than the indirect location information.

In outdoor environments, device-based tracking solution is widely deployed, 
e.g. GPS systems. The accuracy of GPS system is satisfied with the people’s lo-
calization requirement. In contrast, it is still challenging to realize accurate and 
reliable localization techniques for indoor applications. The reasons are twofold. 
First, localization infrastructure is usually not available in indoor environments due 
the shielding effect from the build. In such a scenario, GPS signals are weak or un-
reachable, leading the localization serve unavailable. The cost of redeploying a new 
localization infrastructure, however, may be unacceptable.

Second, the majority of indoor localization solutions are also device based. Spe-
cific devices are required to be attached with or embedded in the target, which 
results limits or inconvenience to the user movement. In particular, the target will 
be uncooperative in some applications, e.g. the intruder detection. It is impossible 
to attach a device to the thief in advance and then detect his movements. On the 
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other hand, nonintrusive sensing or detection becomes popular. With the aim of 
minimizing or eliminating the user intervention, the nonintrusive tracking systems 
are promising in everyday applications.

1.2  Why Passive RFID Tags?

Such a nonintrusive tracking system can be achieved by deploying various sensors 
including passive infrared (PIR) sensors, sonic sensors, and video camera sensors. 
Those sensors are able to provide high accuracy and sensitivity. Deploying those 
sensors, together with the system, incurs high cost to large scale deployments. In 
practice, some infrastructures, such as Wi-Fi and RFID, have been widely deployed. 
The wireless signals of those systems can be disturbed by the target to be tracked. 
Observing and analyzing the change of those signals enable low-cost and nonintru-
sive detection on the location and motion of the target.

In this book, we aim to design a practical device-free tracking system using 
RFID tags. Many RFID based motion detection or trajectory tracking approaches 
have been proposed in the literature. However, most existing approaches are device-
based and not suitable for intrusion detection and tracking in many applications.

Our object is to reuse existing passive RFID systems, which have been deployed 
in modern logistic and inventory applications, for anti-intrusion. Previous works 
mainly use active tags to achieve this goal. However, the cost of active tags is usu-
ally hundreds times higher than that of passive tags. Although the active tag based 
solutions can detect the intruder with a long range while keeping him unaware, the 
huge deployment cost becomes a barrier of their deployments.

The solution is inspired by our observation on the interference between tags. We 
observed a phenomenon that when the antennas of two passive tags are approach-
ing to each other, one tag (or both of them) becomes unreadable due to the coupling 
effect among passive tags. In particular, the two tags will JUST present such a phe-
nomenon, namely critical state, in a certain distance. Keeping the distance, reader 
transmission power, and other factors unchanged, the one or two tags will retain 
the unreadable state. The critical state can be utilized to detect the movement of 
nearby objects. When an object moves around the two tags, termed as Twins in the 
following, some extra RF signals will be reflected to the tags. The one that became 
unreadable can harvest those signals, which will induce currents on its antenna. 
Because the Twins keeps a “fragile balance” between the readable and unreadable 
states, a small portion of energy will be sufficient to trigger the state change, i.e. 
from unreadable to readable state. We define this change as a state jumping. The 
critical state and its sensitivity to nearby movements motivate us to leverage the 
Twins for localization and motion detection, enabling a device-free tracking on 
moving objects.
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1.3  What Comes Next?

Chapter 2 introduces background knowledge of RFID technology, including the 
brief history, terminologies, frequencies, and operation patterns. Chapter 2 also re-
views the related work in the literature of localization and location based service. 
Chapter 3 describes the observation, operating principle, and theoretical analysis 
of Twins. In particular, Chapter 3 details the solution on some practical problems 
in system design and deployment, such as the mismatch in terms of the number of 
unreadable tags under critical state between the theoretical analysis and real ex-
periments. Chapter 3 also reports the discovery of a new structure-aware coupling 
model between adjacent tags. Chapter 4 presents Kalman filter based and particle 
filter based tracking schemes for tracking the object. The two schemes are designed 
for dense deployments. Chapter 5 extends the Twins to sparse deployment scenarios 
and presents a SVD based tracking scheme. A brief Afterword rounds out the main 
text of the book.
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lar order) Qian Chen, Panlong Yang, Zheng Yang, Yuan He, Longfei Shangguan, Lei Yang, Yi 
Guo, Han Ding, Pengfeng Zhang, Shaoping Li, Xing Wang, Wenpu Li, Wei Zhou, Yao Wei,  
Luyao Wang, Yingying Gou, Ge Wang, and many others.

We greatly appreciate the support, guidance and encouragement given by Springer’s team, includ-
ing Jennifer Malat and Susan Lagerstrom-Fife.
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Chapter 2
Background

© The Author(s) 2014
J. Han et al., Device-Free Object Tracking Using Passive Tags, SpringerBriefs  
in Electrical and Computer Engineering, DOI 10.1007/978-3-319-12646-3_2

The establishment of RFID based localization requires a deep understanding on the 
component, operation principle, and propagation of RF signals. It is necessary to 
introduce the background information about RFID systems before stepping towards 
the RFID based localization. In addition, we will introduce the related localization 
approaches in the literature in this chapter.

2.1  Radio Frequency Identification

2.1.1  RFID History and Practice

The RFID technology was derived by the usage of Radar for object detection. With 
the increasing demand of detecting airplanes beyond visual range, radar techniques 
were rapidly developed in 1930s. With the backscattered microwave, the radar op-
erator was able to alert when the aircraft moved at hundreds of kilometers per hour. 
However, one of critical tasks of radar based detection was not well solved at that 
time, distinguishing the side to which the aircraft was belonging.

The first solution was found by the German air force in a simple way. Some 
fighters from the German air force suddenly performed some maneuvers, for ex-
ample a roll, before the air combat. Sometimes, a squadron of fighters did this be-
havior without any reasons. Later, this behavior was intercepted as a very naïve 
but effective Identification of Friend or Foe (IFF) solution. By rolling together, the 
Luftwaffe pilots could change the backscattered signals to the radar, such that the 
“modulated” signals shown on the reader screen appeared a specific pattern. In this 
way, the German radar operators could identify them as the friendly targets. This 
story is a typical case to show how passive RFID systems work via backscattered 
radio waves.

Considering the basic goal, the information modulated into the maneuver based 
behavior is too limited for identification. First, the maneuver can be performed 
either by friendly or foe targets, lacking of effective protection on the modulated 
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information. Second, the contained information by this behavior is also limited, for 
example, only 1 bit in a roll. But such an idea inspired the development of passive 
backscattering communication, which is the basis of RFID technology. The most 
distinct feature of passive backscattering is that the object is not with any transmit-
ter. The object scatters back the radio signal transmitted from the radar station for 
identification.

After World War II, the RFID technique was not developed rapidly, due the high-
ly expensive and large sized transponder. Later, with the development of very large 
scale integrated circuit (VLIC), people were able to produce extremely cheap and 
small chips as well as circuit components, resulting a rapid progress in the RFID 
manufacture. Using RFID tags to achieve more automatic and intelligent identifica-
tion finds an increasingly requirements from many applications, such as the asset 
management, logistics, supply chain, access control, etc.

An RFID system comprises of three parts, the reader, tag, and backend server. 
The reader is used for read/write tags, determining the operating frequency and 
range. For most RFID systems, the tag is a media that stores certain information 
about the user or the object it attaches. The identity is the most commonly used 
information stored in the tag. Therefore, the identification, in which the reader re-
trieves the ID from a tag, is the most essential functionality of RFID systems.

Generally speaking, the major functionalities of the reader include:

• The reader communicates with the backend application via some standard inter-
faces. The backend application actively operates the reader for communicating 
with the tag, and exchanges with the reader with three major types of informa-
tion: the information of tags (e.g., ID), identifier of the reader, and necessary 
information about the operation.

• The reader tackles the collision among tags, and identify each tag within its in-
terrogation range. To this end, people develops the anti-collision algorithms for 
RFID systems.

• The reader can detect the error in the reading/writing tag procedures. Due to 
the ambient interference to the wireless communication between the reader and 
tag, the error detection and correction are very important for RFID systems to 
achieve reliable identification.

Normally, the backend server and the reader are jointly termed as “reader”. Without 
loss of generality, we also term the combination of reader and backend applications 
as reader in the following. We show an example of RFID systems in Fig. 2.1.

2.1.2  Active and Passive RFID Tags

Three major types of RFID tags are currently available in the market. There are ac-
tive, semi active (or semi passive), passive tags.

Active tags generate the high-frequency RF signals using the power from their 
own batteries. The battery also provide power to tags for their internal operations, 
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such as the modulation and computation. The normal operating range of active tags 
is often tens of meters, sometimes above 100 m. Due to limited capacity of battery, 
the lifetime of active tags is not long. It is non-trivial to replace the battery after 
deploying a active RFID system. The large size and high manufacture cost are other 
two issues for active RFID systems.

Passive tags are not with battery on board. They can only backscatter the RF sig-
nals sent from readers. Meanwhile, the passive tag harvests the energy from those 
signals for modulating its data to the backscattered signals. The interrogation range 
of passive tags is generally much shorter than that of active tags, e.g. ranging from 
only several centimeters to a few meters. On the other hand, passive tags are gener-
ally cheaper and smaller than their active counterparts, which is its major advantage 
for large-scale implementation.

Semi active (or semi passive) tags are a combination of active and passive RFID 
transponders. They use their own power for the modulation while adopting the 
backscattering data transmission pattern similar to passive tags.

The tag has two functional components, the antenna and chip. Figure. 2.1 shows 
a passive tag. The tiny rectangle in the center is its chip, while the other metal parts 
are its antenna. The chip is in charge of decoding/demodulating the command from 
the RF signal sent by the reader and encoding/modulating the response or data to 
the returned RF signal. As aforementioned, the active tag will actively generate the 
RF signal, while the passive tag will backscatter the RF signal sent from the reader. 
There are also two major types of antennas used by current RFID systems, coil and 
dipole antenna, for the inductive coupling and electromagnetic radiation systems, 
respectively. When the antenna is connected with the chip, it would introduce high 
capacitance and impedance. For achieving a good power matching, the total re-
sistance should be equal to the maximum load resistance of antenna. On the other 
hand, the antenna is usually designed as a twisted shape to minimize its size Fig. 2.2.

Reader Antenna

En/Decode

Command/
Response 

Unit

Logical Memory

Data Protocol 
Processor

Baseband Signal 
Processing

Command 
Mapping 

Rules

RF 
Communication 

Component

RF Circuit

Tags

ReaderBackend Server

Fig. 2.1  An example of RFID Infrastructure
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2.1.3  Frequency and Operating Range

The most important factor in passive RFID systems is the operating frequency of 
the reader. Although the frequency used by existing RFID systems is widely distrib-
uted, say from 135 kHz to 5.8 GHz, the available frequency spectrum for a certain 
type of RFID devices is limited, e.g. 860 ~ 960 MHz for UHF passive tags. There 
are four typical frequency ranges used in practice: 135 KHz, 13.56 MHz, UHF 
(433 MHz, for active tags, 860–960 MHz for passive tags), 2.45 GHz, and 5.8 GHz.

The operating patterns between the reader and tags are separated into two 
groups. The RFID systems that use the frequency below 30 MHz are belonging 
to the inductive coupling, while those that use the frequency above 30 MHz are 
using electromagnetic radiation. The frequency selection is generally determined 
by consideration of RF wave’s penetration and absorption. For example, the low-
frequency RFID systems are usually used for the better penetration capability. For 
the higher-frequency RFID systems, the operating range is larger and the sensitivity 
is better than the lower-frequency one. In this paper, we focus on the passive UHF 
RFID systems working on the 860–960 MHz spectrum, where the bottleneck of 
operating range is the transmission power of the reader.

2.1.4  Inductive and Radiative Coupling

Generally, the RFID systems mainly use two ways for communication, inductive 
computing and radiative coupling.

The inductive computing is usually adopted by the lower frequency RFID sys-
tems, such as the LF and HF RFID tags. The inductively coupled transponder uses 
a large-area coil or conductor loop as its antenna. The reader also has its coil for 
the communication. The reader actively generates an electromagnetic field using its 
coil. If the wavelength of the operating frequency of the reader is much larger than 
the distance between the transponder and reader, the electromagnetic field can be 
treated as a magnetic alternating field, which penetrates the area around the coil. For 

Fig. 2.2  An example of an 
RFID tag used at Wal-Mart. 
(Source: Wal-Mart)
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the part that penetrates the coil of the transponder, it induces a voltage on the tran-
sponder’s antenna. In addition, the inductive coupling is actually a transformer-type 
coupling, which the induced voltage is rectified and used as a power supply. Since 
the RF signal sent from the reader is not a stable and continuous power supply, a 
capacitor serves as an energy bank in the transponder. The transponder then requires 
certain time periods to charge the capacitor for accumulating sufficient energy for 
operation. In practice, the tag usually switches between two states, standby and 
power-saving modes in the charging procedure for achieving an efficient charging 
(Fig. 2.3).

Besides the charging cycle, the inductive coupling is also used for data transmis-
sion. The transponder activates an on-chip oscillator, resulting in a weak magnetic 
alternating field. Similarly, the generated magnetic alternating field also penetrates 
the reader coil, inducing a weak voltage on the reader coil. The modulation can be 
achieved by changing the on/off state of the impendence connected to the coil such 
that the induced voltage shows corresponding high/low state. In this way, the data 
can be transmitted between the transponder and reader.

Radiative coupling, also known as the electromagnetic backscatter coupling, 
support a long-range communication. The antenna of radiative coupling transpon-
ders is comparable in size to the wavelength of their operating frequencies, includ-
ing the UHF frequencies of 868 MHz (Europe) and 915 MHz (USA), or the micro-
wave frequencies 2.5 and 5.8 GHz. In the radiative coupling, the reader antenna 
radiates continuous electromagnetic waves (CW in short). According to the free 
space path loss principle, the CW power fades in a relationship to the square of the 
distance traveled. A portion of the wave interacting the transponder antenna induced 
a coupled current, which can be used as the power supply. Another portion of the 
original CW is scattered to different directions, in which a small portion of CW will 
be backscattered to the reader. In this procedure, the reader can modulate the data it 
transfers via amplitude shift keying(ASK), frequency shift keying(FSK), or phase 
shift keying(PSK). For the cost concern and simplicity of demodulation, the major-
ity of passive RFID systems use ASK modulation. On the other hand, the IC circuit 
of transponder can change its impendence in time with the data to be transmitted, 

Fig. 2.3  An example of inductive coupling systems
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and hence vary the relationship between the impendence of transponder ZT and the 
impendence of transponder antenna ZA. In this way, the transponder modulates its 
data to the backscattered CW.

Corresponding to the inductive coupling and radiative coupling, there are two 
types of communication ranges between the reader and tag, near-field and far-field. 
According to [1], the boundary between the two fields is R= 2D2/λ, where D is the 
size of antenna and λ is the wavelength of antenna. In the near-field communica-
tion, the interaction between the reader’s and tags’ antennas is based on inductive 
coupling [2]. Far-field communication operates based on radiative coupling.

2.1.5  Dipoles Antenna and T-Match Structure

Most passive tags use a half-wave dipole antenna. In our system, Twins uses com-
mercial passive tags modeled as Impinj E-41b in Fig. 2.4 The length of antenna 
is usually half of the wavelength λ/2, i.e. 16 cm (with the operation frequency 
915 MHz). The antenna is bent to form a meandered dipole for further reducing its 
size. However, meandered dipole introduces mismatching impendence between the 
antenna and the IC circuit in the tag, which might result in a small power transfer 
coefficient and inefficient energy absorption. Manufactures then adapt a short an-
tenna to connect the capacitive IC load, forming a T-match structure, as shown in 
Fig. 2.5. In this structure, the impedance is balanced between the longer meandered 
dipole (with the length of L) and shorter dipole (with the length of a). The IC of 
the tag connects to the meandered diploe via two wings of the short dipole Fig. 2.6.

Fig. 2.5  Half-wave dipole 
antenna of passive tags
 

Fig. 2.4  An example of radiative/backscatter coupling systems
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2.2  Localization and Location Based Service

Location based services (LBSs) have been a part of our life. In the literature of 
indoor localization, many techniques have been proposed in the recent decades. 
Generally, they fall into two categories: model-based and fingerprinting-based.

2.2.1  Model-Based Indoor Localization

Model-based indoor localization approaches use geometrical models to figure out 
locations. In those methods, locations are calculated instead of retrieving from 
known reference data.

RSSI-based ranging algorithms calculate distances among nodes based on the 
Log-Distance Path Loss (LDPL) model according to the measured RSS values. 
These approaches decrease the localization accuracy due to the irregular signal 
propagation, especially in indoor environment. Lim et al. [3] use WiFi sniffers de-
ployed at a known locations to measure the RSS from APs, and then use the LDPL 
model to build RSS map. Madigan et al. [4] use a Bayesian hierarchical model 
without the need of locations of the training points. However, they are still required 
to have prior knowledge about the AP locations. To avoid the use of AP localiza-
tions, EZ [5] builds the physical constraints of wireless signal propagation based 
on the LDPL model and uses the genetic algorithms to solve the positioning prob-
lems. RSSI is susceptible to multipath propagation, which results in large errors 
inside. Wu et al. [6] proposes to extract the dominant cluster of paths from CIR to 
reduce the ranging error from RSSI. They implemented a prototype, namely FILA, 
on OFDM based WiFi with off-the-shelf NICs, and leveraged the channel state in-
formation (CSI) to alleviate multipath effect at the receiver. Centaur [7] combines 
RSSI and acoustic ranging.

Other than the RSS related model, the geometric models are also exploited to 
characterize the relationship of signal between transmitters and receivers. PinPoint 
[8]and the work proposed by Werb et al. [9]use the time delay in signal propagation 
to estimate the distance between wireless nodes. GST [10] uses the difference in 
time of arrival (ToA) of the RF signal from multiple transmitters at known posi-
tions. Similarly, PAL [11] uses ToA between the UWB signals to a plurality of re-
ceivers to determine the position. Cricket [12] and AHLoS [13] utilize propagation 
delays between RF and ultrasound signals to estimate the location of wireless de-

Fig. 2.6  Real tag model and T-match structure
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vices. These solutions usually require tight synchronization of time and equipment 
extra ranging hardware, which limits their applicability.

Angle-of-arrival (AoA) based techniques make use of multiple antennas to es-
timate the angle at which the signal is received, and their geometric relationship 
to locate the wireless transmitter. Even with access to the information of the raw 
signal using 8 antennas [14], they can be derailed in rich multipath indoor environ-
ments where the direct signal path is often blocked. To solve this problem, some 
techniques based AoA require 6–7 sophisticated antenna systems [15], not possible 
in low resolution WiFi hardware products. Recently the Array-Track system [16] 
achieves a very precise localization using the AoA calculated from a rectangular 
array of 16 antennas. Arraytrack uses spatial and temporal smoothing, and time-
based AoA grouping to suppress the effect of multipath on the location estimation. 
Although these techniques will certainly improve the accuracy of localization, Ar-
raytrack stops to identify the actual angle of the direct path, particularly within the 
constraints of linear antenna arrays offered by the hardware WiFi products. SpinLoc 
[17] and Borealis [18] require the user to do a complete a 360° ± turn.

2.2.2  Fingerprinting-Based Indoor Localization

Fingerprinting based solutions are established upon a general paradigm that, for 
each state instance p P∈ ,  there is a unique corresponded “fingerprint” vector  
νp ∈V.

When this vp is detected again at another time, we know the system is currently 
at state instance p. When this paradigm is specialized in the localization problem, 
this is fingerprint-based localization.

In outdoor environments, most wireless signals are propagated in Line-of-Sight 
(LoS) mode. It provides well suitable environment for model-based localization, i.e. 
precise timing or ranging.

However, in indoor environments, the multipath propagation has the major ef-
fect. The received signal at the endpoint is the sum of a larger number of reflected 
signals. It is difficult to separate these reflections, and hence hard to adopt model-
based system.

Fingerprint-based schemes shortcut this difficulty by directly focusing on the 
signal distribution at specific positions.

Although it requires nontrivial human labor to site survey the signal map, its en-
vironmental-robustness still demonstrates its strong practicability to both research 
and industry communities.

In the early development stage of fingerprint based localization, there are few as-
sistant techniques to improve the accuracy. With the rapid spreading of smart phone, 
more hybrid solutions appear.

a. Fingerprint Types

Among various approaches, RADAR [19] is the most famous and influential Wi-Fi 
fingerprint based localization system. It models the localization as a min-distance 
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problem. In the deployment phase, the indoor environment is sampled by 2 × 2 m 
grid. For each grid, the RSS values from multiple APs are collected as the finger-
print for this grid. In the localization phase, the candidate position is the one which 
has the smallest “vector distance” to the fingerprint.

Since the human body may block the signal, the fingerprint shows large variance 
for different directions at the same spot. RADAR handles this problem by requir-
ing sampling each position in 4 directions to alleviate this problem. The RADAR 
gains great success. It could achieve an average accuracy within 2 m, and most of 
fingerprint-based localization could be seen as variants of RADAR.

Horus [20] is widely accepted to be the most accurate Wi-Fi based fingerprint 
localization system. Its high accuracy relies on additionally deployed Wi-Fi sniffer 
devices. The additional Wi-Fi sniffers help create find-grained local RSS propaga-
tion model, which significantly improves the fingerprint accuracy. In experimental 
environment, the accuracy could be within 1 m.

In wireless signal domain, FM radio signal may be a promising medium for loca-
tion fingerprint. The work proposed in [21] shows a FM radio signal based indoor 
localization system. The main protocol follows the RADAR scheme. The evalua-
tions show that the FM radio RSS has much higher location distinction ability. The 
authors in [22] proposed an automatic FM fingerprint system by interpolating the 
RSS distribution map according to known indoor floor plan and pre-defined propa-
gation model.

Wireless signal is not all about RSS. Channel State Information (CSI) or Channel 
Frequency Response (CFR) is another aspect of the signal. It is more find-grained 
PHY layer information than RSS. It reveals the amplitude and phase of wideband 
subcarriers. The works proposed in [23] and [24] proposed channel impulse re-
sponse fingerprint based indoor localization. PinLoc [17] presents the first CSI-
based indoor localization in rich multipath environment. These methods can gener-
ally achieve sub-meter fingerprint accuracy. However, since the channel response 
change very quick along spatial displacement, the fingerprints should be densely 
sampled.

Magnetic field also could be a type of fingerprint. [25] demonstrates a geomag-
netism deviation based indoor localization system. The system is based on a dis-
covery that the massive use of steel frame in modern construction alters the geo-
magnetism direction within the building. By recording the geomagnetism deviation 
for each spot, the geomagnetism could be used as the fingerprint. To measure the 
geomagnetism deviation, the authors built a rotational magnetometer. The evalua-
tion shows strong de-correlation between spots.

Sound spectrum could be a natural fingerprint for indoor rooms. [26] proposed 
a room-level localization solely base on acoustic spectrum fingerprint. The advan-
tage of acoustic fingerprint is that it does not require deploying infrastructures and 
it avoid the impact from the device variance problem commonly seen in Wi-Fi 
fingerprint solutions.

Besides the wireless signal, the ambient environment contains rich information 
to distinguish location. SurroundSense [27] is such a system. It traits the ambient 
sound spectrum, background color, and the like, as the “ambient fingerprint” to 
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distinguish those spatial-nearby yet contextually-distant positions. A demonstrative 
example could be determine whether the user is at a bar or cafe, which are nearby 
according to GPS signal. Unloc [28] develops the idea of SurroundSense. It unified 
these ambient fingerprints as “Organic Landmarks” including sound spectrum, lu-
minance, magnetic deviation, Wi-Fi landmarks, etc.

The localization for passive RFID tags is also an important problem. PinIt [29] 
proposed a RFID passive tag localization solution by densely deploying reference 
tags. PinIt uses synthetic aperture radar (SAR) technique to acquire the multipath 
profile for each reference tag. When the test tag is near a reference tag, their mul-
tipath profiles will be similar. By finding the reference tag which has the smallest 
difference, the position of test tag is determined.

b. Crowdsourcing

Crowdsourcing is a popular strategy trend that a difficult task is transformed and 
decomposed to many small and easy tasks. Each participant solves an easy task. All 
their efforts are then grouped together to have the difficult one finished. For fin-
gerprint based indoor localization, the most difficult part is the tedious site survey 
procedure. If we could crowdsourcing this task, the fingerprint-based localization 
would become easy.

LiFS [30] proposed a system which employs the crowdsourcing idea. The major 
insight behind LiFS is that the adjacent fingerprint graph is highly similar to the 
floor plan routing graph. LiFS proposed an algorithm to automatically match these 
two graphs. In this way, it could eliminate the specific site survey task. Users only 
need to install and open an App in their smartphone. When people are moving in the 
environment, the App will collect the RSS values along the walking and send them 
to the localization server. When adequate amount of data is collected, the fingerprint 
map is generated.

SENIL [31] proposed a passive crowdsensing based system to automatically 
generate the radiomap. It uses graph matching algorithm to match the fingerprint 
map and floor plan. SENIL is deployed in the AP end. When there is communication 
traffic, the client is simultaneously contributing to the fingerprint collection task. 
Therefore, it does not require the client to install specific App, which significantly 
improves the crowdsourcing contribution rate.

c. Hybrid Solutions

The work proposed in [32] is a hybrid indoor localization system combining the Wi-
Fi fingerprint and acoustic ranging. The acoustic ranging accuracy is much higher 
than Wi-Fi fingerprint. By combining both the coarse-grained Wi-Fi fingerprint lo-
calization and short range accurate acoustic ranging into one single optimization 
framework, it did push the limit of Wi-Fi localization accuracy.

Zee [33] is a combination of RADAR and inertial navigation based indoor local-
ization. It proposed a hybrid localization framework, which supports various indoor 
localization schemes to work with inertial navigation. Since the position transition 
in indoor environments is restricted by the indoor structure, Zee proposed a Neu-
ron-Network based user position interference scheme, which can correct the error 
accumulation of inertial navigation.



152.2  Localization and Location Based Service 

Walkie-Markie [34] proposed a hybrid solution based on inertial navigation and 
a spatially robust Wi-Fi landmark, called Wi-Fi Marks. Rather than stationary Wi-
Fi fingerprint for each point, Wi-Fi Marks only exists at special position, where the 
RSS for specific AP reaches its local peak. These Wi-Fi Marks are sparsely distrib-
uted in the environment, and they serves as anchor points. The current position of 
user is obtained by joining the initial trajectory and the absolute position of anchors.

d. Passive Fingerprint

LANDMARC [35] is a device-free localization scheme. It built upon an active 
RFID tag array. When the tracking object is moving within the detection field, the 
object will cause signal strength variance around it. Reflecting on the nearby tags, 
the RSS value will show observable anomaly, which indicates the object is nearby.

It is currently rare to use the Fingerprint approach for multiple-objects scenario. 
SCPL [36] proposed an fingerprint based crowd counting system. SCPL requires 
deploying a large amount of transceivers around the room. The people are detected 
and counted by detecting the deviations between transceiver-transceiver links.

Fingerprint can be more general. It could be used to passively identify environ-
mental events. Wi-Vi [37] proposed a through-wall people behavior recognition 
system. Sophisticated techniques are employed to remove the strong reflection from 
the wall. After that, Wi-Vi can detect the moving object (or people). By identifying 
the specific moving pattern, which is also fingerprint, the people outside the wall 
can know the current status inside the wall.

Wi-See [38] proposed a passive gesture recognition system feasible in whole-
home area. It employs similar techniques to focus only on moving object, and the 
distinction resolution can be as small as an arm. Therefore, it could be used to sense 
gestures. By a simple training procedure, it can passively recognize the predefined 
gestures.

e. Rethinking the Fingerprint

Fingerprint based solutions gain huge development during past decade, however, 
it is perfect. There are various trade-offs to compromise it. Here we have a brief 
review on the trade-offs.

1. Deployment Cost v.s. Accuracy

The most challenging problem in fingerprint is that, it requires huge effort to do 
site survey. For an appropriate medium (such as Wi-Fi or FM radio), the denser the 
site survey, the higher accuracy. Compared to the most accurate Horus [20], 
the less accurate RADAR [19] is much more cost efficient and welcomed by both 
the research and industry communities. During the past decades, various methods 
have been proposed to reduce the site survey density without sacrificing accuracy. 
However, these methods are not generally available. For example, LANDMARC 
[35] may raise high cost for normal use, and LiFS [30] is not suitable for complex 
environments.
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2. Fingerprint Medium v.s Accessibility

The fingerprint medium is another trade-off. Channel impulse response (CIR) or 
channel state information (CSI) based localization can provide high accuracy. How-
ever, this information is not accessible to commercial NIC. FM radio is relatively 
better than Wi-Fi signal, but it is only accessible to few mobile phones. Currently 
modern smartphones equip with magnetometers. The magnetometer based finger-
print requires a long sampling time. It is not convenient for common users.

3. Accuracy v.s Security

Fingerprint based localization has severe security problems. An attacker can forge 
an attacking beacon with the same MAC address or identity. When the victim de-
tects this false beacon, the algorithm will provide wrong locations. To overcome 
this security risk, some methods [39] use channel throughput or transmission suc-
cess rate as the fingerprint. In these schemes, the localization time is much longer 
and the accuracy is degraded.

4. Fingerprint v.s Model

The main advantage of the fingerprint-based solution over the model-based solution 
is that it bypasses the complex propagation modeling procedure in large complex 
area.

However, in a local small area, the propagation model could be easily estab-
lished, while the fingerprint-based does not leverage this information.

There are some state-of-art approaches [22] trying to combine the local propaga-
tion model with large-scale fingerprints. These combinations are still conservative, 
contributing few to the accuracy.
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Chapter 3
Critical State and Twins

3.1  Mutual Interference Between Tags

The interference between tags, known as a challenging issue when achieving high 
access rate on tags, has gained attentions. Steven M. Weigand and Daniel M. Dob-
kin [1] conducted extensive experiments on the interference between tags. Their 
experiment scenario is shown in Fig. 3.1. They deployed two tag arrays in two 
planes. In the front plane (near the reader), the tags are deployed in a 9 × 3 array. 
In the back plane, the tags are deployed in a 6 × 3 array. The columns were spaced 
30 cm apart and the rows 5 cm apart. They used a WJ Communications MPR6000 
PC-card reader for interrogation (operating at 924 MHz and with a nominal output 
power of 27 dBm), the reader is connected with a linearly-polarized 9-dBi patch 
antenna, which was placed 50–60 cm from the front plane. Such a deployment is 
a simulation on densely packed items, whose attached tags are close to each other. 
They investigated the successful reading times for each tag. The result reported in 
Table 3.1 show that the appearance of back tag array incur a negative effect on front 
tag array in terms of reading rate. Furthermore, they found that when varying the 
interplane gap, the resulting tag read shows a similar change on the two tag arrays. 
The front plane is strengthened in a periodicity of roughly 16 cm, corresponding to 
about 1/2 wavelength at the operating frequency.

They attempted to theoretically analyze this phenomenon. They propose to use 
an ideal-dipole-like model to represent the tag antenna, which is a greatly simpli-
fied antenna element to simulate the short, capacitive-loaded antennas often used 
for RFID tags. We show their model in Fig. 3.2. Note that the structure of tag in 
their model is simplified into two short bars symmetrically placed on the two sides 
of the tag chip. With this model, Steven M. Weigand and Daniel M. Dobkin show 
the feasibility of periodical variation on the electromagnetic field when two tag ar-
rays are approaching. Later, some researchers also model the mutual interference 
between tags over other practical scenarios. For example, T. Ye et al. modeled a 
specific application scenario for stacked tags. The authors also demonstrated a sig-
nificant mutual interference between tags when they are packed closer to each other. 
They presented a theoretical model, in which multiple tag antennas were stacked 

© The Author(s) 2014
J. Han et al., Device-Free Object Tracking Using Passive Tags, SpringerBriefs  
in Electrical and Computer Engineering, DOI 10.1007/978-3-319-12646-3_3
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Table 3.1  Tag read v.s. interplane gap
Interplane gap (cm) tag read 8 (¼ λ) 12 16 (½ λ) 20 24 (¾ λ) 28 32 (λ) 36
Front plane 18 7 8 21 22 12 12 20
Back plane 0 0 2 4 2 0 0 0

Fig. 3.1  Experiment configuration in [1].

 

vertically with a certain distance in between, as shown in Fig. 3.3. In this model, 
each tag is replaced by an identical circular loop. They analyzed the mutual cou-
pling between two adjacent loops and then extended to the multiple stacked loops. 
Utilizing this model, the authors can explore the tags that are unable to read due to 
the mutual coupling, namely weak spots in the stack. The experiment and emulation 
results fit with that derived from the theoretical analysis.

Nevertheless, prior approaches place the tags in specific patterns and model the 
tag in an ideal shape. In certain cases, such approximations can retrieve the satisfied 
fitting results, but do not help to explicitly reflect the RF and antenna performance 
of real implementations. Based on our observation, the mutual interference between 
tags take obvious effect in the near field. In this section, we setup a more general 
model to formulate the mutual interference. This model is suitable for the dense 
deployment, in which the inductive coupling dominates the mutual interference. We 
plot the model in Fig. 3.4.

In this model, we adopt the tag approximation in [2], where the tag antenna is 
represented as an equivalent circular loop. Such an approximation is commonly 
used by prior works and the circular loop does not involve any specific structure of 
real tags. Our model is more general than previous models by placing two nearby 
tags, i.e., two circular loops with certain distance and angel between their center 
positions. Without loss of generality, we set Tag1 at the point (0, 0, 0) and Tag2 at 
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(0, Tsinα, Tcosα), where the 
�
T  is the vector from the center of Tag1 to that of Tag2 

and the α is the angle between Z axis and 
�
T .

We denote the current on the loop of Tag1 as I1. According to the Biot-Savart 
Law [3], at each point of the loop of Tag1, the steady I1 can induce a magnetic field 
on Tag2. Suppose dB2 is the magnetic induction induced by I1 at the point P of Tag1 
loop, it can be calculated as

 
(3.1)

Here, the μ0 is the magnetic permeability of vacuum, dl
���

 is a vector whose magni-
tude is the length of the differential element of the wire in the direction of conven-
tional current, 

�
R  is the radius vector along the angle θ, and 
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Fig. 3.2  Ideal-dipole-like model of tag antenna in [1].

 

Fig. 3.3  The model of 
stacked tags
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vector starting from the current segment on the Tag1’s antenna loop and pointing to 
the center of Tag2’s loop. Since the induced magnetic induction can be overlapped, 
we can calculate the entire magnetic induction induced by I1 as the integration of the 
induced magnetic induction along the loop of Tag1:

 

(3.2)

Suppose that the element vectors of x, y, and z axis are e e and ex y z

��� ��� ���
, , , respectively. 

The coordinate of P is ( Rcosθ, Rsinθ, 0). The coordinate of the center of Tag2 C2 is 
(0, Tsinφ, Tcosφ). Therefore, dl and T R

��� � �
− ,  can also be represented as

 
(3.3)

Replacing the dl and T R
��� � �

−  in Eqn. 3.2 with those in Eqn. 3.3, we have
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Fig. 3.4  Mutual interference model for two passive tags
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Since only the magnetic induction vertical to the plane of loop2 can induce a current 
in Tag2, we consider the component of B2

� ��
 along the z axis. After further simplify-

ing Eqn. 3.4, we have

 

(3.5)

With the B2

� ��
,  we are able to compute the mutual inductance M between two tags. 

The mutual inductance is a measurement on the coupling effect between two loops 
in this model. We assume the magnetic flux induced by the current I1 in Tag1 pass-
ing through Tag2’s loop as Ψ21 1( )I . According to the magnetic flux definition, M21 
can be written as

 

(3.6)

where A2 represents the area of the Tag2’s loop surface where the magnetic lines of 
flux pass through. Merging Eqns. 3.5 and 3.6, we have

 

(3.7)

Following the Lenz law [3], the current IT2
 in Tag 2 induced by I1 is also determined 

by the equivalent RCL circuit of Tag2. The direction of IT2
is opposed to that of I1:

 

(3.8)

where Rchip, C, L are the chip impedance, capacitance, and inductive impedance 
of Tag 1, respectively, the b denotes the hardware–relative part of above equation.

Assume that I01 and I02 are the currents generated by harvesting the RF sig-
nals from the reader in Tag1 and Tag2. The current in Tag 2 can be represented as 
I I bM I2 02 21 1= − . While the current in Tag2 can also induce a current in Tag1, and 
hence incur a mutual inductance M12. According to the Reciprocity Theorem com-
bining the Ampere’s law and Biot-Savart law [3], the two mutual inductances are 
equal, i.e., M M M I I bM I= = = −12 21 1 01 12 2. , .Thus

In our model, the range of near field is very short, e.g. several millimeters be-
tween two tags. On the other hand, the distance from the reader’s antenna to the tags 
is much larger than that between two tags. From the viewpoint of the reader, the two 
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tags are in a same distance from the reader’s antenna. Thus, the currents I01 and I02 
are equal and with the same direction, i.e. I01 = I02. Combining with the equivalence 
between M M12 21and ,  this means for the two tags, I I1 2= .

Obviously, if following this “structure-oblivious” model, the mutual interference 
will have equivalent effects on two tags. That is, the current in both tags’ antennas 
should be reduced with the same amount. Therefore, when two tags are approaching 
with each other, they should become unreadable almost simultaneously at a certain 
distance. However, we observe a conflict in our real experiment, which will be 
elaborated in Sect. 3.2.

3.2  Critical State and Twins

The mutual interference between two tags inspires us to produce a new motion 
detector. If we place two tags parallel with each other and leave a short distance in 
between, as aforementioned in Sect. 3.1, the two tags may become unreadable in a 
certain distance due to the mutual interference. We define the state that the two tags 
JUST become unreadable as critical state. In practice, we find that it is also possible 
that only one tag becomes unreadable while another does not. We will explain the 
latter phenomenon in this section.

As we know, the passive tag harvests the required energy from the RF signals 
emitted from the reader. If the energy accumulated from the harvesting is counter-
acted by the mutual interference, the passive tag cannot operate and modulate. As a 
result, the reader cannot identify the tag.

This phenomenon can be utilized to achieve device-free motion detection. We 
deliberately create a critical state for two close tags, and deploy the pair of tags in 
the area of interests. If an object or human being moves around the pair of tags, it 
will reflect or refract some RF signals to the tag. The signals casted into the tag’s 
antenna will provide a certain amount of energy to the tag. Since the tag is in the 
critical state, a very small portion of energy may be sufficient for one tag or two tags 
to operate and become readable again. Such a state transfer can be easily captured 
by the reader, indicating a motion happening around the pair of tags. Such a state 
transfer is termed as state jumping. By observing the state jumping and its amount, 
moving objects or human beings can be detected. We name such a pair of tags as 
Twins or a Twins pair hereafter (Fig. 3.5).

However, when we verify the feasibility of Twins in motion detections, we find 
that in the critical state of Twins, it is also possible that only one tag becomes un-
readable and another tag can be identified normally. We use 20 randomly selected 
off-the-shelf tags modeled Impinj E41-b in our preliminary experiments. The tags 
are denoted as A1, A2, …, A10, B1, B2, …, B10. We form ten Twins (A1, B1), …, 
(A10, B10). For each Twins, we vary the transmission power of reader and record 
the minimum power needed for reading the tags and report the result in Fig. 3.6. In 
these experiments, we fix the distance between two tags to 10 mm and the distance 
between tags and the reader’s antenna to 2 m.
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Increasing the transmission power for the reader yields an increased current at 
the tag. We can use the value of minimum power to scale the current induced in the 
tag for operation. In Fig. 3.6, the geometry shape of tags is simplified. We define the 
tag with its IC as the closest part to another tag than its other parts as the Rear-tag 
in Twins, like Tag A of the first Twins in the first row. Correspondingly, Tag B will 

Fig. 3.6  The layout of Twins and the minimum PTX used for reading them

 

Fig. 3.5  Critical state of twins
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be the Fore-tag in that Twins. We report the average minimum powers for each tag. 
There is an interesting phenomenon. In certain types of deployed Twins pairs where 
the two tags are with the same antenna direction, the minimum power required to 
break the critical state is quite different, e.g. about 10 dbm in this experiment, as 
illustrated the Twins pairs in the first row of Fig. 3.6. For those Twins with opposite 
tag directions, e.g. the Twins pairs in the second row of Fig. 3.6, the difference of 
minimum power between two tags in a Twins is negligible. Obviously, this observa-
tion is opposed to the analysis on our model.

3.3  T-match Structure and Structure-Aware Model

Currently, most passive tags in the market use a half-wave dipole antenna, for ex-
ample the typical commercial passive tag, Impinj E-41b shown in Fig. 3.5. The 
length of antenna is related to the wave length of the reader. It is known that λ/2, 
i.e. 16 cm for 915 MHz, allows the tag to have the best performance in backscat-
tering communications. To reduce the physical size, manufactures usually use a 
meandered dipole antenna.

However, simply using the meandered dipole antenna may cause a mismatching 
between the dipole and the IC of tag. A common solution is to introduce a shorter 
antenna to balance the capacitive IC load, forming a T-match structure. As illustrated 
in Fig. 3.5, the impedance of the longer meandered dipole (with the length of L) can 
be tuned by the introduced shorter dipole (with the length of a).

With the T-match structure in mind, we reconsider the mutual interference model 
between two tags. We attempt to adopt a “structure-aware” interference model that 
can provide reasonable explanation to the phenomenon of one-tag state jumping.

As illustrated in Fig. 3.7, we do not simply formulate a tag as a loop. Instead, we 
use a simplified T-match structure to model the passive tag with dipole antennas. In 
detail, we model the tag by using an electric dipole like a line and a magnetic dipole 
like a rectangle, as shown in Fig. 3.7a. Thus, the pair of tags with the same direction 
in a Twins can be remodeled as the example in Fig. 3.7b. In this model, a Twins has 
two lines ( L1, L2) and two rectangles ( S1, S2). The ultimate induced currents in the 
Twins are determined by these four conductors. Note that Tag1 is the Rear-tag in 
the Twins.

We assume that the reader induce coupling currents I IL L01 02
and  in the two lines 

L1 and L2, respectively. Since the IC is connected to the magnetic dipole, the cur-
rent in S1 is approximately equal to the current activating the tag, i.e. I IS1 1

=  and 
22 .sI I=  We have the following theorem.

Theorem: Given two tags Tag1 and Tag2 are placed as in Fig. 3.9b, let I IS S1 2
and  

be the current on S1 and S2, respectively. I IS S1 2
<

Proof: Since the distance from the line to the reader’s antenna is almost the 
same, we have 

01 02 0 0
wherej t

L L L LI I I e Iω= =  is the complex amplitude. The area of 
the rectangle is a × b. We use r to denote the distance from the rectangle to the line. 
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Without loss of generality, we assume that I IL L01 02
and  are in the same direction as Z 

axis. We then analyze the mutual interference and the induced currents in the tags.

a. Mutual Inductance in S1

First, the inductance within S1 is an integration of the mutual inductances between 
L1 and S1, between L2 and S1, and between S1 and S2.

1. Mutual inductance between L1 and S1

The current I01  will generate concentric circles around L1, representing a magnetic 
induction B. For a point ( ρ, φ, z) within the rectangle S1, we have the magnetic in-
duction B in this position using the Biot-Savart Law [3],

 
(3.9)

where μ0 is the magnetic constant and 
���
eϕ is the unit direction vector of the magnetic 

induction.
We then get the entire magnetic flux caused by IL01

 by calculating the integral of �
B  within the rectangle S1,

 
(3.10)

For easy computation, we use dρ to denote the tiny rectangle facet primitive within 
the S1. Suppose the a and b are the width and length of the rectangle, respectively. 
Therefore, .=

�
S adρ  We calculate the integral of 

�
B  from r to r + b

 
(3.11)
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Fig. 3.7  Structure-aware modeling for the twins
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Applying above result to Eqn. 3.6, we get the mutual inductance M11 of L1 and S1 as

 
(3.12)

The induced electromotive force in S1 is

 
(3.13)

Note that the direction of magnetic flux induced by L1 is opposite to that of S1. Thus, 
the induced electromotive force in S1 should be negative, i.e. E E11 = −∆ .

For simplicity, we assume that the equivalent resistance in S1 and S2 is the same, 
denoted as R. The current coupled by IL01

in S1 is

 

(3.14)

2. Mutual inductance between L2 and S1

The coupling effect M21 between L2 and S1 can be derived in a similar way. The 
mutual inductance can be written as

 
(3.15)

However, the direction of magnetic flux of IL02
 is same as that of S1, augmenting the 

integrated magnetic flux. Similar to Eqn. 3.14, we have

 
(3.16)

3. Mutual inductance between S1 and S2

According to Reciprocity Theorems [3], S1 and S2 is symmetric to each other. Each 
of them has an identical value of coupled current, namely - HI , to the other, and the 
induced current is opposite the exciting current.

b. Inductance in S2

Similar to Eqns. 3.14 and 3.16, we can calculate the coupled current I12 between L1 
and S2, and the coupled current I22 between L2 and S2.
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(3.17)

 
(3.18)

where the l represents the distance between S1 and L2, and l ≈ d.

c. Currents in S1 and S2

The currents in S1 and S2, denoted as I and IS S01 02
 are induced by the RF signals 

from the reader’s antenna. They can be calculated as:

 

(3.19)

Note that S1 and S2 are in a same rectangle shape, which is a “structure-oblivious” 
model similar to the one we analyzed in Sect. 3.1. Thus, the value of coupled cur-
rents caused by S1 and S2 to another rectangle is identical, i.e., I IS S02 02

= . Conse-
quently, I Is s2 1

> .
I IS S2 1

>  indicates that the rear tag cannot harvest sufficient energy due to the 
mutual effect from the front tag. This explicitly explain why the rear tag always 
becomes unreadable when a same-direction Twins is in a critical state. From above 
analysis, we also learn that the values of l and b are crucial to the generation of criti-
cal state. Since the l is the distance between S1 and L2, it is possible for us to lever-
age it to generate the critical state. When we adjust the l to the same scale as b, i.e. 
l ≈ b, the difference between the IS2

 and IS1
 becomes distinct, such that triggering 

the critical state for the Twins is much easier. On the other hand, if ,l b�  i.e. the 
distance between two tags is sufficiently large, we can get

 
(3.20)

In this case, I IS S1 2
≈ , resulting in nearly identical inductive coupling effect for the 

two tags to each other, and the critical state is hardly to be generated.
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3.4  Twins Based Motion Detection

We perform experiments to validate the critical state and state jumping phenom-
enon. First, we form a Twins using two randomly selected tags A and B. Let l denote 
the distance between two tags, and D denote the distance from the reader to the 
Twins. There are two ways to generate the critical state in a controllable manner. 
First, we fix the distance l as 10 mm. The critical state of this Twins can be gener-
ated by tuning the transmission power of the reader, termed as critical power, PTX. 
We use the UI of commercial RFID reader for this tuning. In detail, we scan the 
power spectrum from the maximum setting of PTX from 32.5 to 10 dBm, until the 
critical state occurs in Twins. Second, we vary the value of l from 6 mm to 26 mm 
and try to yield a critical state for the Twins with a fixed D of 2 m. The experiment 
setup is illustrated in Fig. 3.8.

For the two tags used in our experiment, the critical state occurs when l <15 mm, 
as shown in Fig. 3.7. In the twins, Tag B is the Rear-tag. The experiment result 
shows that Tag B is always the one that is unreadable in the critical state. Cor-
respondingly, Tag B shows a higher minimum value of PTX than that of Tag A in 
Fig. 3.9. With reducing the value of l, the difference between the values of PTX of 
the two tags is enlarged.

We invite a volunteer to move around the Twins staying in the critical state. We 
then plot the positions where the Twins detects the movement in Fig. 3.10. From this 
figure, we can geometrically sketch the detection range of Twins. It can be found 
that the effective detection range of Twins is relatively large, say nearly 2 × 1 m be-
tween the reader and Twins. Furthermore, we divide the experiment area into small 
cells, and count the number of state jumping events in each cell. We normalize and 
plot the counts in those cells in Fig. 3.11, which shows the sensitivity of Twins cor-
responding to its geometric distribution in the detection region. In a short summary, 
the effective detection range of Twins is about 1 m away from the Twins.

Fig. 3.8  Experiment setup 

3 Critical State and Twins
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Chapter 4
Dense Deployment Based Tracking  
System Using Twins

© The Author(s) 2014
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Utilizing Twins as the detector, we can reuse the deployed passive RFID systems for 
tracking an object. The basic idea is to leverage the critical state of Twins to capture 
the movement of objects or human beings. In this chapter, we propose a dense de-
ployment based tracking scheme using Twins.

The tracking process comprises two phase, localization and tracking. In the first 
phase, the state jumping on Twins is used to pinpoint the location of moving object. 
In the second phase, we use a Kalman filter or particle filter based method to track 
the object. Currently, the Twins based method supports tracking single object only.

Suppose a number of Twins have been deployed in the given area, for instance, 
the pick aisles between two shelves with valuable items. We assume each Twins can 
be interrogated and identified by at least one reader. All the Twins are deployed in 
a grid pattern and the entire region is partitioned into cells, as shown in Fig. 4.1. 
We empirically set the distance between two Twins. The Twins grid forms a virtual 
graph G = < V, E >, where each cell is a vertex and two adjacent cells have an edge. 
If a state jumping is detected at a certain Twins pair, the corresponding cell will be 
marked in G.

4.1  Identifying Twins with a state jumping

As aforementioned, the moving object will trigger a state jumping on the Twins 
along its trace. The trace can be outlined if we can timely capture the state jumping 
incurred on those Twins pairs. The limit of current commercial passive RFID read-
ers, however, raises a challenge to the detection. The design of existing RFID reader 
can only use a fixed transmission power for interrogation at any time point. So at 
any time, the reader triggers the critical state for only one single Twins pair. Since 
different Twins pair may have various critical power thresholds, the transmission 
power transfer from one Twins’ power setting to another will be time-consuming. 
As a result, some state jumping will be missed and the trace cannot be successfully 
plotted. Thus, the ultimate objective of our tracking scheme is to design an efficient 
scheduling mechanism allowing the passive reader to timely react to the movement 



34 4 Dense Deployment Based Tracking System Using Twins

of moving object and interrogate the Twins along its trace accordingly. In addition, 
we need to avoid the schedule starvation occurring on some Twins pairs if they have 
low priority in such scheduling.

We propose a polling algorithm, namely the Multi-level Priority Linked-List 
based (MPLL) algorithm. The basic idea of MPLL is to maintain multiple priority 
lists to indicate the sequence of the state jumping occurrence among Twins pairs. 
During the polling procedure, the Twins with more recent state jumping will be put 
into the list with higher priority. Assume that the system contains N Twins pairs. For 
each Twins, it has a tuple t = < PTX, I, Ti, Pi, Si >in the database, where Ti denotes the 
sequence number of the Twins, PTX, i denotes the corresponding transmission power 
of reader’s antenna to create the critical state of Ti. Pi and Si are two bits represent-
ing the query priority and access status of Ti. In our algorithm, we adopt two-lists 
for the MPLL. The two lists are denoted as LP and LN. LP is with higher priority than 
LN, and contains the tuples of Twins pairs experiencing state jumping in last polling 
round. Here, a Twins pair will be inserted into in LP if Pi is 1, or in LN if Pi = 0.

MPLL iteratively queries the Twins pairs in a Breadth-First Search (BFS) pat-
tern in the two lists. Intuitively, MPLL starts the BFS query from the beginning 
of LP list. Suppose that at a certain time, MPLL is querying a Twins pair Ti in 
LP. MPLL checks whether it has experienced a state jumping in this round. If Yes 
MPLL further checks whether Pi = 1, which means that this Twins pair is still in LP. 
If the answer is still Yes, MPLL keeps the Twins pair in LP, and then collects all its 
neighboring Twins pairs via G. For each neighboring Twins, MPLL performs the 
query as well. In this way, MPLL will interrogate as many Twins pairs nearby the 
moving object as possible. If the checked Twins does not record any state jumping, 
MPLL will move it to the low priority list LN. Then MPLL moves to the successor 
of Ti. Above query is recursively executed within the two list.

MPLL may query some Twins multiple times due to the connection on G. To 
improve the efficiency, we design two query patterns for MPLL, real query and 
virtual query. We also introduce a state bit Si to each tuple of Twins as a marker 
showing whether the Twins pair has been accessed in this polling round. The real 
query is only performed when the Twins pair is under the first query of current poll-
ing round. Before the execution, MPLL set Si = 0 for each Ti in the database. Once 
being queried by the reader, MPLL flips Si to 1 for Ti. During the checking, if Si is 

Fig. 4.1  Selecting Gs
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0, MPLL launches a real query to Ti. If a state jumping incurs, MPLL sets Si = 1 and 
Pi = 1 for Ti. On the other hand, Si = 1 indicates that the Twins Ti has been accessed 
by MPLL in this polling round. It is not necessary to perform a real query via the 
reader. MPLL will launch a virtual query and only check the value of Pi to judge 
whether Ti experiences a state jumping or not. Once MPLL finds that no state jump-
ing incurs on Ti, Ti is moved from LP to LN.

When MPLL moves to the end of LP, it starts the polling from the former ter-
minating position at LN. The polling in LN does not need a BFS at each element. If 
the Twins has not experienced a state jumping, MPLL sets its Si = 1 and performs a 
real query. If this Twins reports a state jumping, MPLL sets its Pi = 1 and moves the 
Twins to LP. Otherwise MPLL directly moves to its successor in LN to execute the 
polling, until it moves to the end of LN, ending this polling round.

In summary, MPLL reports all Twins pairs experiencing a state jumping in a 
short time interval with high probability.

Clustering the Twins pairs marked as ones having state jumping, we can sketch 
the region where the object stays. Minimizing the region helps to accurately local-
ize the object. Ideally, the region that the object stays corresponds to a connected 
subgraph in G. In practice, it is possible that the moving target induces several 
unconnected subgraphs in G.

We tackle this problem by selecting the largest subgraph in G, termed as Gs. If 
there are more than two such subgraphs, we identify Gs as the minimum connected 
component in G containing those subgraphs, as illustrated in Fig. 4.1. After deter-
mining the possible region that the object stays, we use the centroid of the positions 
of all Twins in this region to approximate the object position.

4.2  Tracking

We use two algorithms to track the object, Kalman filter and particle filter.

4.2.1  Tracking the Object Based on Kalman Filter

Kalman filter algorithm was proposed by R.E.Kalman in 1960. It is an optimization 
recursive filter, also known as an autoregression filter. It can estimate the state of 
dynamic system via a series of measurements observed over time.

We treat the detection on moving objects as the series of measurements on the 
observation. Suppose the object is moving in a two-dimensional plane. Without loss 
of generality, the origin of coordinates is set as the entrance of the area under sur-
veillance. We establish the rectangular coordinate system accordingly, and the vari-
able of moving state for the object can be denoted as X x y v vt t t x y

T

t t
=   

( t = 0, 1, 2, … k), where the ( xt, yt) is the coordinate of the object, vxt
 and vyt

are the 
rectangular components of movement on the x and y axis, respectively. We assume 
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that the sampling interval using the passive reader is one unit of time. The moving 
model of the target can be represented as

 

(4.1)

Where axk−1
 and ayk−1

 are the acceleration components along the x and y axis fol-
lowing a N(0, 2

aσ ) distribution, respectively. The process noise wk can be written as 
0 5 0 5

1 1 1 1
. .a a a ax y x y

T

k k k k− − − −
 

Assume that the matrix for control model Bk is 0, the system state transition 
model is

 (4.2)

where

 

(4.3)

 
(4.4)

Utilizing the method as described in Sect. 4.1.2, we can obtain the observed value 
on the approximated position of the object yk at a certain time point k. Then the 
observation matrix Hk is represented as:

 
(4.5)

Therefore, the procedure of Kalman filter based tracking algorithm is summarized 
as follows.

a. Initialization. Setting the initial state is X0 = [0, 0, 1, 1]T. Here the two former 
components, with the value 0, represent the entrance of the area. The two latter 
ones, with the value 1, represent the velocity components along the axis x and y 
of the moving object. The unit is m/s.
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b. Prediction. Predicting the state of the object at time point k by using the one at 
the time point k − 1, according to Eqn. 4.2.

c. Computing predicted estimate covariance matrix.
d. Computing the Kalman gain based on the observation at time point k. The Kal-

man gain is a function of the relative certainty of the measurements and current 
state estimate.

e. Updating state estimate using the results obtained from step (c) and (d).
f. Updating the (a posteriori) estimate covariance matrix at time point k.
g. Let k = k + 1, repeating steps (b)—(g).

The entire procedure is illustrated in Fig. 4.2, where the  x
∧
( )0  and P(0) represent the 

initial value of state estimate and filtered estimate covariance.

4.2.2  Tracking the Object Based on Particle Filter

The tracking procedure can also be completed via particle filter. With the approxi-
mated locations, we can use the particle filter method to identify the corresponding 
vectors in G to enable a timely tracking. We borrow the idea of particle filter to 
introduce a group of “particles” as random samples in the state space. Using those 
particles and observations at a specific time, we explore the distribution of a latent 
variable, i.e. the possible location of the moving object. Iteratively introducing par-
ticles and resampling is like filtering accurate estimations on the location and hence 
plot the trace for the object, as illustrated in Fig. 4.3.

When the object moves into the interrogation area, it will trigger some state 
jumping on some Twins pairs. Without loss of generality, we assume the start of 
the trace is at the main entrance of the area, where is also the origin of coordinates.

Suppose that n0 ~ n8 are the time stamps of state jumping at the corresponding 
Twins in Δt. The particle filter is performed via offline training and online detecting 
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Fig. 4.2  Kalman filter 
procedure
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phases. In the former phase, we estimate the position of object l
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The estimation discretizes the distribution P into histogram bins, and forms the 
fingerprint of the position l.

In the second phase, the particle filter is conducted by performing the following 
steps.

a. Initialization. Suppose the object moves from the origin of coordinates, with a 
speed as v = < xv, yv > , where xv and yv are the X-component and Y-component 
of speed v, respectively. We introduce N particles as samples near the origin of 
coordinates.

b. Prediction. The p(Xk|Z1:k − 1) is computed from the filtering distribution 
p(Xk − 1|Z1:k − 1) at time k − 1.

c. Weight computation. With the position of each particle. We calculate the weight 
based on two elements, the observation obtained by the measurement as well as 
the probability distribution of the time stamps of state jumping at each particle’s 
position, resulting the weights as the probability of yielding the observation at 
each particle.

d. Re-sampling. We use the multinomial resampling [1] to remove the particles 
with low weights with high probability.

e. Approximation. With the position and weight of each particle, we can approxi-
mate the coordinates for the object at time k.

f. Let k = k + 1, and iteratively perform the steps (b)—(f).

4.3  Experiment and Evaluation

We first investigate the key parameters for practical deployments. We then evaluate 
the performance of Twins in real implementations.

x

y

O

P0

Pk-1
Pk

…

Fig. 4.3  Particle filter based 
tracking
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4.3.1  Experiment Setup

We setup a Twins prototype system based on current commercial products. The 
system is fully compatible with existing standards, e.g. the EPCglobal UHF Class 
1 Gen 2/ISO 18000-6C air protocol, and has no need to modify both the reader and 
tag. The system includes an Impinj Speedway R420 and 500 E41-b tags, which 
have been widely used in industry. The reader has a wide range of transmission 
power, from 10 to 32.5 dBm, and operates within the spectrum of 920 ∼ 928 MHz.

We first calibrate the system for determining proper settings of Twins, as shown 
in Fig. 3.8. We check the performance of Twins in the localization and tracking. 
Core parameters include the distance between two tags in the Twins d, the angle θ 
between the antennas of Twins and the reader, the distance between the Twins and 
moving object D, and height from the Twins to the floor h.

We also implement the prototype in real inventory environments. We deploy our 
system on a number of aligned shelves. We set the distance between two shelves as 
2 m and the distance of two adjacent Twin pairs as 0.6 m. We invite a volunteer to 
walk among the shelves. The performance in terms of detection rate is evaluated for 
probing the key settings for practical deployment.

4.3.2  Performance Evaluation

We vary the value of different settings to check change of successful detection rate 
r when localizing the moving object.

Normally the lobe width of the Impinj reader’s antenna is 70°. Thus, we check 
the value of r by varying θ with 0°, 15° and 30°. For each θ, we change the distance 
D to 75, 105, 135, and 165 cm, respectively. With each distance D, the distance d 
is set as 6, 8, 10, 12, and 15 mm. Totally, we test 3*4*5 = 60 cases. We conduct 100 
tests for each case. The calibration experiment is conducted as illustrated in Fig. 4.4.

The result summarized in Table 4.1 indicates that if d = 10 mm the r is maximum 
in most cases. We set the default value of d as 10 mm in our implementation.

θ

d Twins

D

Reader’s antenna

Fig. 4.4  Calibration for 
Twins deployment
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We check the reliability of Twins when changing the distance between Twins 
and reader antenna D. We exam the transmission power PTX for forcing the Twins 
into the critical state when changing D. The result shown in Fig. 4.5 indicates that 
a larger D requires a higher PTX. In practice, the maximum deployment distance of 
Twins is highly related to PTX. We find that the maximum distance is 5.8 m with 
maximum PTX of 32.5 dbm when we use the Impinj R420 reader.

We also determine the proper height of Twins h in real deployment. We de-
ploy Twins with different height settings and report the r in Fig. 4.6. The X axis in 
Fig. 18 represents the distance between the volunteer and Twins. Twins can achieve 
the highest detection rate, i.e. 95.17 % in average, when h equals to 75 cm. This in-
dicates that a Twins with its height h = 75 cm can collect more RF signals reflected 
from the moving object. In this height, the multipath effect in indoor environments 
and the movement of arms and legs together help to the RF reflection. Hence, the 
Twins is easy to be triggered when the object moves. The r will be reduced when 
increasing or decreasing the height of Twins from the setting 75 cm, leading to a 
smaller impact on the Twins and a lower detection rate.

We investigate the accuracy of Twins-based tracking scheme and compare it with 
two well-known RFID based device-free approaches, LANDMARC [2]. LAND-
MARC is active tag based system. The tags are deployed in a tag array. The distance 
between the nearest neighbors in a row or column is 1 m for LANDMARC. During 
tracking the simulated intruder, we investigate the distance from the estimated posi-
tion to the real position. We take those records as the error for tracking and plot the 
result in Fig. 4.7. The result shows that Twins has a better tracking accuracy than 
LANDMARC. The error rate of Twins is always below 0.85 m, and 0.75 in average.

Table 4.1  Calibration for Twins deployment
0º 15º 30º
min max ave min max ave min max ave

6 mm 93 100 98.25 73 93 83 98 100 99.33
8 mm 91 100 96 88 99 94 43 100 83.25
10 mm 97 100 98.5 96 98 97.25 89 98 95.2
12 mm 98 100 99.5 85 99 91.5 55 100 89.5
15 mm 96 100 98.5 81 99 93.25 70 100 92.6
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Fig. 4.7  The error during tracking the object
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Chapter 5
Sparse Deployment Based Tracking System 
Using Twins

The original Twins system has two limits for object tracking. First, Twins can only 
identify the location of an object but fail to provide the moving direction. In prac-
tice, the direction information is helpful to improve the localization and tracking 
accuracy. Second, the grid deployment pattern of Twins systems should fully cover 
the area of interest. Achieving fast and accurate tracking may require a dense de-
ployment of Twins, resulting in relatively high cost.

We then design a Twins based Sparse Deployment (TSD) for tracking objects. 
TSD enables an accurate and efficient tracking while significantly reducing the 
number of Twins. More important, TSD is able to recognize both the direction and 
location of the object using sparsely deployed Twins system. TSD leverages the in-
tersection of inventory or warehouse areas. In each intersection, TSD deploys three 
Twins pairs at the corner, as shown in Fig. 5.1.

In such a layout, we deploy a few Twins pairs at the critical points, including 
the main entrance, exit, and cross points of aisles, realizing a sparse deployment 
of Twins. Meanwhile, at each critical point, the Twins pairs can report the moving 
direction of the target object through the signal analysis. In this way, we only use a 
few passive tags to track the object in the device-free pattern.

5.1  Fundamentals of Direction Indication

The main challenge (and contribution) of our passive RFID based system is to ac-
curately predict the direction of a moving object in real-time. Addressing this issue 
significantly reduces the deployment cost and increases the detection efficiency.

The fundamental of the proposed direction indication algorithm is based upon 
both the observations from experiments and theoretical modelling of backscatter 
communication. As aforementioned, we define the critical power (CP) of a tag as the 
power of the transmission (reader) with which the tag can be turned into its critical 
state. We find that for per-location of an intruder, monotonic relationship between 
the CP of deployed tags and the position of the object does not hold. However, for 

© The Author(s) 2014
J. Han et al., Device-Free Object Tracking Using Passive Tags, SpringerBriefs  
in Electrical and Computer Engineering, DOI 10.1007/978-3-319-12646-3_5
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whole-trajectory in each monitoring intersection, a unique correspondence between 
the features of CP sequence and trajectory holds well, i.e., the eigenvalues of the CP 
matrix can be used as an indicator for plotting an intruder’s trajectory.

In the rest of this subsection, we detail the theoretical analysis supporting the 
above claims, and present the verification result of indoor experiments.

5.1.1  Impact of Object Location to Received Power

We establish the functional relationship between the average power density and 
the object’s location. According to the Poynting theorem [1], the Poynting vector 
S, which is interpreted as an instantaneous power density, can be calculated as the 
cross product of electric intensity E and magnetic intensity H, i.e.,

 (5.1)

on the other hand, according to the Maxwell’s equations [1], we have 
η

= ×S

E
H a  if 

the wave is Uniformed Plain Wave, where 120  η π≈ Ω is the wave impedance. aS is 
a unit vector of the Poynting vector S.

Theorem 1 If the environment variables are constant and the wave satisfies the Uni-
formed Plain Wave (UPW) [2] condition, the tag’s receiving power is determined by 
the moving object’s location.

S E H= ×

Fig. 5.1  Deployment 
scenario
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Proof The wireless channel between the transmitter antenna and receiver antenna 
can be modeled as a linear time-varying (LTV) system [3]. Therefore, the electric 
intensity can be separated into two parts: the stable environmental effect and the 
moving object’s effect.

Environmental Effect Assuming the reader’s transmit intensity is ER , the received 
intensity of the tag in stable scenario ET

C can be denoted as [4].

 
(5.2)

where , ,
iRT im L ϕ  and j are the number of distinguishable paths, the path loss of the 

ith path from reader to the tag (including the surface reflection), the corresponding 
time delay and the imaginary unit, respectively.

According to the phasor formula [5], we have

 
(5.3)

and

 

(5.4)

where RTL  and RTϕ  denote the path loss and phase delay contributed by all multipath 
components respectively.

Moving Object Effect When an object P enters into this area, it changes the elec-
tromagnetic field distribution. The intensity contributed by the moving object [3] is

 
(5.5)

where PL  and Pϕ  denote the path loss and phase delay contributed by the intrusive 
object.

Due to the linearity of LTV, the joint intensity ET  can be calculated as
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Substituting Eq.  5.6 into Eq. 5.1, we have

Therefore, the time-average power density is

Assuming the coordinates of the reader, tag and object are R X YR R= ( , ), T X YT T= ( , ) 
and P X YP P= ( , ), respectively. The length of trajectory RPT  from the reader to tag 
via the object is d X X Y Y X X Y YRPT P R P R T P T P= − + − + − + −( ) ( ) ( ) ( ) .2 2 2 2

The path loss on PRT  can be modeled as

 

(5.7)

where α  is a proportionality constant [2]. Due to the half-wave loss phenomenon 
[1], the equivalent phase delay is

 
(5.8)

Therefore, we can see that the norm of average power density S , denoted as S , 
is determined by the transmitting power density 

2

,
2

RE

η
 the environmental parameters 

RTL  and ,RTϕ  the parameters PL  and .Pϕ  LP  and Pϕ  are correlated with the moving 
object’s position, as shown in Eqs.  5.7 and 5.8. In other words, if the environment 
remains unchanged, the received power of the tag is only determined by the object’s 
location, i.e.

 (5.9)
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It is worth noting that a power density S  is not one-to-one correlated to a unique 
location P, due to the non-monotonic relationship. Thus, we are aiming to extract a 
power sequence uniquely mapping to a trajectory of the moving target.

5.1.2  Weak Correlation Between Trajectory and Power Sequence

Denote a path sequence 1 1 2, , , ,mPath p p p= �  and the corresponding power se-
quence as

where f is defined by Eq. 5.9. We repeat n samples, because the volun-
teers cannot step each position so exactly. Suppose the offset of ith sample 
of position p j  is ∆p p pj

i
j
i

j= − . Therefore, for the ith sample, the path se-
quence is Path p p pi i i

m
i

1 1 2= , , , ,�  and the corresponding power sequence is 
S f p f p f pi i i

m
i

1 1 2= ( ), ( ), , ( ) .�  Because f is derivable, using the Taylor formula, 
we have

 
(5.10)

For ease of expression, we use p express the position instead of the coordinates ( x, 
y). Based on the 1st order differential invariant, if the coordinates of p is ( x, y), then
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Because W is independent to the power and the offset ∆p is independent to the posi-
tion p, the covariance matrix of S o is

 

(5.11)

Now, we use another power sequence Snew (the corresponding path sequence is 
Path p p pnew new nwe newm= 1 2, , ,� ) instead of the last row of S o. If the Pathnew is quite 
different from Path1, the 1st order Taylor formula of Path1cannot be used to ap-
proximate Pathnew .
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(5.12)

5.1.3  Experimental Validation for Theoretic Analysis

We conduct indoor experiments to verify the properties from theoretical analysis.
Figure 5.2 shows the CP sequences with different trajectories. There are three 

tags deployed in an intersection. The different colors denote different values of CPs 
in the samples. The former two sub-figures show the CP variations with the same 
trajectory in two runs, while the latter two plot the results with the other trajectory. It 
shows that using the absolute values of their CPs for device free position estimation 
is not reasonable since identical CP values may correspond to different positions. 
However, for each individual trace, CP values have a relatively stable changing 
mode. In addition to the one-CP multiple-position issue, there are many other factors 
affecting CP based sensing. In particular, unpredictable environmental factors are 
very common. For example, the radio signal path loss is unknown and costly to pro-
file in most cases since it is temporally dynamic and spatially unevenly distributed.

As confirmed by our empirical data, the relationship between a trace of the object 
and the CP sequence reported by tags is stable. Hence, collecting such sequences 
and extracting their features is possible to identify the motion direction of objects.
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This heuristic correlation has not been disclosed by previous localization and 
motion detection approaches using passive tags. They merely provide a “0/1” 
judgment indicating whether the object is detected or not, resulting in a degradation 
in both the accuracy and time-efficiency.

5.2  System Design

Based on the theoretical analysis in Sect. 5.1.2, we propose a device-free method to 
recognize and predict an intruder’s movement direction. As shown in Fig. 5.3, our al-
gorithm consists of two phases, data preprocessing and trajectory recognition. The al-
gorithm 5.1 generates a ternary sequence with a certain length from the raw data. The 
algorithm 5.2 identifies the moving direction through the extracted motion profiling.

5.2.1  Data Preprocessing

In the data preprocessing step, there are three stages. Here we still use the critical 
power. The critical power (CP) of a tag is transmission power of reader which just 
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forces the tag into its critical state. In the first stage, the change of a tag’s CP is a 
trinary number c (i.e. −1, 0, 1), which means a tag’s CP increases, keeps unchanged, 
and decreases, respectively. As motioned in Sect. 5.1.2, objects at different loca-
tions will have different effects on a tag’s CP. In some locations, the object reflects 
RF signals, which will inject more RF waves to the tag such that it can be read with 
a smaller CP, where c = 1. In some locations, the object blocks the transmission from 
the reader to tag, weakening the power received by the tag such that it should be 
read with a larger CP, where c = −1. In some locations, the object has no impact on 
the tag’s CP, where c = 0.

The reader continuously scans the CP of each tag and obtains a sequence of its 
trinary c. In order to react to an intruder efficiently, the reader should filter abundant 
runs of 0s out, because there is not an intrusion in those runs. The details of trunca-
tion method will be discussed in Sect. 5.3.

Additionally, the length of trinary number sequence varies when the object moves 
at different speeds. In order to obtain the same length of sequence N in the training 
step and monitoring step, we normalize the sequence using the linear mapping.
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5.2.2  Motion Profile Extraction and Tendency Recognition

As discussed in Sect. 5.2.1, we know that introducing a different path will change 
the eigenvalue and the eigenvector of the covariance matrix. We use U as the mo-
tion profiling. For a matrix M, because the eigenvectors matrix of its covariance 
matrix cov( M) = E( MHM) is equal to the singular vector matrix of M [6], we utilize 
the Singular Value Decomposition (SVD) instead.

Finally, the movement trace and direction are recognized by comparing the mo-
tion profiling in monitoring step with that in the training step.

We divide the moving trace into 12 kinds for each intersection as shown in 
Fig. 5.1.

In the training step, we repeat T times measurement of trinary sequence Sij
o for 

each kind of the movement trace Pj, and then extract the motion profiling Uj for 
trace Pj by Algorithm 5.2.

In the monitoring step, we can obtain a trinary sequence S'o. In order to identify 
the actual movement trace, we replace 1

o
jS  with S'o to obtain the motion profiling 

' ,U j  and then calculate the distance Dj between Uj and ' .U j  For each kind of trace 
Pj, we can get a motion profiling distance Dj. The trace Pj that corresponds to the 
shortest distance Dj is the actual movement trace.
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5.3  Experiments and Evaluations

5.3.1  Experiment Setup

We conduct experiments in a warehouse area to evaluate the tracking performance 
of TSD. As shown in Fig. 5.4, We use several Impinj SPEEDWAY 220 readers. The 
antenna we used is Laird A9028R30NF with an 8 dbi gain, 10–32.5 dBm transmis-
sion power, and 920 ~ 928 MHz working spectrum. We select three commodity pas-
sive tags, i.e. Impinj E41b, E41-c, and Alien 964x, in our experiments, which have 
been widely used in logistics and inventory systems.

5.3.2  Performance Evaluation

5.3.2.1  Impact of Different Angles

As shown in Table 5.1, we use the connecting line between the central antenna of 
reader and Twins2 as the benchmarks, with an interval in every 5°. To investigate 

Fig. 5.4  Experimental setup
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the accuracy of detection, the antenna is turned from 15° anti-clockwise (−15°) to 
10° clockwise (10°). The reason why we drop other directions is that Twins1 or 
Twins3 may become unreadable while the angle between Twins2 and the antenna 
is over the angle referred above due to the directions of antennas. We can see that 
the choice of directions has obviously influence on the precision of detection. In 
the case of 10° anti-clockwise (−10°), the rates of detection accuracy are 96.67, 90 
and 100 %, respectively, which is much higher than other comparative experiments. 
The symmetry may take the responsibility for the result of 0° because at the mo-
ment, Line AB is almost symmetric to Line AD, leading to certain impact on the 
distinguishing ability. The effect made by varying the angle on the accuracy appears 
to be non-asymmetry.

5.3.2.2  Impact of Different Heights

We fix the altitude of the reader antenna by 1 m over the ground. The center of an-
tenna is parallel to the planes of twins tag. The twins are tied to the shells with dif-
ferent height for the use of testing the accuracy under variant directions. We can see 
that when the tag is at the same altitude of the antenna, we get the best performance. 
As shown in Table 5.2, in the 6 groups of experiments, the accuracy of 4 groups has 
reached 100 % and only one group is no less than 80 %, which is much higher than 
the accuracy at other altitude. The main reasons to obtain such results are that the 
effective area of the tags becomes largest and the SNR reaches the highest level. 
Note that when the tags are approaching to the ground, there are more outliers in the 
experimental data. This is incurred by the serious noisy wave and the low quality 
of single due to the reflections from the ground. While the tags are close to the cel-
ling, the power of reflected signals is relatively lower because of a longer distance 
between the tags and ceiling.

Table 5.1  Impact of angle between the reader and tags
Angle − 15° (%) − 10° (%) − 5° (%) 0° (%) 5° (%) 10° (%)
Average 83.33  96.67  90.00  90.00  83.33 83.33
Upbound 90.00 100.00 100.00 100.00 100.00 90.00
Lowbound 70.00  90.00  80.00  80.00  70.00 70.00

Table 5.2  Impact of tag height
Height 0.6 m (%) 0.8 m (%) 1.0 m (%) 1.2 m (%) 1.4 m (%) 1.6 m (%)
Average  95  92  98  90  92  90
Upbound 100 100 100 100 100 100
Lowbound  80  80  80  60  70  70
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5.3.2.3  Impact of Intersection Widths

In Fig. 5.5, we investigate the accuracy of the direction recognition in a variety of 
crossing width. We used paper boxes to simulate the crossing aisles with different 
interaction width, ranging from 0.8 to 1.6 m. Little difference in performance 
appeared in the case of 0.8 m, 1.2 m and 1.4 m and the average accuracy reached 
over 90 %. The performance of 1 m case is relatively little worse for the reason 
of fading when the signals are transmitted to the reader via different paths in the 
multipath environment. In the case of 1.6 m, the accuracy declined obviously. Be-
cause besides the effect of multipath, when the crossing aisles is very wide, even if 
the movements are in the same direction, there may be great difference in critical 
power, resulting in an accuracy decline.

5.3.2.4  Impact of Different Kinds of Tags

In Fig. 5.6, we plot the performance of three kinds of tags in TSD. As we can see, 
Impinj E41c produces the best performance. The accuracy rates in three directions 
are classified with 90, 100 and 90 % respectively. The performance of Alien 964x 
and E41b is relatively lower, but the worst one is still over 80 % and the average is 
90 % which may be related to the quality of tags. The tags of Alien 964 series are 
more suitable for consumer electronic devices mobile asset tracking. However, it 
is not wise to apply tags to the surface of wood, plastic, paper and glass. E41b is 
designed to provide a long read range for low-dielectric-constant materials. E41c 
is more suitable for high-dielectric-constant surfaces. Typical applications include 
tagging of carton and plastic boxes, apparel, books and file folders.

Fig. 5.5  Impact of intersec-
tion width
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5.3.2.5  Impact of Moving Velocities

In the same scenario, we evaluate the impact of moving speed on the tracking ac-
curacy. Volunteers walk through the intersection many times at different speeds, 
e.g. the slow (1.5 m/s), middle (2 m/s), and fast (2.5 m/s) speed. Figure 5.7 depicts 
the accuracy of the direction recognition at different velocity of movements. TSD 
achieves the best accuracy, i.e. 96.7 % in average, when the target moves at the 
middle speed. And the accuracy of detecting low-speed objects is about 93.3 % in 
average, while for the high speed, the accuracy is about 83 % in average.

For an object passing the intersection with different speeds, system will obtain 
different sequence lengths of CP. For easy figures, Algorithm 5.1 normalizes dif-
ferent number of sampling points into the same number of samplings. Since the 
medium speed is used in the training phase, the similar speed has best accuracy in 

Left Straight Right
0

0.2

0.4

0.6

0.8

1

Direction

A
cc
ur
ac
y

Slow Middle Fast
Fig. 5.7  Impact of different 
velocities
 

Fig. 5.6  Impact of different 
tags
 



References 57

monitoring phase. In low speed experiments, it can be regarded as oversampling, 
which also has a good performance. In contrast, the high speed experiments will 
have rarer samplings, which has a relative lower accuracy than medium speed and 
low speed.

5.3.2.6  Impact of Different People

People in different height have a certain impact on the accuracy of direction recog-
nition, as shown in Fig. 5.8. We find that the accuracy variance of taller persons in 
three directions is relatively lower. A taller person has a lager radio receiving and 
reflection area. Thus, the characteristics of his movement in three directions are 
more likely to significantly facilitate the accurate direction recognition.
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Afterword

This book has focused almost exclusively on using passive RFID tags and readers 
for device free tracking.

We have only touched on the variety of passive RFID tags based device-free user 
tracking and complete protocols that are suitable for densely or sparsely deployed 
environments. We have still left for others some important issues, such as balancing 
the tradeoff between deployment density and tracking accuracy, optimally scaling 
the system to support multi-users tracking, and integrating the proposed techniques 
into enterprise services. We have also left the important security issues unexam-
ined, such as the system availability analysis, protocol design verification, attacking 
models, and etc.

I hope the reader found this book informative, and perhaps on occasion useful 
for both the research and development purposes. I’d like to offer thanks again to 
the many people who helped, and accept responsibility for the inevitable errors of 
commission and omission. Comments, corrections, and criticism may be addressed 
to us at {hanjinsong, weixi.cs, and zhaokun2012} @mail.xjtu.edu.cn.

September 14, 2014 Jinsong Han
 Wei Xi
 Zhiping Jiang
 Kun Zhao
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