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Preface

Language identification (LID) is a process of determining the language from the
uttered speech. Most LID studies have been carried out using vocal tract and
prosodic features. However, the characteristics of excitation source have not been
explored for LID study. In this book, implicit and explicit features of excitation
source have been explored for language discrimination task. Linear prediction (LP)
residual signal is used for representing excitation source signal. The implicit rela-
tions among the raw LP residual samples, its magnitude, and phase components are
explored to capture the language-specific excitation source information. The pro-
posed implicit features consist of raw LP residual samples, its magnitude and phase
components at three different levels: (i) sub-segmental level (within a glottal cycle
or pitch cycle), (ii) segmental level (within 2–3 successive glottal cycles), and (iii)
supra-segmental level (across 50 glottal cycles). These features capture the implicit
language-specific phonotactic constraints embedded in excitation source signal.
Evidences obtained from each level are combined to derive complete implicit
features of excitation source for LID task.

In addition to implicit features of excitation source, LP residual signal has also
been parameterized at sub-segmental, segmental, and supra-segmental levels to
capture the language-specific phonotactic information. At sub-segmental level, the
characteristics of a single glottal pulse have been modeled using glottal flow
derivative (GFD) parameters of LP residual signal. Residual mel frequency cepstral
coefficients (RMFCC) and mel power difference of spectrum in sub-band (MPDSS)
features are explored to derive language-specific excitation source information at
segmental level. At supra-segmental level, temporal variations of pitch, epoch
strength, and epoch sharpness are explored for capturing language-specific supra-
segmental level source information. Evidences from each level are combined to
capture complete parametric representation of excitation source. Further, evidences
obtained from implicit and parametric features are combined to acquire overall
language-specific excitation source information.

The nonoverlapping language-specific information present in excitation source
and vocal tract features has also been investigated in this book. The robustness of
proposed excitation source features has been examined by varying (i) amount of
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training data, (ii) length of test samples, and (iii) background noise characteristics.
From experimental studies, it has been observed that the excitation source is more
robust, compared to vocal tract features for LID task.

This book is mainly intended for researchers working on language identification
area. The book is also useful for young researchers who want to pursue research in
speech processing with an emphasis on excitation source features. Hence, this may
be recommended as a text or reference book for the postgraduate level advanced
speech processing course. The book has been organized as follows:

Chapter 1 introduces the basic concept of language identification (LID) and the
various features used in LID. The application of LID system has been demon-
strated. Chapter 2 provides a review of the methods reported in prior works of LID.
Chapter 3 discusses the implicit features of excitation source for language recog-
nition task. Chapter 4 explores the parametric features of excitation source for
language discrimination study. Chapter 5 investigates the robustness of excitation
source features in the context of language identification. Chapter 6 provides a brief
summary and conclusion of the book with a glimpse toward the scope for possible
future work.

We would especially like to thank all professors of School of Information and
Technology, IIT Kharagpur for their moral encouragement and technical discus-
sions during the course of editing and organization of the book. Special thanks to
our colleagues at Indian Institute of Technology, Kharagpur, India for their coop-
eration to carry out the work. We are grateful to our parents and family members for
their constant support and encouragement. Finally, we thank all our friends and well
wishers.

K. Sreenivasa Rao
Dipanjan Nandi
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Chapter 1
Introduction

Abstract This chapter introduces the basic goal of language identification (LID)
and its impacts on real-life applications. A brief overview of the basic features used
for developing LID systems has been given and different categories of LID systems
are also discussed here. Eventually, the primary issues in developing LID systems
and the major contributions of this book towards solving those issues have been
highlighted.

Keywords Language identification · Identification of Indian languages · Explicit
language identification · Implicit language identification · Issues in language iden-
tification · Excitation source features for language identification · Speech features
for language identification

1.1 Introduction

Speech is mainly intended to convey message among human beings. Speech signal
along with the message information, also carries significant information about the
speaker, language and the emotion associated to message as well as speaker. The pri-
mary objective of an automatic language identification (LID) system is to determine
the language identity from the uttered speech. Due to several real-life applications of
automatic LID systems such as, speech to speech translation systems, information
retrieval from multilingual audio databases and multilingual speech recognition sys-
tems, it has become an active research problem in India and abroad. Indian languages
belong to several language groups and sub-groups. The major two language groups
are the Indo-Aryan languages spoken by 76.86% of Indian citizens and the Dravid-
ian languages spoken by 20.82% Indians [1]. The Indo-Aryan languages are highly
influenced by Sanskrit, whereas, the Dravidian languages has a history, independent
of Sanskrit [1]. However, Dravidian languages Telugu andMalayalam are influenced
by Sanskrit. Most of the languages in India share common set of phonemes and also
follow similar grammatical structure. Therefore, deriving the language discrimina-
tive information in Indian context is really a challenging task.
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2 1 Introduction

Important applications of automatic LID system are as follows—(i) development
of multilingual speech recognition system: Speech recognition is the task of identify-
ing the sequence of sound units based on the information available in speech signal.
Multilingual speech recognition system should have the phonetic information of all
the languages. During evaluation if language identity of input speech utterance is
unknown, then speech recognizers of all the languages have to run simultaneously,
and hence the computational complexity increases by multi-fold. Therefore, it is
necessary to know the language identity of input speech utterance. Language iden-
tification system is used at front-end to recognize the language of the input speech
utterance. Thus, only one speech recognizer corresponding to a particular language
will be activated. (ii) Development of multilingual audio search engine: Basic goal
of audio retrieval is to find the occurrences of a given query in a large audio database.
In case of information retrieval from multilingual audio database, whole database
has to be searched if the language identity of input query is unknown. Hence, the
searching time and computation complexity involved are very high. Language iden-
tification system can be used at front-end to determine the language identity of the
input audio query. Thus, audio database corresponding to a particular language need
to be searched, which reduces the computation complexity and searching time. (iii)
Development of speech-to-speech translation system: In a multilingual country like
India, it is difficult to convey messages through verbal communication between two
personswith different language backgrounds. Hence, themessage in source language
is to be converted to the desired target language. For this task, it is necessary to recog-
nize the source language first. Therefore, the LID system is used at the front-end of
a speech-to-speech translation system to determine the language identity of input
speech utterance.

1.2 Types of Language Identification Systems

The language identification systems can be of two types, namely, explicit and implicit
LID systems. Research on explicit LID systems started a few decades back. However,
the development of implicit LID systems is still an active area of research. A succinct
description of these two LID systems are given below.

1.2.1 Explicit Language Identification System

In the explicit LID system, phonetic information is first extracted from the speech
signal using a speech or phoneme recognizer, which gives a sequence of phoneme
labels. The development of phoneme recognizer is most important stage in explicit
LID system. The language models are used following the phoneme recognizer, to
estimate the probability of occurrence of particular phoneme sequences within each
of the target languages. To develop speech or phoneme recognizer with high accuracy
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Fig. 1.1 Block diagram of explicit LID system

requires a large amount of transcribed or labelled speech data, which is the limitation
of explicit LID system. Adding a new language into the explicit LID system is not a
trivial task, because it requires labelled speech data for that new language. Therefore,
developing an explicit LID system is a cumbersome task. However, the explicit LID
system provides high LID accuracy. So, there is a trade-off between the accuracy and
computational complexity to develop an explicit LID system. The block diagram of
an explicit LID system is shown in Fig. 1.1.

1.2.2 Implicit Language Identification System

In case of implicit LID systems, labelled speech data and speech or phoneme recog-
nizer are not required. The language-specific information is extracted directly from
raw speech data by applying signal processing techniques. Non-linear modelling
techniques such as, Gaussian mixture models (GMMs) and Neural networks (NNs)
are used to build the language models. Adding a new language to the existing system
is not a cumbersome task. The complexity of implicit LID systems is less compared
to explicit systems. However, the performance of explicit LID systems is superior to
implicit systems. So, the trade-off between performance and simplicity has become
inevitable, if the number of languages under consideration is large. Our research
focuses on the implicit LID systems. A generalized block diagram of an implicit
LID system is shown in Fig. 1.2.

1.3 Features Used for Developing Speech Systems

Speech production system has two major components: vocal tract system and source
of excitation. The characteristics of both vocal tract system and excitation source are
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Fig. 1.2 Block diagram of implicit LID system

embedded in speech signal. In general, features used for most of the speech tasks are
given below.

Spectral Features

During speech production, vocal tract system behaves like a time varying resonator
or filter, and characterizes the variation of the vocal tract shapes in the form of
resonances and antiresonances. The shape of the vocal tract resonator system is cap-
tured through spectral envelope of speech signal. Several parameterization techniques
such as, linear prediction cepstral coefficients (LPCCs) and mel-frequency cepstral
coefficients (MFCCs) are available for modeling vocal tract information. Spectral
features are used for developing several speech based systems such as, speech recog-
nition, speaker recognition, language recognition and emotion recognition systems.
In speech recognition, spectral features are used to extract the acoustic information
corresponding to each of the sound units [2–5]. Spectral envelope of the phoneme
captures the unique set of dominant frequencies. The length, shape and dynamics of
the vocal tract system vary from one speaker to another. Speaker-specific information
is captured by modeling the spectral information extracted from spoken utterances
of a speaker [6–8]. The characteristics of same sound unit may vary from one lan-
guage to another due to co-articulation effects. Such variations can be represented
by spectral features [9–16]. Spectral features are also used for recognizing different
emotions from speech signal [17, 18].

Prosodic Features

Human beings impose some constraints on the sequence of sound units while pro-
ducing speech [19], which incorporates naturalness to speech. The variation of pitch
with respect to time incorporates some special characteristics to speech, which is
known as intonation. Intonation is an important feature which is used to recognize
the attitude and emotion of a speaker, grammatical structure and the types of a spo-
ken utterance (i.e., statement or question). The duration of sound units or syllables
vary with respect to time and forms a special pattern which incorporates rhythm to
human speech. Stress is defined as the emphasis given to certain syllables or words
in a sentence. The acoustic correlates correspond to intonation, rhythm and stress are
pitch, duration and energy, respectively. These three properties (intonation, rhythm
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and stress) are collectively known as prosody. Prosodic features have been used
for developing speaker recognition [20, 21], emotion recognition [13–15, 22, 23],
emotional speech synthesis [24] and language identification systems [12, 25].

Excitation Source Features

The constriction of expiration of air acts as excitation source during the produc-
tion of speech. The quasi-periodic air pulses generated by the vocal folds vibration
acts as source of excitation for voiced speech production. During the production of
unvoiced speech, the expiration of air constraints at different places in the vocal tract.
This information can be captured by passing the speech signal through the inverse
filter [26]. To capture the excitation source information, linear prediction (LP) resid-
ual signal can be analyzed at three different levels: (i) sub-segmental level (within
a glottal cycle or pitch cycle), (ii) segmental level (within 2–3 successive glottal
cycles) and (iii) supra-segmental level (across 50 glottal cycles). Excitation source
features have been explored formany speech tasks such as, speech enhancement [27],
speaker recognition [28–31], audio clip classification [32], emotion recognition [33]
and classification of infant cries [34, 35].

1.4 Issues in Developing Language Identification Systems

Recognizing a languagewithout having an explicit information about the phonotactic
rules, syntax and morphology is really a challenging task. In developing automatic
language identification system it is assumed that, speakers in test and training sets
do not overlap. The matching between the test utterance and the reference sample is
always from unconstrained utterances of two different speakers. Hence, between the
two utterances there exist differences such as, text, speaker, emotion of the speaker,
dialect, environment and language. Therefore, developing an automatic language
identification system with high accuracy, needs to derive the language discrimina-
tive characteristics apart from other information. In this section some issues about
language identification system have been discussed.

• Variation in speaker characteristics: Different speakers have different speaking
styles which provides a large variability of the speakers within a language. Thus,
it is essential to reduce the speaker variability while building language models.

• Variation in accents: Accent is a distinctive way of pronouncing a language, espe-
cially one associated with a particular country, area, or social class. From the
accent one can easily distinguish whether the person is native speaker of a partic-
ular language or not.

• Variation in background environment and channel characteristics: Speech signal
has strong influence on the environmental conditions where the data is collected
and on channel through which it is transmitted. These factors can have significant
effect on the features derived from the short time spectral analysis. Therefore, it
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is necessary to have the features which are robust enough to achieve a significant
accuracy in language identification.

• Variation in dialects: Dialect is a special form of a language, which is unique for
a specific region or social group. It is distinguished by pronunciation, grammar,
or vocabulary, especially a variety of speech differing from the standard literary
language or speech pattern of the culture in which it exists.

• Similarities in language: Most of the Indian languages are originated from the
Sanskrit language. Hence, there is a lot of similarity in Indian languages. Most
of the Indian languages have common set of phonemes and also follow similar
grammatical structure. To develop a language identification system it is neces-
sary to derive non-overlapping language-specific information for each language.
Therefore, building a robust automatic language identification system in Indian
context is really a challenging task.

1.5 Objective and Scope of the Work

The primary goal of this book is to present robust and efficient techniques to develop
LID system in context of Indian languages. This work focuses on modeling the
excitation source information for language discrimination task. Excitation source
information can be captured by processing the linear prediction (LP) residual sig-
nal [26]. Linear prediction residual signal mostly contains higher order relations [36]
and it is difficult to capture these relations using parametric techniques. We hypothe-
size that, language-specific information may present in the higher-order relations of
the LP residual samples. In this work, we have proposed both implicit and explicit
approaches to analyze the higher order relations of LP residual samples for model-
ing language discriminative information efficiently. The complementary information
present between the vocal tract and excitation source features has been investigated
by combining the evidences obtained from these features. Robustness of proposed
excitation source features, compared to vocal tract features is also examined by
varying amount of training data, length of test utterances and background noise
characteristics.

1.6 Contributions of the Book

The primary contributions of this book are summarized as follows:

• Implicit features from LP residual, its magnitude and phase components are
explored for language discrimination task.

• Explicit parametric features from LP residual signal are explored for capturing
language-specific information.
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• Evidences obtained from proposed implicit and parametric features of excitation
source are combined to enhance the LID performance.

• Combination of the evidences obtained from overall excitation source and vocal
tract features has been explored to investigate the existence of complementary
language-specific information present in these two features.

• The robustness of excitation source information has been examined for language
identification task by varying (i) background noise, (ii) amount of training data
and (iii) duration of test samples.

1.7 Organization of the Book

• This chapter provides brief introduction about language identification and its appli-
cations. Different types of LID systems are described briefly. General features used
for various speech tasks are described. Challenging issues in developing LID sys-
tems in Indian context are mentioned. The objectives and scope of the present
work have been discussed. The major contributions of the book and chapter-wise
organization are provided at the end of this chapter.

• Chapter2 provides compendious reviews about both the explicit and implicit LID
systems present in the literature. Existing works related to language identification
in Indian context are briefly discussed. The related works about the excitation
source features are also presented here. Various speech features and models pro-
posed in the context of language identification are briefly reviewed in this chapter.
The motivation for the present work from the existing literatures is briefly dis-
cussed.

• Chapter3 discusses about the proposed approaches to model the implicit features
of excitation source information for language identification. In this chapter, the raw
LP residual samples, its magnitude and phase components are processed at three
different levels: sub-segmental, segmental and supra-segmental levels to capture
different aspects of excitation source information for LID task.

• Chapter4 describes the proposed methods to extract parametric features at sub-
segmental, segmental and supra-segmental levels to capture the language-specific
excitation source information.

• Chapter5 explains the combinationof implicit andparametric features of excitation
source to enhance the LID accuracy. Further, complementary nature of excitation
source and vocal tract features is exploited for improving the LID accuracy. The
robustness of proposed language-specific excitation source features is investigated
at the end of this chapter.

• Chapter6 summarizes the book contributions and provides future directions.

http://dx.doi.org/10.1007/978-3-319-17725-0_2
http://dx.doi.org/10.1007/978-3-319-17725-0_3
http://dx.doi.org/10.1007/978-3-319-17725-0_4
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Chapter 2
Language Identification—A Brief Review

Abstract This chapter provides compendious reviews about both the explicit and
implicit LID systems present in the literature. Existing works related to language
identification in Indian context are briefly discussed. The related works about the
excitation source features are also presented here.Various speech features andmodels
proposed in the context of language identification are briefly reviewed in this chapter.
The motivation for the present work from the existing literature is briefly discussed.

Keywords Prior works on explicit language identification · Prior works on implicit
language identification · Prior works on excitation source features · Motivation for
using source features for language identification

2.1 Prior Works on Explicit Language Identification System

In 1974, Dodington and Leonard [1], Leonard [2] have explored frequency of occur-
rences of certain reference sound units in different languages. The average LID
accuracy of 64% and 80% have been achieved using five and seven languages,
respectively.

In 1977, House and Neuberg [3] conducted LID studies on manually phonetic
transcribed data. The language related information has been extracted from a broad
phonetic transcription instead of using acoustic features extracted from speech signal.
Speech signal has been considered as a sequence of symbols chosen from a set.
The elements of the set are defined as follows: stop consonant, fricative consonant,
vowel and silence. Language identification experiment has been carried out on eight
languages. In this work, HiddenMarkovModel (HMM) has been trained using broad
phonetic labelled data derived from phonetic transcription. This work had shown
perfect discrimination of eight languages and demonstrated that excellent language
identification can be achieved by exploiting phonotactic information.

In 1980, Li and Edwars [4] developed automatic LID system based on automatic
acoustic-phonetic segmentation of speech. By using six different acoustic-phonetic
classes, automatic LID system has been developed using five languages. These six
acoustic-phonetic classes are (i) syllable nuclei, (ii) non-vowel sonorants, (iii) vocal

© The Author(s) 2015
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murmur, (iv) voiced frication, (v) voiceless frication and (vi) silence and low energy
segments. Hidden Markov Models (HMM) have been used for developing language
models. Recognition accuracy of 80% has been achieved with this approach.

In 1993 and 1994, Lamel and Gauvain [5, 6] conducted cross-lingual experiments
by exploring phone recognition for French and English languages. A set of 35 phones
were used to represent the French language corpus and a set of 46 phones were used
to represent the English language data. Three-state left-to-right continuous density
HMM with Gaussian mixture model (GMM) observation density has been used to
build the phone models. It has been observed that, the French language is easier to
recognize at the phone level but, harder to recognize at the lexical level due to the
larger number of homophones.

In 1994, Muthusamy et al. [7] have proposed a perceptual benchmark for lan-
guage identification task. Perceptual studies with listeners from different language
backgrounds have been conducted. The experiments have been conducted on ten lan-
guages from OGI-MLTS database. The results obtained from the subjects reported
as the benchmark for evaluating the LID performances obtained from automatic LID
systems. The experimental analysis showed that, the duration of utterances, famil-
iarity of languages and the number of known languages are the important factors to
recognize a language. The comparison between the subjective analysis and machine
performance concluded that, increased exposure to each language and longer train-
ing sessions contribute to improved classification performance. Therefore, to develop
the speech recognizer for any language, the primary requirement is large amount of
segmented and labelled speech corpus.

In 1994, Berkling et al. [8] have analyzed phoneme based features for lan-
guage recognition. They have performed the LID study on three languages: Eng-
lish, Japanese and German from OGI-MLTS speech corpus. A superset of phonemes
for the three languages has been considered. The phonemes which can provide the
best discrimination between language pairs have used to build the superset. The
experimental analysis drawn the conclusion that, to develop a LID system with large
number of languages, it may be useful to reduce the number of features despite a
small loss in LID accuracy.

In 1994, Tucker et al. [9] have conducted LID experiments with the languages
belong to same language family. Sub-word models for English, Dutch and Nor-
wegian languages have been developed for carrying out the LID study. Two types
of language models: language independent and language-specific models have been
developed in this study. Three techniques namely, (i) the acoustic differences between
the phonemes of each language, (ii) the relative frequencies of phonemes of each
language and (iii) the combination of previous two sources have been explored for
classifying the languages. The third technique provides average LID accuracy of
90% for three languages.

In 1994, Zissman and Singer [10] have carried out a comparative study using four
approaches: (i) Gaussian mixture model based classification, (ii) phoneme recogni-
tion followed by language modeling (PRLM), (iii) parallel PRLM (PRLM-P) and
(iv) language-dependent parallel phoneme recognition (PPR). The OGI-MLTS cor-
pus has been used to evaluate the performances of the four LID approaches. The LID
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study showed that, best performance is obtained with PRLM-P system, which does
not require labelled speech corpus for developing language models.

In 1995, Kadambe and Hieronymus [11] have developed LID systems using
phonological and lexical models to distinguish the languages. The LID study has
been carried out on four languages: English, German, Mandarin and Spanish from
OGI-MLTS speech corpus. Identification accuracy of 88% has been achieved with
four languages. It has been observed that, English and Spanish languages are dis-
tinguishable by their lexical information. This study concludes that, the language-
specific information can also be captured by analyzing the higher level linguistic
knowledge.

In 1995, Yan and Bernard [12] have developed language-dependent phone recog-
nition systems for language discrimination task. Six languages (English, German,
Hindi, Japanese, Mandarin and Spanish) from OGI-MLTS corpus have been used
for LID study. Continuous HMMs are used to build the language-dependent phone
recognizers. Acoustic and duration models are exploited for developing LID system.
Forward and backward bigram based language models are proposed. A neural net-
work based approach has been proposed for combining the evidences obtained from
the above mentioned acoustic, language and duration models.

In 1997,Navratil andZhulke [13] have proposed two approaches to build language
models: (i) modified bigramswith a contextmappingmatrix and (ii) languagemodels
based on binary decision trees. To build the binary decision tree two approaches are
proposed. These two approaches are, (i) building the whole tree for each class and
(ii) adapting from a universal background model (UBM). Both the models are incor-
porated in a phonetic language identifier with a double bigram decoding architecture.
The LID study has been carried out on NIST’95 language database.

In 1997, Hazen and Zue [14] have developed automatic LID system utilizing the
phonotactic, acoustic-phonetic and prosodic information within a unified probabilis-
tic framework. The evidences obtained from three different sources are combined to
improve the LID accuracy. Experimental results showed that, the phonotactic infor-
mation present in the speech utterances is the most useful information for language
discrimination task. It has been observed that, acoustic-phonetic and prosodic infor-
mation can also be useful for increasing the system’s accuracy, especially when the
short duration utterances are used for evaluation.

In 2001, K. Kirchhoff and S. Parandekar [15] have developed LID systems based
onn-grammodels of parallel streamsof phonetic features and sparse statistical depen-
dencies between these streams. The LID study has been conducted on OGI-MLTS
database. It has been shown that, the proposed feature-based approach outperforms
phone-based system. They have also reported that, proposed approach shows sig-
nificantly better identification accuracy using test utterances of very short duration
(≤3s). In future, data-driven measures for predicting optimal cross-stream depen-
dencies, as well as different schemes for score integration can be explored.

In 2001, Gleason and Zissman [16] have demonstrated two methods to enhance
the accuracy of parallel PRLM (PPRLM) system. They have explored Composite
background (CBG) modeling technique, which allows us to identify target language
in an environment where labelled training data is unavailable or limited.
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In 2003, V. Ramasubramanian et al. [17] have shown the theoretical equivalence
of parallel sub-word recognition (PSWR) and Ergodic-HMM (E-HMM) based LID.
In this work, the sub-word recognizer (SWR) at the front-end represents the states
and the language model (LM) of each language at the back-end represents the state-
transition of E-HMM in that language. The proposed equivalence unifies two distinct
approaches of langauge identification: parallel phone (sub-word) recognition and E-
HMM based approaches. This LID study has been carried out on 6 languages from
OGI-MLTS database. The performance of E-HMM based system is superior com-
pared to GMM, which indicates the effectiveness of the E-HMM based approaches.

In 2004, J. Gauvain et al. [18], Shen et al. [19] proposed a novel method using
phone lattices for developing automatic LID system. The use of phone lattices both
in training and testing significantly improves the accuracy of a LID system based on
phonotactics. Decoding is done by maximizing the expectation of the phonotactic
likelihood for each language. Neural network has been used to combine the scores
of multiple phone recognizers for improving the recognition accuracy. NIST 2003
corpus is used for carrying out the study.

In 2007, Li et al. [20] have proposed a novel approach for spoken language iden-
tification task based on vector space modeling (VSM). The hypothesis is that, the
overall characteristics of all languages can be covered by a universal set of acoustic
units, which can be characterized by the acoustic segment models (ASMs). TheASM
framework further extended to language independent phone models for LID task by
introducing an unsupervised learning procedure to circumvent the need for phonetic
transcription. The spoken utterance has been converted to a feature vector with its
attributes representing the co-occurrence statistics of the acoustic units. Then a vector
space classifier has been built for language identification. The proposed framework
has been evaluated on NIST 1996 and 2003 LRE databases.

In 2008, Sim and Li [21] have proposed a new approach for building a parallel
phone recognition followed by language model (PPRLM) system. A PPRLM system
comprises multiple parallel sub-systems, where each sub-system employs a phone
recognizer with a different phone set for a particular language. This method aims at
improving the acoustic diversification among its parallel sub-systems by using mul-
tiple acoustic models. The acoustic models are trained on the same speech data with
the same phone set but using different model structures and training paradigms. They
have examined the use of various structured precision (inverse covariance) matrix
modeling techniques as well as themaximum likelihood andmaximummutual infor-
mation training paradigms to produce complementary acoustic models. The results
show that, acoustic diversification, which requires only one set of phonetically tran-
scribed speech data, yields similar performance improvements compared to phonetic
diversification. In addition, further improvements were obtained by combining both
diversification factors. The proposed approach has been evaluated on NIST 2003 and
2005 LRE databases.

In 2008, Tong et al. [22] have proposed a target-oriented phone tokenizers (TOPT),
each having a subset of phones that have high discriminative ability for a target
language. Two phone selection methods are proposed to derive such phone subsets
from a phone recognizer. It has been shown that, the TOPTs derived from a universal
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phone recognizer (UPR) outperform those derived from language specific phone
recognizers. The TOPT front-end derived from a UPR also consistently outperforms
the UPR front-end without involving additional acoustic modeling. The proposed
method has been evaluated on NIST 1996, 2003 and 2007 LRE databases.

In 2012, Botha and Barnard [23] used n-gram statistics as features for LID study.
A comparative study has been carried out using different classifiers such as, support
vector machines (SVMs), naive Bayesian and difference-in-frequency classifiers.
The work has been carried out by varying the values of n. Experimental results
conclude that, the SVM classifier outperforms other classifiers.

In 2012, Barroso et al. [24] have proposed hybrid approaches to build LID system
based on the selection of system elements by several classifiers (Support Vector
Machines (SVMs),Multilayer Perceptron classifiers andDiscriminant analysis). The
LID study has been carried out on three languages: Basque, Spanish and French. The
proposed approach improves the system performance.

In 2013, Siniscalchi et al. [25] proposed a novel universal acoustic characterization
approach for language recognition. Universal set of fundamental units has been
explored, which can be defined across all the languages. This LID study has exploited
some speech attributes like manner and place of articulations of sound units to define
the universal set of language-specific fundamental units. Summary of the prior works
related to explicit LID studies mentioned above is provided in Table2.1.

Table 2.1 Summary of prior works on explicit language identification studies

Sl. no. Features Models/
Classification
techniques

Number of
languages and
databases

Remarks Reference

1. Broad phonetic
transcription (i.e.,
stop consonant,
fricative
consonant, vowel
and silence)

HMM 8 languages Phonotactic
information is
language-specific

[3]

2. Acoustic-phonetic
information

HMM 5 languages Recognition
accuracy of 80%
has been achieved

[4]

3. PLP coefficients
with 56
dimensions

ANN 3 languages from
OGI-MLTS
database

To develop LID
system with large
number of
languages, it may
be useful to
reduce the
number of
features despite a
small loss in LID
accuracy

[8]

(continued)
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Table 2.1 (continued)

Sl. no. Features Models/
Classification
techniques

Number of
languages and
databases

Remarks Reference

4. Acoustic
differences
between the
phonemes,
relative
frequency of
phonemes
and
combination
of previous
two sources
of
information

Sub-word
models were
built using
HMM

8 languages
from
EUROM 1
database

90% LID accuracy is
achieved

[9]

5. MFCC GMM, PRLM,
PRLM-P, PPR

10 languages
from
OGI-MLTS
database

PRLM-P provides best
accuracy of 79.2%

[10]

6. Phoneme
inventory,
phonemotac-
tics, syllable
structure,
lexical and
prosodic
differences

HMM 4 languages
from
OGI-MLTS
database

88% accuracy is
achieved.
Language-specific
information can be
captured using higher
order linguistic
knowledge

[11]

7. Acoustic and
duration
models

HMM for
phoneme
recognizer and
forward ANN
for combining
the scores

6 languages
from
OGI-MLTS
database and
backward
bigram based
language
model

91.06% accuracy is
achieved for test sample
length of 45s

[12]

8. Information
from a wider
phonetic
context

Modified
bigrams with a
context
mapping matrix
and language
models based
on binary
decision trees

9 languages
NIST’95 LRE
database

Error rate of 9.4% is
achieved with 45s test
sample duration

[13]

9. Phonotactic,
acoustic-
phonetic and
prosodic
information

Interpolated
trigram model
and GMM

OGI-MLTS
database

Phonotactic information
is most useful
information for LID task

[14]

(continued)
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Table 2.1 (continued)

Sl. no. Features Models/
Classification
techniques

Number of
languages and
databases

Remarks Reference

10. Phonetic
features like,
voicing,
consonantal
place of
articulation,
manner of
articulation,
nasality and
lip rounding

HMM for
phone
recognition and
n-gram
language model

OGI-MLTS
database

Proposed feature-based
approach outperforms
phone-based system

[15]

11. MFCC Parallel
sub-word
recognition and
Ergodic HMM
based LID

6 languages
of
OGI-MLTS
database

The performance of
E-HMM based system is
superior compared to
GMM

[17]

12. Lexical
constraints
and
phonotactic
patterns

PPRLM NIST 1996,
2003 and
2007 LRE
databases

TOPTs derived from
UPRs outperform those
from language-specific
phone recognizers

[22]

13. n-gram
statistics as
features used
for text based
LID

SVM, naive
Bayesian and
difference-
in-frequency
classifiers

11 South
African
languages

The SVM classifier
outperforms other
classifiers and 99.4%
accuracy is achieved

[23]

14. Morphological
features

Hybrid system
using SVM,
Multilayer
Perceptron
classifiers and
Discriminant
analysis

3 languages
in Basque
context

Hybrid approach works
well for under-resourced
languages

[24]

15. Manner and
place of
articulations
of sound units

SVM and
maximal
figure-of-merit
(MFoM)

NIST 2003 Universal set of
language-specific
fundamental units is
proposed

[25]

2.2 Prior Works on Implicit Language Identification System

In 1986, Foil [26] has explored two different approaches to carry out LID study in
noisy background. In first approach, language-specific prosodic features are cap-
tured by processing pitch and energy contours for LID task. Even though the lan-
guages with very similar phoneme sets, the frequency distribution of phonemes often
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vary between the languages. In second method, formant vectors are computed only
from the voiced segments for each language which is used to discriminate the same
phonemes present in different languages. K -means clustering algorithm has been
used for formant classification. The conclusion has been drawn from this LID study
is that, formant features are better than the prosody features for LID task.

In 1989, Goodman et al. [27] have improved the LID accuracy obtained by
Foil [26] in 1986. An important modification has been suggested to training algo-
rithm. The training data has been split into “clean” and “noisy” vectors. K -means
clustering algorithm has been used in this experiment. Experiments were also car-
ried out to determine whether pitch information is useful in performing language
identification in such noisy conditions or not. The use of syllabic rate as a language
discriminative feature has also been investigated.

In 1991, Muthusamy et al. [7] have proposed a phonetic segment-based approach
for developing automatic spoken language identification system. The idea was that,
the acoustic structure of languages can be estimated by segmenting speech into broad
phonetic categories. The language-specific phonetic and prosodic information has
been extracted to develop automatic LID system. The LID study has been carried
out on American English, Japanese, Mandarin Chinese and Tamil languages. Iden-
tification accuracy of 82.3% has been achieved.

In 1991, Sugiyama [28] has explored linear prediction coefficients (LPCs) and
cepstral coefficients (LPCCs) for language recognition. Vector quantization (VQ) of
different code book sizes has been proposed for language recognition task. Different
distortion measurement techniques like cepstral distance and weighted likelihood
ratio have been explored in this LID study. In [9], VQ histogram algorithm has also
been proposed for language prediction. Morgan et al. [29] and Zissman [30] have
proposed the Gaussian mixture models (GMMs) [31] for language identification
study.

In 1994, Itahashi et al. [32] and Shuichi and Liang [33] have developed LID
systems based on fundamental frequency and energy contours with the modeling
technique based on a piecewise-linear function.

In 1994, K. Li [34] explored spectral features at syllable level to capture the
language discriminative information. The syllable nuclei (vowels) are detected auto-
matically. The spectral feature vectors are then computed from the regions near the
syllable nuclei instead of computing feature vectors from the whole training data.

In 1999, F. Pellegrino and R. Andre-Obrecht [35] have designed a unsupervised
approach based on vowel system modeling. In this work, the language models are
developed only using the features extracted from the vowels of each language. Since
this detection is unsupervised and language independent, no labelled data is required.
GMMs are initialized using an efficient data-driven variant of the LBG algorithm:
the LBG-Rissanen algorithm. This LID study are carried out on 5 languages from
OGI-MLTS database which provides 79% recognition accuracy.

In 2005, Rouas et al. [36] have proposed an approach for language identification
study based on rhythmic modelling. Like phonetics and phonotactics, rhythm is also
an important feature which can be used for capturing language-specific information.
In [36] an algorithm has been proposed to extract the rhythm for LID task. They
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have used a vowel detection algorithm to segment the rhythmic units related to
syllables. Several parameters are extracted (consonantal and vowel duration, cluster
complexity) and modelled with a GaussianMixture. This LID study has been carried
out on read speech collected from seven languages.

In 2007, Rouas [37] have developed a LID system based on modelling the
prosodic variations. n-gram models were used to model the short-term and long-
term language-dependent sequences of labels. The performance of the system is
demonstrated by experiments on read speech and evaluated by experiments on spon-
taneous speech. An experimental study has also been carried out to discriminate the
Arabic dialects. It has been shown that the proposed system was able to clearly iden-
tify the dialectal areas, leading to the hypothesis that, Arabic dialects have prosodic
differences.

In 2010, Sangwan et al. [38] have proposed a language analysis and identification
system based on the speech production knowledge. The proposed method automat-
ically extracts key production traits or “hot-spots” which have significant language
discriminative capability. At first, the speech utterances were parsed into consonant
and vowel clusters. Subsequently, the production traits for each cluster is represented
by the corresponding temporal evolution of speech articulatory states. It was hypoth-
esized that, a selection of these production traits are strongly tied to the underlying
language, and can be exploited for identifying languages. The LID study has been
carried out on 5 closely related languages spoken in India namely, Kannada, Tamil,
Telugu, Malayalam, and Marathi. The LID accuracy of 65% is achieved with this
approach. Furthermore, the proposed scheme was also able to identify automatically
the key production traits of each language (e.g., dominant vowels, stop-consonants,
fricatives etc.).

In 2012, Martnez et al. [39] have proposed an i-vector based prosodic system
for language identification system. They have built an automatic language recog-
nition system using the prosody information (rhythm, stress, and intonation) from
speech and makes decisions about the language with a generative classifier based
on i-Vectors.

In Indian context, J. Balleda et al. [40], have first attempted to identify Indian lan-
guages. VQ and 17 dimensional mel-frequency cepstral coefficients (MFCCs) have
been explored for language recognition task. Nagarajan [41], have explored different
code book methods for LID study. Automated segmentation of speech into sylla-
ble like units and parallel syllable like unit recognition have been explored to build
implicit LID system. Sai Jayaram et al. [42], have proposed trained sub-word unit
models without any labelled or segmented data, which are clustered using K-means
clustering algorithm. Hidden Markov models (HMM) are used for predicting the
language. In 2004, Leena Mary and B. Yegnanarayana have explored the autoasso-
ciative neural networks (AANN) for capturing language-specific features for devel-
oping LID system [43]. They have also explored prosodic features for capturing the
language-specific information [44]. In K.S. Rao et al. [45], have explored spectral
features using block processing (20 ms block size), pitch synchronous and glot-
tal closure region (GCR) based approaches for discriminating 27 Indian languages.
The language-specific prosodic features have also been explored by V. R. Reddy
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et al. [46]. In this work, prosodic features are extracted from syllable, word and sen-
tence levels to capture language-specific information. Jothilakshmi et al. [47], have
explored a hierarchical approach for identifying the Indian languages. This method
first identifies the language group of a given test utterance and then identifies the
particular language inside that group. They have carried out the LID task by using
different acoustic features such as, MFCC, MFCC with velocity and acceleration
coefficients, and shifted delta cepstrum (SDC) features. In 2013, Bhaskar et al. [48]
have carried out LID study using gender independent, gender dependent and hier-
archical grouping approaches on 27 Indian languages. Vocal tract features are used
to capture the language-specific information. Summary of the prior works related to
implicit LID studies mentioned above is provided in Table2.2.

Table 2.2 Summary of prior works on implicit language identification studies

Sl. no. Features Models/
Classification
techniques

Number of
languages and
databases

Remarks Reference

1. Prosodic and
formant features

K -means
clustering

Recorded noisy
radio signals as
database

Formant features
are better than the
prosody features
for LID task

[26]

2. LPCs and LPCCs Vector
Quantization

20 languages Accuracy of 65%
is achieved

[9]

3. Spectral features
at syllable level

ANN 5 languages from
OGI-MLTS
database

Syllabic spectral
feature is useful
for LID. 95%
accuracy is
achieved

[34]

4. MFCC GMM 5 languages from
OGI-MLTS
database

79% accuracy is
achieved

[35]

5. Rhythm at syllable
level

GMM 7 languages from
MULTEXT
corpus

88% accuracy is
achieved

[36]

6. Production
knowledge of
vowels and
consonants

HMM 5 languages from
South Indian
Language (SInL)
corpus

65% accuracy is
achieved

[38]

7. Prosody
information
(rhythm, stress,
and intonation)

i-vector
based
classification

NIST LRE 2009 Prosodic features
contain
language-specific
knowledge

[25]

8. MFCC VQ 5 languages Presence of some
CV units is
crucial for LID

[11]

(continued)
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Table 2.2 (continued)

Sl. no. Features Models/
Classification
techniques

Number of
languages and
databases

Remarks Reference

9. Weighted linear
prediction cepstral
coefficients
(WLPCC)

AANN 4 languages 93.75% accuracy
is achieved

[44]

10. MFCC with delta
and delta-delta
and shifted delta
spectrum (SDC)
features

Hierarchial
based LID
system using
GMM, HMM
and ANN

9 languages 80.56% accuracy
is achieved

[47]

11. MFCC using
block processing,
pitch synchronous
and glottal closure
based approaches

GMM 27 languages from
IITKGP-MLILSC
database

Glottal closure
based approach
performs better
than other
methods

[45]

12. Prosodic features
extracted from
syllable, word and
phrase levels

GMM 27 languages from
IITKGP-MLILSC
database

Word level
features provide
better LID
accuracy

[46]

2.3 Prior Works on Excitation Source Features

The LP residual signal has been processed for several speech related tasks such
as, speech enhancement, speaker recognition, audio clip classification and emotion
recognition. Few works related to the excitation source features are described as
below. B. Yegnanarayana and T. K. Raja [49] have analyzed the LP residual sig-
nal while the speech signal has been corrupted with additive white noise. It has
been observed that, the features obtained from LP residual signal perform well even
though the signal to noise ratio (SNR) is low. The excitation source information
has also been exploited for robust speaker recognition task. In B. Yegnanarayana
et al. [50], have developed a text-dependent speaker verification system using source,
supra-segmental and spectral features. The supra-segmental features such as, pitch
and duration are explored. Excitation source features extracted from LP residual
signal is modeled by auto associative neural network (AANN). Although the supra-
segmental and source features individually does not provide good performance.How-
ever, combining the evidences from these features improve the performance of the
speaker verification system significantly. In this study, Neural network models are
used to combinethe evidences from multiple sources of information. In [51], AANN
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is proposed for capturing speaker-specific source information present in LP residual
signal. Speaker models are built for each vowel to study the speaker information
present in each vowel. Using this knowledge an online speaker verification system
has been developed. This study shows that, excitation source features also contain
significant speaker-specific information. In [52], LP residual signal, its magnitude
and phase components are implicitly processed at sub-segmental, segmental and
supra-segmental levels to capture speaker-specific information. The speaker identi-
fication and verification studies performed using NIST-99 and NIST-03 databases.
This study demonstrates that, the segmental level features provide best performance
followed by sub-segmental features. The supra-segmental features provide least per-
formance. In [53], segmental level excitation source features are used for language
independent speaker recognition study. In [54], LP residual signal has been explored
for capturing the audio-specific information. Autoassociative neural network models
have been used to capture the audio-specific information extracted from LP resid-
ual signal. In [55], the excitation source component of speech has been explored
for characterizing and recognizing the emotions from speech signal. In this work,
excitation source information is extracted from both LP residual and glottal vol-
ume velocity (GVV) signals. In this study, sequence of LP residual samples and their
phase information, parameters of epochs and their dynamics at syllable and utterance
levels have been used for characterizing emotions. Further, samples of GVV signal
and its parameters also explored for emotion recognition task. In [56], a method
has been proposed for duration modification using glottal closure instants (GCIs)
and vowel onset points (VOPs). The VOPs are computed using the Hilbert enve-
lope of LP residual signal. Manipulation of duration is achieved by modifying the
duration of the LP residual with the help of instants of significant excitation as pitch
markers. The modified residual is used to excite the time-varying filter. Perceptual
quality of the synthesized speech is found to be natural. In [57], GCIs are computed
from LP residual signal by using the property of average group-delay of minimum
phase signals. The modification of pitch and duration was achieved by manipulating
the LP residual with the help of the knowledge of the instants of significant exci-
tation. The modified residual signal was used as excitation signal to the vocal tract
resonator. The proposed method is evaluated using waveforms, spectrograms, and
listening tests and it is found that, the perceptual quality of synthesized speech has
been improved and there were no significant distortion. In K.S. Rao et al. [58], have
proposed a time-effective method for determining the instants of significant excita-
tion (GCIs) in speech signals. The proposed methods consist of two phases: (i) at
first phase approximate epoch locations using the Hilbert envelope of LP residual
signal and (ii) at second phase, accurate locations of the instants of significant exci-
tation is determined by computing the group delay around the approximate epoch
locations derived from the first phase. In [59], pitch contours are modified by using
the significant instant of excitation and this technique can be used in voice conver-
sion, expressive speech synthesis applications. In [60], excitation source features
have been used for voice conversion tasks. The basic goal of the voice conversion
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system is to modify the speaker-specific characteristics, keeping the message and
the environmental information contained in the speech signal intact. In [60], a neural
network models for developing mapping functions at each level has been proposed.
The features used for developing the mapping functions are extracted using pitch
synchronous analysis. In this work, the instants of significant excitation are used
as pitch markers to perform the pitch synchronous analysis. Instants of significant
excitation are computed from LP residual signal by using the property of average
group-delay of minimum phase signals. In [61], a method has been proposed which
is capable of jointly converting prosodic features, spectral envelope and excitation
signal maintaining the correlation between them and this method has been used in
voice conversion application.

2.4 Motivation for the Present Work

From the prior works related to LID studies mentioned in Sects. 2.1 and 2.2, it is
observed that the existing LID systems are mostly developed using spectral features
representing the vocal tract system characteristics and prosodic features representing
the supra-segmental characteristics of the languages. The excitation source compo-
nent of speech has still not been explored for LID task. From the literature, it has
been observed that excitation source information represented by LP residual signal
has been explored for several speech tasks. But, it has not been investigated for lan-
guage discrimination task. Therefore, in this book, we want to explore excitation
source features for language discrimination task. The human speech production sys-
tem consists of time varying vocal tract resonator and the source for provoking the
resonator. Speech sounds are produced as a consequence of acoustical excitation of
the human vocal tract resonator. During the production of voiced sounds, the vocal
tract is excited by a series of nearly periodic air pulses generated by the vocal cords
vibration. State-of-the-art LID systems mostly approximate the dynamics of vocal
tract shape and use this vocal tract information for discriminating the languages.
However, the demeanor of the vocal folds vibration also changes from one sound
unit to another. Although there is a significant overlap in the set of sound units in
different languages, but the same sound unit may differ across different languages
due to the co-articulation effects and dialects. Hence, we conjecture that, the char-
acteristics of excitation source may contain some language-specific information. In
presentwork, we have explored the excitation source features for capturing language-
specific phonotactic information. A theoretical study has been carried out in Sect. 2.4
to support our hypothesis.

Correlation Among the Languages from Excitation Source Point of View

In this section, the significance of the excitation source information for language
identification task is shown by their respective correlation coefficients for within
and between languages. Correlation determines the degree of similarity between two
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signals. Suppose that we have two real signal sequences x(n) and y(n) each of which
has finite energy. The cross-correlation of x(n) and y(n) is a sequence rxy(l), which
is defined as follows:

rxy(l) =
p∑

n=1

x(n)y(n − l), l = 0,±1,±2, .... (2.1)

where, l is the time shift parameter. The x and y are the two signals being correlated.
If the signals are identical, then the correlation coefficient is maximum and if they
are orthogonal then the correlation coefficient is minimum. When x(n) = y(n),
the procedure is known as autocorrelation of x(n). From each language database,
one male speaker’s data of 5min duration is considered and the LP residual has been
extracted. TheLP residual is then decimated by factor 4 to suppress the sub-segmental
level information and then the LP residual samples are processed in block size of 20
ms with a shift of 2.5 ms which provides segmental level information. To normalize
the speaker variability between the languages, the mean subtraction is imposed to
all the feature vectors across all languages. Then the seg level feature vectors are
modeled with GMM for each language. The average mean vectors are considered
as the signal for a particular language to compute the correlation coefficients. To
portray the significance of seg level LP residual feature in language discrimination
task these correlation coefficients are used. The correlation coefficients between two
signals is a sequence of length (2l − 1). The average of the (2l − 1) correlation
coefficient values is considered in our work which is shown in Table2.3. The values
of first row of the Table2.3 indicates the correlation coefficients of first languagewith
respect to itself and other 26 languages. The correlation coefficient within a language
has been computed from two different speech utterances spoken by a speaker. The
first element of first row indicates the auto-correlation coefficient of first language
calculated from the averagemean vectors of two utterances within one language. The
other 26 values of first row represents the cross-correlation coefficients between the
first language and other 26 languages. Lower the cross-correlation coefficient value
between two languages indicate more dissimilarity between them.We have taken the
average of the 26 cross-correlation coefficients from the 2nd column to 27th column
of the 1st rowwhich represents average cross-correlation coefficient of first language
with respect to other 26 languages. This average cross-correlation coefficient value
(0.85) is less than the auto-correlation coefficient value (1.8) which resides in the
1st column of the 1st row. This explains that the seg level LP residual feature has
significant language discriminative capability. If we analyze the other rows of the
Table2.3, similar characteristics can be observed. This theoretical discussion elicits
the significance of the excitation source features in language identification taskwhich
is the motivation of the present work.
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2.5 Summary

In this chapter, the existing works related to both the explicit and implicit LID sys-
tems have been described. Prior works based on excitation source features are also
discussed. It has been observed that, the excitation source component of speech
has not been explored for language discrimination task, which is the motivation of
present work. Hence, in this work, excitation source information has been explored
to capture language-specific phonotactic information for LID task.
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Chapter 3
Implicit Excitation Source Features
for Language Identification

Abstract This chapter discusses about the proposed approaches to model the
implicit features of excitation source information for language identification. Exci-
tation source features such as raw LP residual samples, its magnitude and phase
components are processed at three different levels: sub-segmental, segmental and
supra-segmental levels to capture different aspects of excitation source informa-
tion for LID task. Further, LID systems are developed by combining the evidences
obtained from LID systems built using individual features.

Keywords Implicit excitation source features · Linear prediction residual ·Magni-
tude and phase components of LP residual · Hilbert envelope · Linear
prediction residual phase · Indian language speech database · IITKGP-MLILSC ·
Sub-segmental features · Segmental features · Suprasegmental features

3.1 Introduction

The constriction during expiration of air acts as excitation source during the produc-
tion of speech. The quasi-periodic air pulses generated by the vocal folds vibration
acts as source of excitation for voiced speech production. During the production of
unvoiced speech, the expiration of air constraints at different places in the vocal tract.
In speech production, themajority of excitation occurs due to the production of voiced
speech, which reflects the dynamic nature of the vocal folds vibration. The excitation
source signal can be derived by passing the speech signal through the inverse filter [1].
In this work, 10th order LP analysis followed by inverse filter is used for estimating
LP residual signal. Linear prediction analysis represents the second order statistical
features in terms of the autocorrelation coefficients. So, the LP residual signal does
not represent any significant second order relations corresponding to the vocal tract
resonator and it contains only the higher order relations [2]. It is difficult to capture the
higher order relations present in the LP residual signal using parametric techniques.
We surmise that, the language-specific information may present in the higher-order
relations of the LP residual samples. In this chapter, the implicit relations among the
LP residual samples are analyzed to model the language-specific excitation source
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information at different levels. The intuition is that, the implicit relations among
the raw LP residual samples which reflect the excitation source information can be
captured by processing the raw LP residual samples at three levels: (i) sub-segmental
level (within a glottal cycle or pitch cycle), (ii) segmental level (within 2–3 succes-
sive glottal cycles) and (iii) supra-segmental level (across 50 glottal cycles). These
levels are also termed as sub, seg and supra correspond to sub-segmental, segmental
and supra-segmental levels, respectively. To capture the amplitude and phase infor-
mation of excitation source it is necessary to separate these two components from
LP residual signal and process them independently. Analytic signal representation
of LP residual has been explored for separating magnitude and phase components
of LP residual signal [3]. In this chapter, the magnitude and phase components of
LP residual signal are also processed implicitly at three different levels: sub, seg and
supra and eventually combined to capture the language-specific excitation source
information.

This chapter is organized as follows: Sect. 3.2 describes the speech corpus used
in this work. Section3.3.1 explains the analytic representation of LP residual sig-
nal. Section3.3.2 explains the proposed implicit processing of LP residual signal.
Section3.3.3 describes the implicit processing of magnitude and phase components
of LP residual signal. In Sect. 3.4, development of LID systems using the proposed
excitation source features is described. In Sects. 3.5 and 3.6, performance evaluation
of LID systems is discussed. Section3.7 summarizes the contents of this chapter.

3.2 Speech Corpus

In this work, we have evaluated the proposed excitation source features on Indian
Institute of Technology Kharagpur Multi-Lingual Indian Language Speech Corpus
(IITKGP-MLILSC) [4] and Oregon Graduate Institute Multi-Language Telephone-
based Speech (OGI-MLTS) [5]. The detailed description of these two speech corpus
is given in the following subsections.

3.2.1 Indian Institute of Technology Kharagpur Multi-Lingual
Indian Language Speech Corpus (IITKGP-MLILSC)

In this work, LID study has been carried out on Indian Institute of Technology
Kharagpur—Multi Lingual IndianLanguageSpeechCorpus (IITKGP-MLILSC) [4].
This database contains 27 Indian regional languages. Sixteen languages are collected
from news bulletins of broadcasted radio channels and the remaining are recorded
from broadcasted TV talk shows, live shows, interviews and news bulletins. An
average of 73min of speech data per language spoken by male and female speakers
is present in the database. The broadcasted television channels are accessed using



3.2 Speech Corpus 33

Table 3.1 Description of the IITKGP-MLILSC language database

Languages Region Speaking
population @
2001 census
(Mil)

No. of speakers Duration
(min.)

F M

Arunachali Arunachal
Pradesh

0.41 6 6 175.84

Assamese Assam 13.17 6 7 43.41

Bengali West Bengal 83.37 13 9 68.63

Bhojpuri Bihar 38.55 2 6 26.75

Chhattisgarhi Chhattisgarh 11.50 6 6 54.58

Dogri Jammu and
Kashmir

2.28 5 4 101.81

Gojri Jammu and
Kashmir

20.00 2 6 70.03

Gujarati Gujarat 46.09 4 7 76.72

Hindi Uttar Pradesh 422.05 6 12 85.56

Indian English All over India 125.23 6 6 63.01

Kannada Karnataka 37.92 1 5 29.43

Kashmiri Jammu and
Kashmir

5.53 1 14 47.67

Konkani Goa and
Karnataka

2.49 5 4 66.92

Malayalam Kerala 33.07 7 7 60.49

Manipuri Manipur 1.47 7 7 107.54

Marathi Maharashtra 71.94 5 6 41.34

Mizo Mizoram 0.67 6 6 110.13

Nagamese Nagaland 0.03 5 6 104.31

Nepali West Bengal 2.87 6 6 54.19

Oriya Orissa 33.02 7 4 53.86

Punjabi Punjab 29.10 0 8 64.01

Rajasthani Rajasthan 50.00 5 6 69.43

Sanskrit Uttar Pradesh
(UP)

0.014 0 12 58.2

Sindhi Gujarat and
Maharashtra

2.54 6 6 109.83

Tamil Tamilnadu 60.79 8 10 75.38

Telugu Andhra
Pradesh (AP)

74.00 0 9 99.08

Urdu UP and AP 51.54 1 8 54.03
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VentiTV software and the Pixelview TV tuner card. Audacity software is used for
recording the speech data fromTVchannels. The language data of broadcastedRadio
channels are collected from the archives of Prasar Bharati, All India Radio (AIR)
website [6]. The detail description of the database is given in Table3.1.

3.2.2 Oregon Graduate Institute Multi-Language
Telephone-Based Speech (OGI-MLTS) Database

Oregon Graduate Institute (OGI) Multi-Language Telephone-based Speech (MLTS)
database consists of 11 languages. Muthusamy et al. [5] have collected the following
10 languages: English, Farsi, French, German, Japanese, Korean,Mandarin Chinese,
Spanish, Tamil and Vietnamese. Later, Hindi language data has been added. During
collection of this database, each speaker was asked a series of questions designed
to elicit: (i) Fixed vocabulary speech, (ii) Domain-specific vocabulary speech, (iii)
Unrestricted vocabulary speech. The “unrestricted vocabulary speech” was obtained
by asking the callers to speak on any topic on their choice. The “unrestricted vocabu-
lary speech” of each speaker consists of two separate utterances. The duration of one
utterance is 50 s and duration of another utterance is 10 s. In our work, we have used
only the utterances of 50 s from each speaker for LID study. From each language we
have considered calls both from male and female speakers.

3.3 Extraction of Implicit Excitation Source Information
from Linear Prediction Residual

Speech sounds are generated due to the excitation of the human vocal tract resonator.
The quasi-periodic air pulses generated by the vocal folds vibration, are used as the
source of excitation to the vocal tract resonator during the voiced sound production.
The excitation source information can be captured by processing the LP residual
signal [1]. Therefore, to capture the knowledge about the excitation source, the rawLP
residual samples can be used as features directly. However, themagnitude component
of LP residual signal may prevails over phase component of LP residual signal during
the processing of LP residual signal directly. The phase component of LP residual
signal may also contain some information about the excitation source of human
speech production system. In this work, we have processed the raw LP residual
samples, themagnitude and phase components of LP residual signal independently to
capture different aspects of excitation source information for language identification.
The magnitude and phase components of LP residual signal can be separated by
deriving the analytic signal of LP residual [3]. The analytic signal representation of
LP residual is discussed in the following subsection.
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3.3.1 Analytic Signal Representation of Linear Prediction
Residual

Speech can be viewed as convolution of excitation source component of vocal tract
system response, which is given by

s(n) = e(n) ∗ h(n) (3.1)

where, s(n) is speech signal, e(n) is excitation source signal and h(n) is vocal tract
system response. It is necessary to separate the two components for processing them
independently. Linear prediction (LP) analysis has been proposed to separate the
excitation source and the vocal tract response [1]. In the LP analysis, each speech
sample is predicted as a linear combination of past p samples, where p is the order
of prediction [1]. Each speech sample s(n) can be predicted as follows

ŝ(n) = −
p∑

k=1

aks(n − k) (3.2)

where, ŝ(n) is the predicted speech sample and ak represent LP coefficients (LPCs).
The error between original and predicted signal is called as prediction error or LP
residual [1] which is denoted by r(n) and is given by

r (n) = s (n) − ŝ(n) = s (n) +
p∑

k=1

aks (n − k) (3.3)

The LP residual signal r(n) is obtained by passing the speech signal through an
inverse filter A(z) [1] given by

A(z) = 1 +
p∑

k=1

ak z−k (3.4)

The predicted samples ŝ(n) approximately model the vocal tract system in terms
of linear prediction coefficients (LPCs). Suppression of vocal tract system response
from the original speech signal s(n) gives the LP residual signal r(n). So, LP residual
signal mostly represents the excitation source information. Proper representation of
excitation source information by the LP residual depends upon the order of prediction
(p). In [2], it has been shown that for a speech signal sampled at 8kHz, the LP
residual extracted using LP order in the range of 8–14 represents the excitation
source information accurately. We use LP order of 10 followed by inverse filtering
the speech signal (sampled at 8kHz) for estimating the LP residual signal.

The analytic signal of LP residual denoted as ra(n) is given by
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ra(n) = r(n) + jrh(n) (3.5)

where, r(n) is the corresponding LP residual signal and rh(n) is the Hilbert trans-
form of the r(n). rh(n) is obtained by performing Inverse Fourier Transform (IFT)
on Rh(ω)

rh(n) = IFT[Rh(ω)] (3.6)

where

Rh(ω) =
{−jR(ω), 0 ≤ ω < π

jR(ω), 0 > ω ≥ −π
(3.7)

R(ω) is the Fourier transform of r(n). The magnitude of the analytic signal is known
as Hilbert envelope (HE) of the LP residual signal [7] which is written as

|ra(n)| =
√

r2(n) + r2h (n) (3.8)

The cosine of the phase is called as residual phase (RP) [7] which is written as

cos(θ(n)) = Re(ra(n))

|ra(n)| = r(n)

|ra(n)| (3.9)

In Fig. 3.1, a segment of voiced speech, corresponding LP residual signal, HE and
RP of LP residual have been shown. The unipolar nature of HE can be observed from
Fig. 3.1c, which only reflects the amplitude variation of LP residual signal. Whereas,
the RP shown in Fig. 3.1d reflects only the phase information of LP residual signal.
The analytic signal of LP residual represents the magnitude and phase information
independently. The proposed implicit processing of LP residual signal, HE and RP
are described in Sects. 3.3.2 and 3.3.3.

3.3.2 Implicit Processing of Linear Prediction Residual Signal

Linear prediction analysis represents the second order statistical features in terms
of the autocorrelation coefficients. So, the LP residual signal does not represent any
significant second order relations corresponding to the vocal tract resonator. Hence
the autocorrelation function of the LP residual has low correlation values for nonzero
time lags [2]. We surmise that, the language-specific information may present in the
higher-order relations of the LP residual samples. However, it is difficult to capture
accurately the higher order relations present in the LP residual signal using any
parameteric approaches. In this work, we have explored raw LP residual samples for
deriving language-specific information present in higher order relations. LP residual
samples, magnitude of LP residual represented by HE and phase information of
LP residual represented by RP have been proposed to characterize the language-
specific excitation source information at different levels. The LP residual samples,
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magnitude and phase information of LP residual can be analyzed individually at three
levels: (i) sub-segmental level (within a glottal cycle or pitch cycle), (ii) segmental
level (within 2-3 successive glottal cycles) and (iii) supra-segmental level (across 50
glottal cycles).

At sub-segmental level, the LP residual signal, is processed at 5ms block size with
a shift of 2.5ms and corresponding LP residual samples are used as sub-segmental
level features to capture the subtle variations within individual glottal cycles such
as, glottal closing instants (GCI), glottal opening instants (GOI), glottal cycle peaks
and its locations. At the segmental level, first the LP residual signal is decimated by
a factor 4 to suppress the sub-segmental level information and then processed the LP
residual signal, in block size of 20ms with a shift of 2.5ms and corresponding LP
residual samples are used as segmental level features. The instantaneous pitch and
epoch strength of a segment of speech are captured by segmental level processing
of LP residual signal. At supra-segmental processing, the LP residual is first deci-
mated by a factor 50 to eliminate the sub-segmental and segmental level information
and then LP residual signal is processed in blocks of 250ms with shift of 6.25ms
and corresponding LP residual samples are used as supra-segmental level features.
At supra-segmental level the slow varying pitch and energy contour information are
captured by processing LP residual signal. The decimation is performed on LP resid-
ual signal at segmental and supra-segmental levels to suppress the previous level’s
information and to reduce the dimensionality. In Fig. 3.2, the LP residual signal and
its corresponding HE and RP have been shown at sub-segmental, segmental and
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Fig. 3.1 a A segment of voiced speech and its b LP residual signal. c and d are Hilbert envelope
and phase of corresponding LP residual signal, respectively
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Fig. 3.2 a, e and i are LP residual signals marked by bounding boxes indicating sub-segmental,
segmental and supra-segmental frames, respectively. b, c and d are sub-segmental level LP residual,
Hilbert envelope and residual phase frames, respectively. f, g and h are segmental level (decimated
by factor 4) LP residual, Hilbert envelope and residual phase frames, respectively. j, k and l are
supra-segmental level (decimated by factor 50) LP residual, Hilbert envelope and residual phase
frames, respectively

supra-segmental levels. Figure3.2a shows the LP residual signal with 5ms bound-
ing box to show sub-segmental level frame. Figure3.2b portrays the 5ms windowed
segment of LP residual signal. Figure3.2e shows the LP residual signal with 20ms
bounding box to show segmental level frame. The 20ms frame has been decimated
by factor 4, which is shown in Fig. 3.2f. Figure3.2i shows the LP residual signal
with 250ms bounding box to show supra-segmental level frame. Figure3.2j depicts
250ms frame after decimated by 50. From the Fig. 3.2b, f and j, it can be observed
that the characteristics of LP residual samples are distinct at three different levels.
Figure3.2b delineates the minute variation of the LP residual samples within one
glottal cycle. Periodic nature is observed from Fig. 3.2f, which represents the pitch
and energy information of 2–3 consecutive glottal cycles. Figure3.2j shows the pitch
and energy contour information of several glottal cycles (50 cycles) which represents
the supra-segmental level information.
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3.3.3 Implicit Processing of Magnitude and Phase
Components of Linear Prediction Residual

Themagnitude component of linear prediction (LP) residual signalmaypredominates
over phase component of LP residual signal during direct processing of raw LP
residual samples. The amplitude component is not reliable, and it varies with respect
to loudness or intensity of speech.Whereas, phase may be robust to above variations.
The phase component of LP residual signal may also contain some information about
the excitation source of speech production system. Hence, we have separated these
two components by analytic signal representation of LP residual signal, which is
discussed in Sect. 3.3.1. The magnitude and phase components of LP residual are
represented by Hilbert envelope (HE) and residual phase (RP) of LP residual signal,
respectively. We have proposed the implicit processing approach for HE and RP
independently to capture the language-specific excitation source information.

TheHE andRPof LP residual signal are also precessed implicitly at three different
levels: sub-segmental, segmental and supra-segmental levels. Detailed description
of implicit processing approach has been given in Sect. 3.3.2. Figure3.2c, d shows
the HE and RP estimated from 5ms LP residual block shown in Fig. 3.2a, which rep-
resents the magnitude and phase information of LP residual signal at sub-segmental
level, respectively. In Fig. 3.2e, LP residual signal has been shown and bounding box
represents the 20ms segmental level frame. Figure3.2g and h portray the HE and RP
estimated from 20ms block after decimating by factor 4, which represents the mag-
nitude and phase information of LP residual signal at segmental level, respectively.
Figure3.2i shows LP residual signal with a bounding box of 250ms supra-segmental
level frame. Figure3.2k and l portray the HE and RP estimated from the 250ms block
after decimating by factor 50, which represents the magnitude and phase informa-
tion of LP residual signal at supra-segmental level, respectively. From the Fig. 3.2c,
g and k, it can be observed that the characteristics of HE of LP residual is distinct at
three different levels. Similar observation can be made for RP of LP residual from
Fig. 3.2d, h and l. Hence, HE and RP of LP residual signal may provide language-
discriminative information at sub-segmental, segmental and supra-segmental levels.
Therefore, in this work, we have processed the HE and RP separately to capture dif-
ferent demeanors of excitation source of speech production system for discriminating
the languages.

3.4 Development of Language Identification Systems Using
Implicit Excitation Source Features

In this work, LID systems using proposed implicit excitation source features are
developed at three phases. The description of LID systems are given below. The
block diagram of LID systems developed in various phases is shown in Fig. 3.3.
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Fig. 3.3 Language identification systems using implicit excitation source features

Phase-I

At the phase-I, 9 different LID systems are developed:

• Three LID systems are developed by using the raw LP residual samples directly,
extracted fromsub-segmental (sub), segmental (seg) and supra-segmental (supra)
levels.

• Three LID systems are developed by using the raw samples of HE of LP residual
signal extracted from sub-segmental, segmental and supra-segmental levels.

• Three LID systems are developed by using the raw samples of RP of LP residual
signal extracted from sub, seg and supra levels.
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All nine different LID systems are developed usingGMMs [8]. The LID systems
are developed by using optimal number of Gaussian mixtures with respect to
identification accuracy. The features at sub, seg and supra level contain partial
information about the excitation source. Therefore, to achieve complete exci-
tation source information for discriminating languages, we have combined the
evidences from the LID systems developed by partial features. The block dia-
gram shown in Fig. 3.3 represents different LID systems developed by proposed
LP residual, HE and RP features and their combinations. In this study, we have
performed eight different combinations which are shown in Fig. 3.3 at phase-II
and phase-III.

Phase-II

In phase-II, we have performed the following five combinations:

• Evidences are combined from the LID systems developed using samples of HE
extracted from sub, seg and supra levels.

• Evidences are combined from the LID systems developed using samples of RP
extracted from sub, seg and supra levels.

• Since, HE and RP represents the magnitude and phase components of LP resid-
ual, the language-specific knowledge from these two components may be dif-
ferent at sub, seg and supra levels. Hence, we have explored the combinations of
HE and RP at sub, seg and supra levels separately which is denoted as HE+RP
in Fig. 3.3. The above mentioned combinations are as follows:

– The evidences of HE and RP features are combined at sub level.
– The evidences of HE and RP features are combined at seg level.
– The evidences of HE and RP features are combined at supra level.

Phase-III

In phase-III, we have performed the following three combinations:

• Evidences are combined from the LID systems developed using LP residual
samples extracted from sub, seg and supra levels.

• The first and fifth combinations shown in phase-II of Fig. 3.3 refer to LID sys-
tems with overall HE and RP features, respectively. These two features (HE
and RP) represent magnitude and phase components of LP residual. Hence, the
evidences obtained from these two systems are further combined to achieve the
language-specific information completely from the excitation source viewpoint.
The LID system-II at phase-III of Fig. 3.3 is developed by the above mentioned
combination.

• However, the combination of HE and RP at each level (HE + RP) represents
partial information about excitation source. Hence, to acquire the complete
language-specific excitation source information we have combined the evi-
dences of (HE+RP) features from sub, seg and supra levels. The LID system-III
at phase-III of Fig. 3.3 indicates the corresponding combination.
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3.5 Performance Evaluation of LID Systems Developed
Using Implicit Excitation Source Features

In this work, we have carried out the evaluation of the language models using leave-
two-speaker-out approach. In this approach, (n − 2) speakers are used from each
language to develop the languagemodels and the other two speakers of each language
who have not participated during training phase are considered for evaluation. In
each iteration, two speakers will be kept for evaluation and the other speaker’s data
is used for developing the language models. Average performances obtained from all
iterations are shown here. 20 test utterances from each language, each of 10s duration
have been considered for evaluation of the language models. The Gaussian mixture
models (GMMs) [8] are used to build the language models. The detailed description
of training GMMs has been given in Appendix A. Different Gaussian mixtures (32,
64, 128 and 256) have been explored for capturing the language-specific excitation
source information.

Phase-I

At phase-I, 9 different LID systems are developed by deriving the source informa-
tion from sub, seg and supra levels of LP residual, HE and RP samples. Table3.2
portrays the identification performances of individual languages as-well-as the
average performances of LID systems. The first column represents the 27 Indian
languages used in this LID study. The next three columns represent the LID
performances obtained by processing the HE samples at sub, seg and supra levels.
The average performances of HE feature at sub, seg and supra levels are 22.77,
32.03 and 25.18%, respectively. The processing of HE samples of LP residual at
segmental level represents the instantaneous pitch and energy information present
in the LP residual envelopes within 2–3 consecutive glottal cycles, which yields
better accuracy compared to other two levels. The different nature of raw HE sam-
ples at sub, seg and supra levels, which has been portrayed in the Fig. 3.2c, g and k
can also be observed in the LID performances at the corresponding levels. For
example, the LID performances of both Nagamese and Urdu languages are 50%
at seg level whereas, the sub and supra level implicit HE features are not able to
identify these two languages.
The 5, 6 and 7th columns represent the LID performances obtained by process-
ing the RP samples at sub, seg and supra levels, respectively. The average LID
performances of RP features at sub, seg and supra levels are 42.03, 50.00 and
43.14%, respectively. The seg level phase information provides better LID accu-
racy than the phase information present at sub and supra levels. The phase of LP
residual contains more significant language-specific information at each level than
the magnitude of LP residual signal, which can be inferred by comparing the aver-
age LID performances obtained by processing HE features and RP features. The
processing of raw RP samples at sub, seg and supra levels also contain different
aspects of excitation sourcewhich can be observed by analyzing the individual lan-
guage performances. Such as, the Gujarati language has not identified by the phase
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Table 3.2 LIDPerformances usingHilbert envelope (HE), residual phase (RP) and linear prediction
residual (LPR) features at phase-I (Frame size of sub, seg and supra levels are 5, 20 and 250ms,
respectively)

Languages Average recognition performances (%)

Phase-I

HE RP LPR

sub seg supra sub seg supra sub seg supra

Arunachali 45 5 10 50 45 45 0 35 70

Assamese 10 0 0 5 15 10 0 35 0

Bengali 0 5 10 5 5 0 0 5 0

Bhojpuri 0 5 0 10 25 55 50 35 10

Chhattisgarhi 30 50 100 50 100 95 0 100 100

Dogri 70 10 10 30 50 20 35 50 15

Gojri 15 25 100 30 95 100 95 80 95

Gujarati 0 30 40 40 0 80 0 15 45

Hindi 0 15 0 25 20 0 5 15 0

Indian
English

75 90 95 100 100 100 100 95 90

Kannada 45 0 0 10 25 40 10 45 35

Kashmiri 0 70 10 85 95 35 100 95 25

Konkani 0 100 75 0 95 100 0 85 100

Malayalam 70 15 0 75 50 0 50 75 0

Manipuri 0 0 5 0 0 65 0 0 15

Marathi 0 0 0 0 0 5 0 0 0

Mizo 65 10 30 30 10 0 0 0 0

Nagamese 0 50 0 55 50 50 70 70 20

Nepali 0 35 20 25 20 25 60 0 10

Oriya 0 40 5 0 40 0 0 40 5

Punjabi 45 100 25 50 100 100 0 100 45

Rajasthani 15 10 70 100 65 100 0 35 45

Sanskrit 55 50 5 85 100 10 0 15 0

Sindhi 30 0 5 50 10 0 70 45 0

Tamil 45 0 10 65 60 15 0 35 20

Telugu 0 100 55 100 100 100 20 100 95

Urdu 0 50 0 60 75 15 0 0 15

Average
performance

22.77 32.03 25.18 42.03 50.00 43.14 24.62 44.62 31.66

information at seg level, whereas, the phase of LP residual at sub and supra levels
provide 40 and 80% identification accuracy. The sub level RP feature provides 5,
25, 75, 30 and 50% LID performances for Bengali, Hindi, Malayalam, Mizo and
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Sindhi languages, respectively. The seg level RP feature provides 5, 20, 50, 10
and 10% LID performances for the corresponding languages, respectively. How-
ever, the supra level phase information was unable to identify the corresponding
languages.
The 8, 9 and 10th columns represent the LID performances obtained by process-
ing the raw LP residual samples (LPR) directly at three levels. The average LID
performances at sub, seg and supra levels are 24.62, 44.62 and 31.66%, respec-
tively. TheLP residual features also contain different aspects of excitation source at
three different levels which can be inferred by comparing the individual language
performances at different levels. The LID performances of Arunachali, Chhattis-
garhi, Gujarati, Punjabi, Rajasthani and Tamil languages obtained from seg level
LPR feature are 35, 100, 15, 100, 35 and 35%, respectively. Similarly, the supra
level LPR feature provides LID performances of 70, 100, 45, 45, 45 and 20% for
the above mentioned languages, respectively. However, the sub level LPR feature
could not identify the corresponding languages.
The magnitude or envelope information predominates over phase information
while direct processing of LP residual signal. Therefore, we have processed sepa-
rately the magnitude and phase components of LP residual signal. It can be elicited
by analyzing the LID performances obtained from HE, RP and LPR features that,
the phase of LP residual signal represented by RP contains significant language-
specific information. The LID performances provided by the HE and RP features
for a particular language are different, which indicates their distinct nature. So,
empirically it is observed that, magnitude and phase components of LP residual
reflects distinct aspects of excitation source. For example, the LID performances
of Assamese, Kannada, Sindhi and Tamil languages provided by RP feature at
seg level are 15, 25, 10 and 60%. However, the seg level implicit HE feature was
unable to identify the corresponding languages.

Phase-II

The magnitude component of LP residual signal represented by HE and phase
component of LP residual represented by RP contains partial information about
excitation source. Therefore, to derive the complete excitation source information,
we have combined the evidences obtained from the LID systems developed by HE
and RP. The combinations at score level can be performed in different ways, which
have been shown at the phase-II and phase-III in Fig. 3.3.We use adaptiveweighted
combination scheme [9]. In this scheme, the evidences from different modalities
are combined at the score level. The combined score C is given by

C =
k∑

i=1

wi ci (3.10)

where,wi and ci denotes weighting factor and confidence score of ith evidence and
k denotes number of modalities considered. The Weighting factor wi varies from
0 to 1 with a step size of 0.01 and sum up to 1 (i.e.,

∑k
i=1 wi = 1). The evidences
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Table 3.3 Performance of LID systems developed using combinations of implicit source features
shown in phases-II and III of Fig. 3.3

Languages Average recognition performances (%)

Phase-II Phase-III

HE (sub + seg +
supra)

RP (sub + seg +
supra)

HE + RP src1 src2 src3

sub seg supra

Arunachali 45 50 70 45 50 50 50 55

Assamese 0 50 5 25 10 50 45 25

Bengali 25 0 10 10 0 0 15 5

Bhojpuri 15 30 35 25 55 30 25 30

Chhattisgarhi 100 100 60 100 100 100 100 100

Dogri 60 100 65 50 5 100 90 95

Gojri 100 100 50 100 100 100 100 100

Gujarati 40 50 55 0 90 50 50 50

Hindi 20 20 35 15 0 20 20 5

Indian
English

100 100 95 100 100 100 100 100

Kannada 10 40 30 20 30 40 45 45

Kashmiri 75 100 70 100 35 100 100 100

Konkani 100 100 0 95 100 100 100 100

Malayalam 55 60 90 55 5 60 65 75

Manipuri 0 55 0 0 70 55 30 0

Marathi 0 0 0 0 5 0 0 0

Mizo 50 5 60 10 5 5 20 0

Nagamese 45 100 0 50 50 100 100 100

Nepali 35 20 45 25 25 20 20 15

Oriya 35 30 0 40 5 30 40 35

Punjabi 100 100 90 100 100 100 100 100

Rajasthani 90 100 100 80 100 100 100 100

Sanskrit 45 100 100 100 10 100 100 30

Sindhi 10 45 50 10 0 45 50 85

Tamil 50 70 80 45 20 70 70 55

Telugu 100 100 55 100 100 100 100 100

Urdu 50 90 40 75 15 90 85 85

Average
performance

50.18 63.51 47.77 50.92 43.88 63.51 63.70 58.88

obtained fromLIDsystemsdeveloped byHE feature at sub, seg and supra levels are
combinedwhich provides 50.18% average LID performance shown at 2nd column
of Table3.3. The identification accuracy of 63.51% is obtained by combining the
evidences obtained from RP features at sub, seg and supra levels (see 3rd column
of Table3.3).
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However these two features contain different information which can be observed
by comparing the individual language performances shown at 2nd and 3rd columns
of Table3.3. The LID performances of Assamese and Manipuri languages are 50
and 55% obtained from combined RP feature. However, the LID performances of
both the languages obtained from combined HE feature are 0%. Similarly, the LID
accuracy of Bengali language obtained from HE feature is 25%, whereas, the RP
feature could not identify the Bengali language. The evidences obtained from HE
and RP features are also combined at each level which are shown at 4, 5 and 6th
columns of Table3.3. The combined HE + RP information provides 47.77, 50.92
and 43.88% identification performances at sub, seg and supra levels, respectively.
The seg level information gives better accuracy compared to other levels. The com-
bined HE + RP feature at each level contains different information which can be
observed by comparing the individual language performances, which are shown
at 4, 5 and 6th columns of Table3.3. For example, the LID performances at seg
level for Konkani and Nagamese languages are 95 and 50%. The supra level per-
formances for corresponding languages are 100 and 50%.Whereas, the combined
HE + RP feature at sub level did not identify the corresponding languages.

Phase-III

Three LID systems are developed at phase-I of Fig. 3.3 by processing the LP
residual samples at sub, seg and supra levels. The evidences obtained from these
threeLID systems provide partial information fromexcitation source point of view.
Therefore, to derive the complete information, we have combined the evidences
from the first three LID systems at phase-I to develop the LID system-I at phase-III
in Fig. 3.3. Identification accuracy of 58.88% is obtained from LID system-I at
phase-III shown in Fig. 3.3. The combined HE feature at sub, seg and supra levels
contain only themagnitude information ofLP residual signalwhich is shown in 2nd
column of Table3.3. The combined RP feature at sub, seg and supra levels contain
only the phase information of LP residual signal which is shown in 3rd column
of Table3.3. Therefore, to obtain the complete information about the excitation
source we have again combined the evidences obtained from these two features to
develop the LID system-II at phase-III. The 7th column of Table3.3 represents the
individual as-well-as the average LID performance obtained from LID system-II
at phase-III, which is denoted as src1. src1 provides LID performance of 63.51%
which is equivalent to the LID performance contributed by only RP feature. This
empirical observation infers that, the phase component of LP residual signal is
more significant for language identification than magnitude component of LP
residual. The HE and RP features have also been combined at each level which
is shown at 4, 5 and 6th columns of Table3.3. The combined HE + RP features
at sub, seg and supra levels reflect partial information from excitation source
point of view. Therefore, we have further combined the evidences obtained from
2nd, 3rd and 4th LID systems of phase-II, to build LID system-III at phase-III
in Fig. 3.3. The average LID performance of 63.70% shown in 8th column of
Table3.3 denoted as src2 is obtained from the LID system-III at phase-III. In this
work, we have developed LID systems by processing language-specific excitation
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Table 3.4 Performances of LID systems developed using implicit HE, RP and LPR features and
evaluated by male speaker set

Languages Average recognition performances (%)

HE RP LPR

sub seg supra sub seg supra sub seg supra

Arunachali 0 0 0 28.6 0 42.9 0 0 71.5

Assamese 0 0 0 14.3 28.6 0 0 71.5 0

Bengali 0 0 14.3 0 0 0 0 0 0

Bhojpuri 0 14.3 0 14.3 42.9 14.3 100 57.2 0

Chhattisgarhi 0 0 100 0 100 100 0 100 100

Dogri 57.2 0 0 28.6 0 14.3 28.6 0 0

Gojri 14.3 42.9 100 28.6 85.8 100 85.8 100 100

Gujarati 0 57.2 0 42.9 0 71.5 0 0 0

Hindi 0 28.6 0 42.9 42.9 0 0 28.6 0

Indian
English

100 85.8 100 100 100 100 100 100 100

Kannada 28.6 0 0 0 28.6 57.2 0 28.6 28.6

Kashmiri 0 71.5 0 71.5 85.8 28.6 100 85.8 0

Konkani 0 100 42.9 0 85.8 100 0 100 100

Malayalam 57.2 28.6 0 57.2 57.2 0 0 57.2 0

Manipuri 0 0 0 0 0 100 0 0 28.6

Marathi 0 0 0 0 0 0 0 0 0

Mizo 0 14.3 28.6 0 14.3 100 0 0 0

Nagamese 0 100 0 71.5 100 0 42.9 100 0

Nepali 0 71.5 28.6 42.9 0 0 100 0 0

Oriya 0 0 0 0 0 0 0 0 14.3

Punjabi 14.3 100 28.6 42.9 100 100 0 100 42.9

Rajasthani 0 28.6 71.5 100 100 100 0 0 85.8

Sanskrit 71.5 57.2 14.3 71.5 100 14.3 0 14.3 0

Sindhi 0 0 0 0 0 0 57.2 71.5 0

Tamil 42.9 0 14.3 71.5 71.5 0 0 57.2 42.9

Telugu 0 100 42.9 100 100 100 28.6 100 85.8

Urdu 0 42.9 0 57.2 85.8 0 0 0 0

Average
performance

14.28 34.92 21.69 36.5 49.2 42.32 23.8 43.38 29.62

source information in different ways which are denoted as src1, src2 and src3 in
Table3.3. The average identification accuracy obtained from src2 feature is better
than the LID performances obtained from src1 and src3 systems.

In our study, language models are developed using both male and female speak-
ers present in training dataset. However, we further separated the male and female
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Table 3.5 Performances of LID systems developed using implicit HE, RP and LPR features and
evaluated by female speaker set

Languages Average recognition performances (%)

HE RP LPR

sub seg supra sub seg supra sub seg supra

Arunachali 80 20 40 60 100 60 0 100 80

Assamese 0 0 0 0 0 0 0 0 0

Bengali 0 0 0 20 20 0 0 20 0

Bhojpuri 0 0 0 0 0 100 0 0 40

Chhattisgarhi 20 100 100 100 100 100 0 100 100

Dogri 100 60 20 40 100 60 60 100 40

Gujarati 0 0 60 40 0 100 0 40 100

Hindi 0 0 0 0 0 0 20 0 0

Indian English 60 100 80 100 100 100 100 100 80

Konkani 0 100 100 0 100 100 0 100 100

Malayalam 80 0 0 100 40 0 100 100 0

Manipuri 0 0 0 0 0 40 0 0 0

Marathi 0 0 0 0 0 20 0 0 0

Mizo 100 0 0 80 0 0 0 0 0

Nagamese 0 0 0 80 0 100 100 40 40

Nepali 0 0 0 0 0 60 0 0 20

Oriya 0 100 0 0 100 0 0 100 0

Rajasthani 20 0 100 100 40 100 0 80 60

Sindhi 40 0 20 100 40 0 100 40 80

Tamil 80 0 0 60 0 0 0 0 0

Average performance 29 24 26 44 37 47 24 46 37

speakers of test dataset to evaluate the LID systems separately. This speaker indepen-
dent LID study is carried out to examine the effects of gender in language discrimina-
tion task. Performances obtained from male and female sets are shown in Tables3.4
and 3.5, respectively. Some language database does not contain female speakers in
test data set such as, Gojri, Kannada, Kashmiri, Punjabi, Sanskrit, Telugu and Urdu.
Seven and five speakers per each language have been used during evaluation using
male and female speaker sets, respectively. From this study it is observed that, seg-
mental level implicit features provide best average LID accuracy followed by supra-
segmental and sub-segmental levels, respectively. Similar trend also observed during
evaluation without separating male and female speakers (see Table3.2). However,
LID accuracy obtained from HE feature during the evaluation using female speaker
set are 29, 24 and 26% for sub, seg and supra levels, respectively. The LID perfor-
mances achieved from RP feature using female speaker set are 44, 37 and 47% for
sub, seg and supra levels, respectively.
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Table 3.6 LID Performances using implicit Hilbert envelope (HE), residual phase (RP), linear
prediction residual (LPR) features evaluated on OGI-MLTS database

Languages Average recognition performances (%)

Phase-I

HE RP LPR

sub seg supra sub seg supra sub seg supra

English 0 44.44 100 22.22 88.89 77.78 33.33 44.44 100

Farsi 44.44 44.44 33.33 11.11 77.78 11.11 33.33 100 88.89

French 11.11 100 0 66.67 88.89 0 0 66.67 44.44

German 11.11 100 0 77.78 22.22 11.11 0 11.11 0

Hindi 0 100 11.11 22.22 55.56 66.67 0 55.56 11.11

Japanese 100 33.33 66.67 44.44 0 77.78 0 44.44 11.11

Korean 22.22 11.11 0 44.44 66.67 0 100 55.56 0

Mandarin 0 0 88.89 33.33 11.11 44.44 0 0 0

Spanish 0 0 66.67 77.78 22.22 22.22 44.44 11.11 11.11

Tamil 33.33 88.89 0 0 100 66.67 44.44 77.78 11.11

Vietnamese 0 0 0 44.44 22.22 33.33 88.89 22.22 55.56

Average
performance

20.2 47.47 33.33 40.4 50.5 37.37 31.31 44.44 30.3

Table 3.7 Performance of LID systems developed using combined implicit source features on
OGI-MLTS database

Languages Average recognition performances (%)

Phase-II Phase-III

HE
(sub +
seg +
supra)

RP
(sub +
seg +
supra)

HE + RP src1 src2 src3

sub seg supra

English 55.56 77.78 22.22 55.56 100 77.78 88.89 33.33

Farsi 55.56 55.56 33.33 77.78 11.11 77.78 33.33 100

French 100 55.56 88.89 100 11.11 66.67 55.56 11.11

German 77.78 66.67 77.78 77.78 22.22 66.67 44.44 0

Hindi 88.89 66.67 11.11 88.89 77.78 44.44 100 0

Japanese 100 66.67 77.78 33.33 100 77.78 88.89 0

Korean 22.22 55.56 55.56 77.78 0 55.56 33.33 100

Mandarin 11.11 44.44 33.33 0 55.56 44.44 66.67 0

Spanish 11.11 77.78 77.78 0 44.44 77.78 55.56 11.11

Tamil 33.33 77.78 0 100 33.33 77.78 66.67 100

Vietnamese 22.22 55.56 33.33 11.11 11.11 55.56 33.33 100

Average
performance

52.52 63.63 46.46 56.56 42.42 65.65 60.6 41.41
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3.6 Evaluation of LID Systems Developed Using Implicit
Excitation Source Features on OGI-MLTS Database

The proposed implicit features of excitation source are also evaluated on OGI-MLTS
database. The LID performances obtained from OGI-MLTS database are shown in
Tables3.6 and 3.7. The seg level RP phase feature provides better accuracy, compared
to others. It can be observed from LID accuracies shown in columns 2 to 7 of
Table3.6 that, magnitude and phase components of LP residual signal provide dis-
tinct language-specific information. It can be stated from the LID performances
presented in Table3.6 that, the language-specific knowledge present at sub, seg and
supra levels are fundamentally distinct. Hence, the evidences from three different
levels are combined to capture complete excitation source features. The best aver-
age LID accuracy of 65.65% is obtained by processing complete excitation source
information (see column 7 of Table3.7).

3.7 Summary

Most of the languages in India share a common set of phonemes but, the character-
istics of same sound unit may vary across different languages due to co-articulation
effects and dialects. Speech signal carries this phonotactic information which is
language-specific. Hence, the characteristics of vocal tract shapes and excitation
source also contain the sequential information of phonotactics which is unique for
individual languages. In this work, we have focused only the characteristics of exci-
tation source. It is known from the literature that, excitation source information can
be captured by processing the LP residual signal. Therefore, we have processed the
raw LP residual samples, its magnitude and phase separately for capturing language-
specific excitation source information. In this chapter, an unified framework is pro-
posed for capturing the excitation source information by processing LP residual
signal, its magnitude and phase components implicitly. Raw LP residual samples,
its magnitude and phase components have been processed at three different lev-
els: sub-segmental, segmental and supra-segmental levels for LID task. The minute
variations present within one glottal cycle, instantaneous pitch and energy of 2–3
consecutive glottal cycles, and variations of the pitch and energy across 50 glottal
cycles are captured at sub-segmental, segmental and supra-segmental levels, respec-
tively. Experimental results illustrate that, the language-specific source information
present at sub-segmental, segmental and supra-segmental levels are fundamentally
distinct. Therefore, the evidences from each level are combined to capture the com-
plete excitation source information. The information provided by segmental level
processing of LP residual is more effective, compared to the other two levels. This
indicates the efficacy of instantaneous pitch and energy in language discrimination
task. In direct processing of the LP residual, the effect of the magnitude component
of LP residual predominates over the phase component of LP residual. To assuage
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this, the magnitude and phase information is captured independently using the ana-
lytic signal representation of the LP residual. From the empirical observation it can
be stated that, combination of magnitude information represented by HE and phase
information represented by RP seem to be a better choice than direct processing of
LP residual for language discrimination task.
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Chapter 4
Parametric Excitation Source Features
for Language Identification

Abstract This chapter describes the proposedmethods to extract parametric features
at sub-segmental, segmental and supra-segmental levels to capture the language-
specific excitation source information. In this work, glottal pulse, spectral and epoch
parameters are used for representing sub-segmental, segmental and supra-segmental
information present in excitation source signal. Further, these individual features are
combined at score level to enhance the accuracy of LID systems by exploiting the
non-overlapping information present among the features.

Keywords Parametric representation of excitation source information · Sub-
segmental level features · Segmental level features · Suprasegmental level features ·
Glottal pulse parameters ·Glottal flow derivative ·Glottal flow parameters ·RMFCC
features · MPDSS features · Epoch parameters

4.1 Introduction

Implicit processing of raw LP residual samples in time domain is computationally
intensive. There will be information loss due to decimation of residual samples at
segmental and supra-segmental levels during the implicit processing. Hence, more
compact, simple and effective approaches are needed to capture the excitation source
information from LP residual signal. However, there is no efficient approach to
characterize the excitation source features for capturing language-specific phonotac-
tic information. In this chapter, LP residual signal has been parameterized at sub-
segmental (sub), segmental (seg) and supra-segmental (supra) levels to capture dif-
ferent aspects of excitation source information from the language identification point
of view. The glottal flow derivative (GFD) parameters are extracted from LP residual
signal to capture the sub level excitation source information. The frequency domain
representation often provides certain cues of a particular signal which may not be
captured by temporal processing of signal [1]. The magnitude spectrum of LP resid-
ual signal represents the energy and periodicity information relevant to excitation
source. Hence, the LP residual signal is processed in spectral and cepstral domains
to capture the seg level excitation source information. Further, the rate of vocal folds
vibration (pitch) and the strength of excitation at glottal closing instants(GCI) also
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varies with time. LP residual signal is processed at supra level to derive this temporal
variation. The excitation source information obtained from the three levels portray
distinct language-specific information. Therefore, the evidences from all three levels
are combined to obtain the complete excitation source information for LID task.

Rest of this chapter is organized as follows: The proposed parametric representa-
tions of excitation source are described in Sect. 4.2. The description of LID systems
developed using the proposed features is delineated in Sect. 4.3. The evaluation of
LID systems using proposed excitation source features is given in Sects. 4.4 and 4.5.
The Sect. 4.6 summarizes this chapter.

4.2 Parametric Representation of Excitation Source
Information

Excitation source signal consists of sequence of quasi-periodic glottal air pulses pro-
duced by the vocal folds vibration. This information can be captured by processing
the LP residual signal [2] at different levels. In Sects. 4.2.1–4.2.3, proposed para-
metric approaches have been described to capture the sub-segmental, segmental and
supra-segmental level excitation source information, respectively.

4.2.1 Parametric Representation of Sub-segmental Level
Excitation Source Information

In this section, language-specific excitation source information has been captured by
parameterizing LP residual signal within a glottal cycle. The Liljencrants-Fant (LF)
parameterswhichmodel the glottal flowderivative (GFD) are used for parameterizing
the sub-segmental level source information. Techniques are proposed for estimating
the LF model parameters from the LP residual signal.

LF Model of Glottal Flow Derivative
The glottal air pulses are the primary source to provoke the vocal tract resonator
during the production of voiced speech. The vibration of the vocal folds during
the production of voiced speech generate the glottal flow which is quasi-periodic.
A segment of voiced speech and corresponding LP residual signal have been
shown in Fig. 4.1a, b, respectively. Figure4.1c portrays the glottal volume velocity
(GVV) waveform corresponding to the speech signal. At sub-segmental level, LP
residual signal is analyzed in block size of 5ms with a shift of 2.5ms to capture the
characteristics of one glottal cycle. A glottal pulse and its glottal flow derivative
(GFD) are shown in Fig. 4.2a, b, respectively. Glottal pulse is defined as a single
period of the glottal air flow. Each glottal flow cycle is divided into three phases:
closed-phase, open-phase and return-phase. During the time of closed-phase no
air flows through the glottis, because the vocal folds remain closed completely.
So, the glottal flow derivative corresponding to closed-phase may not contain any
significant information about excitation source. The interimduringwhich the vocal
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Fig. 4.1 a Speech signal, b corresponding LP residual signal and c glottal volume velocity marked
by bounding boxes represent sub-segmental level frame (5ms)

folds are open and air flows through the glottis is known as open-phase. At the
beginning of open-phase, the interaction between the vocal folds and the vocal tract
resonator increases and it continues until the flow becomes constant. The shapes
of glottal air pulses depend upon the vocal folds vibration characteristics [3].
The traits which characterize the glottal pulse shape are the rate of increase of
the glottal air flow, the magnitude of maximum air flow and the maximum rate
of decrease of the air flow and the corresponding time instants. The shape of
a GFD cycle corresponding to a glottal pulse is also characterized by the rate
of increase or decrease of the glottal air flow, the zero-crossing point represents
the instant of the maximum air flow through the glottis and the negative peak
of GFD waveform represents the instant of maximum rate of decrease of the air
flow. The characteristics of vocal folds vibration is unique for each sound unit and
same sound unit may vary across the languages due to phonotactic characteristics.
Hence, the shape of the glottal pulse and the corresponding GFDwaveform during
the open-phase interval is also unique across different sound units andmay provide
language discriminative information.We presume that, the open-phase of the GFD
cycle may contain significant language-specific knowledge.
Return-phase is defined as the interim between the time instant of maximum rate
of air flow decrease and the time instant of zero air flow. return-phase for a glottal
pulse is shown in Fig. 4.2a. In this phase, vocal folds tend to close. High frequency
energy generates due to the sudden close of vocal folds which is also reflected
in the return-phase characteristics. The duration of this phase and the slope of
GFD waveform corresponding to the return-phase depends on the rapidness of
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Fig. 4.2 a Glottal flow b LF
model of GFD for one glottal
cycle

(a)

(b)

vocal folds closing. Hence, this phase provides significant information about the
excitation source [4]. The rapidness of closing of vocal folds reduces the duration of
the return-phase, which yields more high frequency energy. These characteristics
can be observed from the exponential nature of the GFD during the return-phase
shown in Fig. 4.2b. The glottal air flow during the return-phase generally provides
the perceptual importance because it determines the spectral slope [5]. The spectral
slope is defined as a measure of how quickly the spectrum of a speech signal tails
off towards the high frequencies. The sudden change of glottal pulse in return-
phase may be context dependent. The rapidness of vocal folds closing for one
phoneme may vary from one language to another which reflects the uniqueness
of a language. Hence, we conjecture that, the return-phase may contain language-
specific information.
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The LF model [6] of the glottal air flow illustrates the GFD waveform in terms of
exponentially growing sinusoid in the open-phase and a decaying exponential in
the return-phase [4]. The LF model parameters of a GFD cycle shown in Fig. 4.2b
are listed below.

1. Tc: Time instant of glottal closure (GCI).
2. To: Time instant of glottal opening (GOI).
3. Ee: Absolute value of the maximum rate of glottal flow decrease.
4. Te: The time instant of maximum rate of glottal flow decrease.
5. α: The growth factor defined as the ratio of Ee to maximum rate of glottal flow

increase.
6. β: Exponential time constant that determines how quickly glottal flow deriva-

tive returns to zero after time Te.
7. ωz : Frequency that determines flow derivative curvature to the left of the first

GFD zero crossing (Tz), ωz = π
Tz−To

.

These seven LF model parameters are estimated from each glottal cycle of LP
residual signal. The three phases of a single GFD cycle denoted as eL F (t) can be
expressed mathematically by the following way [4, 7].

eL F (t) = 0, 0 ≤ t < To

= E0eα(t−T0) sin[wz(t − T0)], T0 ≤ t < Te

= − Ee

βTa
[e−β(t−Te) − e−β(Tc−Te)], Te ≤ t < Tc (4.1)

where, Eo is a gain constant and Ta is (time constant of the return phase) the
time instant where the slope of return-phase crosses the time axis. In the LF
model analysis it is generally assumed that there is no air flow during the closed-
phase. Hence, eL F (t) = 0 is assumed at closed-phase. From the Fig. 4.2b it can be
observed that, To, Te, Ee, α, ωz and Eo characterize the open-phase and Ee, β and
Tc characterize the return-phase. All the seven parameters estimated from each of
the glottal cycles of LP residual signal are used as feature vector to capture the
sub-segmental level excitation source information for LID task.

Proposed Method for Computation of the LF Model Parameters
The LF model parameters are computed from each glottal cycle (5ms window)
to capture the language-specific information present within one glottal cycle. The
proposed method for computing seven LF parameters is discussed below.

1. Computation of Tc

Tc indicates the glottal closing instant (GCI). In our work, we have used zero-
frequency filtering [8] method to calculate the GCI locations. In this method,
the speech signal is passed through the zero-frequency resonator twice. The
reason of passing the speech signal twice through the zero-frequency resonator
is to mitigate the effects of high frequency resonances. This yields a filtered
output which varies as a polynomial function of time which is known as zero-
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frequency filtered signal (ZFFS). The positive zero crossings in the ZFFS
indicates the GCI locations [8].

2. Computation of To

The steps to determine the GOIs are described below:
• Compute the pitch period (Pg) of the gth glottal cycle as, Pg = Tc(g) −

Tc(g − 1), where, Tc(g) and Tc(g − 1) are the closing instants of the gth and
its just previous glottal cycle.

• Compute the average pitch period Pavg .
• Compute the opening instant of the (g + 1)th glottal cycle (To(g+1)) by using
Eq. 4.2 [9].

To(g+1) = Tcg + 0.3 × min[Tc(g+1) − Tc(g), Pavg] (4.2)

3. Computation of Ee

Ee indicates the absolute value of the maximum rate of glottal flow decrease.
The magnitude of the negative peak of the GFD waveform shown in Fig. 4.2b
indicates the maximum rate of glottal flow decrease. This can be calculated
by finding the absolute maximum value from LP residual samples within one
glottal cycle.

4. Computation of Te

Once the Ee is computed, the corresponding time instant Te also can be
obtained, which denotes the time instant of maximum rate of glottal flow
decrease.

5. Computation of α and β

The amplitude of the GFD cycle is zero during the closed-phase. Therefore,
there is no significant information present in closed-phase. Hence, we can
consider that, the effective GFD cycle is from the instant of the glottal opening
(To) to the instant of the glottal closing (Tc). By assuming To = 0 (i.e., the
glottal opening instant starts from t = 0), the Eq. 4.1 will become as follows:

eL F (t) = Eoeα(t) sin[wz(t)], 0 ≤ t < Te (4.3)

= − Ee

βTa
[e−β(t−Te) − e−β(Tc−Te)], Te ≤ t < Tc (4.4)

Now, we can observe from the LF model of GFD cycle shown in Fig. 4.2b that,
the value of the negative peak of GFD waveform is −Ee at time instant t = Te

(i.e.,
[
eL F (t)

]
t=Te

= −Ee). Now, if we put t = Te in the Eqs. 4.3 and 4.4, we
will obtain the [

eL F (t)
]

t=Te
= EoeαTe sin[wz(Te)] (4.5)

[
eL F (t)

]
t=Te

= − Ee

βTa
[1 − e−β(Tc−Te)] (4.6)



4.2 Parametric Representation of Excitation Source Information 59

So, we can get the following relation:

EoeαTe sin(ωzTe) = −Ee

⇒ α = 1

Te
ln

[
− Ee

Eo sin(ωzTe)

]
(4.7)

Again, by comparingEq. 4.6 and
[
eL F (t)

]
t=Te

= −Ee wecanget the following
equation

− Ee

βTa
[1 − e−β(Tc−Te)] = −Ee

⇒ 1 − e−β(Tc−Te) = βTa (4.8)

In [7], it is assumed that the return flow is relatively faster. So, the assumption
β(Tc − Te) � 1 has been taken. With this assumption we can reduce the
Eqs. 4.8–4.10 as follows:

β(Tc − Te) � 1

⇒ e−β(Tc−Te) � 0 (4.9)

So,
βTa = 1 (4.10)

A constraint is imposed with the above assumption that, the GFD cycle returns
to zero at the end of each cycle. It means, the area under the GFD curve is 0.

t∫

0

eL F (t)dt = 0 (4.11)

To compute the value of β, we have to solve the Eq. 4.11.

t∫

0

eL F (t)dt = 0

⇒
Te∫

0

eL F (t)dt +
Tc∫

Te

eL F (t)dt = 0

⇒
Te∫

0

Eoeα(t) sin(ωz t)dt +
Tc∫

Te

− Ee

βTa
[e−β(t−Te) − e−β(Tc−Te)]dt = 0

(4.12)
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By solving the above equation we obtain the expression of β as follows:

β = Ee(α
2 + ω2

z )

Eo{eαTe [αsin(ωzTe) − ωocos(ωz Te)] + ωz} (4.13)

The α and β are modified iteratively until the Eq. 4.10 is satisfied. The number
of iterations are fixed based on experimental studies. To terminate the com-
putation procedure it is bounded by 10 iterations which provides best LID
performance reported in this work.

6. Computation of ωz

As the LP residual signal is a noise like signal, it is difficult to find out the
Tz and Eo accurately. In our work, we have proposed an iterative procedure
to find out these two parameters. The parameters Tz and Eo are related to the
open-phase of the glottal cycle which is generally larger than the return-phase.
Initially, we assume that, Tz (the first zero crossing of GFD cycle) is 50% of
the total glottal cycle duration. With this assumption, Eo is measured as the
absolute maximum value of the glottal cycle up to Tz . Now, we can easily
compute the α and β by Eqs. 4.7 and 4.13, respectively. Thus, to verify the
accuracy of the initial estimation of the parameters, the constraint of Eq. 4.10
has been imposed. In every iteration, the Tz value is increased by 5% of the
glottal cycle. The reason for increasing the Tz value is due to the larger duration
of the open phase. In our work, we have used 10 iterations which is fixed by
experimental observations.

We also have explored the dynamic nature of the LF parameters to capture the
fine variations of the glottal activities. The variations in the LF parameters from
one glottal cycle to the other may be attributed to the fine variations in the glottal
cycles. The dynamic nature can be captured by Delta coefficients. The following
equation is used for computing the Delta coefficients.

Δc[m] =

k∑
i=1

i(c[m + i] − c[m − i])

2
k∑

i=1
i2

(4.14)

where, c[m] is themthGFDcoefficient. TheDelta-Delta (acceleration) coefficients
are computed by performing time derivative over the Delta coefficients. To abate
the speaker variability in speech corpus, we have carried out speaker normalization
using mean subtraction (MS) method. The LID system is developed by imposing
the MS on GFD concatenated with dynamic coefficients.
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Fig. 4.3 a Speech signal and b corresponding LP residual signal marked by bounding boxes
represent the segmental level frame (20ms)

4.2.2 Parametric Representation of Segmental Level
Excitation Source Information

Parameters extracted from theLP residual signal consisting of (2–3) consecutive glot-
tal cycles may carry segmental level information. At segmental level, the LP residual
signal is processed in block size of 20ms with a shift of 10ms. The LP residual
signal is parameterized at segmental level to capture the language-specific energy
and periodicity information present within (2–3) glottal cycles. A segment of voiced
speech and corresponding LP residual signal are shown in Fig. 4.3a, b, respectively.
The bounding boxes in the Fig. 4.3a, b represent the 20ms segmental level frame.
In this work, the LP residual signal is processed in spectral and cepstral domains to
derive the segmental level energy and periodicity information, respectively. The LP
residual spectrum mostly represents the energy and harmonic information related
to the excitation source. Sections4.2.2.1 and 4.2.2.2 describes the processing of LP
residual signal in cepstral and spectral domains to capture the energy and periodicity
information of excitation source, respectively.

4.2.2.1 Language-Specific Energy Information from Cepstral
Analysis of LP Residual Spectrum

Cepstral analysis is performed on LP residual signal to capture the energy of excita-
tion source. The filtering operation is performed on LP residual spectrum to obtain
the sub-band spectrum. The cepstral analysis is performed on sub-band spectrum
of LP residual signal to capture the energy information. The cepstral coefficients
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Fig. 4.4 Block diagram for extracting RMFCC features from speech signal

obtained from sub-band spectrum are termed as residual cepstral coefficients (RCC).
In this work, the filter-bank which consists of 24 overlapping Mel-filters have been
explored. Since, Mel-scale is relevant to human perception, therefore, Mel-filters
are exploited in the present work to obtain the sub-band information from residual
spectrum. The cepstral coefficients are computed from the Mel filtered spectrum by
the following equation.

c(i) =
M∑

m=1

X (m) cos

[
i

(
m − 1

2

)
π

M

]
(4.15)

where, i = 1, 2, . . . , C are the cepstral coefficients, (usually, C < M) M denotes

total number of filters used (M = 24), and X (m) = log10

(∑N−1
k=0 [Rm(k)]2

)
,

represents the log energy output of the mth filter. The cepstral coefficients computed
from Mel sub-band spectra are termed as Residual Mel Filter Cepstral Coefficients
(RMFCC). In this work, only first 13 cepstral coefficients are used as feature vector
and are modelled to capture the spectral energy information of excitation source. The
sequence of steps involved in computation of RMFCC features is shown in Fig. 4.4.

There is significant overlap in the set of soundunits for different languages in India.
However, each language has unique phonotactic constraints based on sequence of
occurrence of sound units. Therefore, the production characteristics of a particular
sound unit may vary from one language to another due to language-specific co-
articulation effects. The characteristics of vocal tract system and excitation source
also contain unique information due to language-specific phonotactics. In this work,
we have focused only on the characteristics of the excitation source. Hence, we
have proposed a method to capture the energy of excitation source through RMFCCs
extracted fromLP residual signal.We hypothesize that, segmental level energy infor-
mation may contain language-specific phonotactic knowledge.

4.2.2.2 Language-Specific Periodicity Information from Spectral
Analysis of LP Residual Signal

Each sound unit corresponds to a unique articulatory configuration of both the vocal
tract and excitation source. Hence, the characteristics of vocal tract and excitation
source also unique for a particular sound unit. The nature of the residual spectrum
varies from one sound unit to another due to the periodic nature of excitation source.
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Therefore, the periodic information or the harmonic structure of the excitation source
also varies from one sound unit to another. To capture the periodicity information of
excitation source, spectral analysis has been performed.

The information about harmonic structure can be obtained by analyzing the power
spectrum p(k) = [R(k)]2 of the LP residual signal. This periodicity information can
be represented by PowerDifferences of Spectrum in Sub-bands (PDSS) features [10].
The PDSS feature represents the periodicity nature of the excitation source [11].
PDSS can be represented as spectral flatness (SF) measure of the power spectrum in
sub-bands. SF can be measured by the ratio of geometric mean (GM) to arithmetic
mean (AM) of the power spectrum. PDSS of residual sub-band spectra is defined as
follows [10]:

V (i) = 1.0 −

[ ∏Hi
k=Li

p(k)

] 1
Ni

1
Ni

∑Hi
k=Li

p(k)
(4.16)

where, Ni = hi − li + 1 is the sample number of frequency points in the i th filter.
Where, li and hi are the lower and upper limits of frequency in i th sub-band, respec-
tively. Since, 0 ≤ SF ≤ 1, the values of PDSS also varies from 0 to 1. High SF value
indicates that the power of the spectrum is distributed throughout the spectrum and
the power spectrum would appear relatively smooth. Low SF value indicates that
the spectral power is concentrated only within smaller regions of power spectrum.
The spectral flatness can also be measured within a specified sub-band, rather than
across the whole spectrum. In present work, the spectral flatness has been measured
in sub-bands. If the power spectrum has less dynamic range, for example nearly flat,
then GM � AM and the PDSS value will be less than one. Alternatively, if PDSS is
low, the spectrum is less periodic. If the spectrum has peaks and dips, for example the
dynamic range is more, then GM is less than AM and PDSS value is close to one. In
this case the spectrum is more periodic. So, PDSS measure gives information about
the periodicity nature of a spectrum. Sub-band spectra are obtained by multiplying
the residual power spectrum with a filterbank and PDSS values are computed from
each sub-band using Eq.4.16. In this work, the Mel filter banks are used for comput-
ing the PDSS from Mel sub-bands. The dominant information about the excitation
source is manifested in the higher range of frequency. So, it is expected that PDSS
computed fromMel sub-bands may provide better identification accuracy. Hence, in
this work PDSS values have been computed using Mel filter-bank which is termed
as Mel PDSS (MPDSS) features. The steps to extract the MPDSS feature are shown
in Fig. 4.5.

The pitch of a particular sound unit is context dependent. Since, each language
has unique phonotactics, even though sound units may be mostly common across
the languages, the co-articulation effect (due to context) will be unique for each
of the languages. Due to the pitch difference of two languages the periodicity of
voiced sound units may also vary. Therefore, we can presume that, the periodicity
information of excitation source captured by MPDSS feature may provide language
discriminative information.
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Fig. 4.5 Block diagram for extracting MPDSS features from speech signal

4.2.3 Parametric Representation of Supra-Segmental Level
Excitation Source Information

In this section, techniques to parameterize the LP residual signal at supra-segmental
level have been discussed. The tension of the vocal folds and the sub-glottal air
pressure change continuously during speech production [12, 13]. As a consequence,
the average rate of vocal folds vibration or pitch and the strength of excitation at
glottal closing instants also vary with time. At supra-segmental level, these tempo-
ral variations are captured by processing larger segment of LP residual signal. The
peaks of LP residual signal represents the glottal closing instants (GCIs) which are
important events in the speech signal. At supra-segmental level, we have explored
three different parameters: (i) pitch contour (PC), (ii) epoch strength contour (ESC)
and (iii) epoch sharpness contour (ESNC) to capture the language-specific excitation
source information. Therefore, in this work, the LP residual signal has been parame-
terized using 100ms frame at supra-segmental level to capture the language-specific
excitation source information.

Epochs or glottal closure instants (GCIs) are estimated by zero-frequency filtering
method [14–16]. The zero-frequency filtering method locates the GCIs by passing
the speech signal through a zero-frequency resonator twice. The zero-frequency res-
onator is a second order infinite impulse response (IIR) filter located at 0Hz [15]. The
purpose of passing the speech signal twice is to reduce the effects of high frequency
resonances [15]. Passing the speech signal twice through a zero-frequency resonator
is equivalent to four times successive integration. The trend in the filtered signal
is removed by subtracting the local mean computed over an interval corresponding
to the average pitch period. The resulting mean subtracted signal is called as zero-
frequency filtered signal (ZFFS). The negative to positive zero crossings of ZFFS
signal are the glottal closing instants (GCIs) [15]. Figure4.6a–d show a segment of
voiced speech, output of two cascaded zero frequency resonators, zero frequency
filtered signal after mean subtraction and glottal closing instants. The steps involved
to derive the ZFFS are given below.

(i) Difference the speech signal s(n)

x(n) = s(n) − s(n − 1) (4.17)

(ii) Pass the difference speech signal x(n) twice through zero-frequency resonator
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Fig. 4.6 a Segment of voiced speech, b output of cascade of two 0-Hz resonators, c zero frequency
filtered signal after mean subtraction and d glottal closing instants (GCIs)

y1(n) = −
2∑

k=1

ak y1(n − k) + x(n) (4.18)

and,

y2(n) = −
2∑

k=1

ak y2(n − k) + y1(n) (4.19)

where, a1 = −4, a2 = 6, a3 = −4 and a4 = 1.
(iii) Compute the average pitch period using the autocorrelation over a 20ms

speech segment
(iv) Remove the trend in y2(n) by subtracting the mean computed over average

pitch period. The resulting signal is ZFFS, which is shown as follows,

y(n) = y2(n) − 1

2Na + 1

Na∑

m=−Na

y2(n + m) (4.20)

where, 2Na + 1 corresponds to the number of samples in the window used for mean
subtraction. The time interval between two successive GCIs is the instantaneous
pitch period T0. The reciprocal of instantaneous period is instantaneous pitch (P0 =
1
T0
) [14].
The slopeof theZFFSaround thenegative to positive zero crossings corresponding

to the locations of GCIs gives the measure of epoch strength (A0) [16]. In [17], it has
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been observed that, the strong peak in the Hilbert envelope of LP residual signal has a
corresponding negative to positive zero crossing in the zero-frequency filtered signal
and the slope of the ZFFS signal at negative to positive zero crossing is proportional
to the amplitude of the corresponding peak in the Hilbert envelope. A window of
0.125ms duration around each negative to positive zero crossing is assumed to be
linear and considered to calculate the slope of positive zero crossings of ZFFS [16].
The strength of excitation of a vowel varies from one language to another language
due to the unique phonotactic characteristics of each language. Hence, we presume
that, epoch strength contour may contain language-specific information.

The distribution of strength of excitation can be viewed as, epoch sharpness.
Epoch sharpness is computed from the Hilbert envelope of LP residual signal. A
window of 3ms is considered around each peak of HE of LP residual signal. The
sharpness of each epoch is computed as follows [17]:

η = σ

μ
(4.21)

where, the σ is the standard deviation and μ is the mean of HE samples obtained
from 3ms frame around each epoch, respectively. If the value of σ is more, then the
sharpness of epoch is more. In this work, we have considered sequence of 10 consec-
utive epoch sharpness values as a feature vector, and by shifting each epoch a new
feature vector can be generated. We hypothesize that, the variation of epoch sharp-
ness across several glottal cycles may contain language-specific source information.
The pitch, epoch strength and epoch sharpness contours are processed separately to
capture the language-specific information. Finally, the evidences are combined to
acquire the complete excitation source information present at supra-segmental level.

4.3 Development of LID Systems Using Parametric Features
of Excitation Source

In this chapter, LID systems are developed at three phases by processing the proposed
excitation source features. The block diagramof all LID systems developed in various
phases is shown in Fig. 4.7.

Phase-I

At the phase-I, 5 different LID systems are developed:

• First LID system is developed by using RMFCC features at seg level which is
denoted as RMFCC LID in Fig. 4.7.

• Second LID system is developed by using MPDSS features at seg level which
is denoted as MPDSS LID in Fig. 4.7.

• Third LID system is developed by processing the pitch contour at supra level
which is denoted as PC LID in Fig. 4.7.
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• Fourth LID system is developed by processing the epoch strength contour at
supra level which is denoted as ESC LID in Fig. 4.7.

• Fifth LID system is developed by processing the epoch sharpness contour at
supra level which is denoted as ESNC LID in Fig. 4.7.

The above five LID systems are developed using GMMs [18]. The RMFCC and
MPDSS features at seg level contains energy and periodicity information corre-
sponding to the excitation source. So, to capture the complete language-specific
excitation source information at seg level, we have combined the evidences from
the LID systems (RMFCC LID and MPDSS LID) developed by partial features.
Similarly, the evidences obtained from PC, ESC and ESNC LIDs are combined
to acquire the complete excitation source information at supra level. The block
diagram shown in Fig. 4.7 represents different LID systems developed by pro-
posed excitation source features at three different levels and their combinations.
In this study, we have performed three different combinations which are shown at
phase-II and phase-III in Fig. 4.7.

Fig. 4.7 Development of LID systems using parametric features of excitation source
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Phase-II

In phase-II, we have developed the following three LID systems:

• The sub-segmental LID system is developed by processing the sub level GFD
parameters.

• The segmental LID system is developed by combining the evidences obtained
from RMFCC and MPDSS LID systems of phase-I to capture the complete
excitation source information at seg level.

• The supra-segmental LID system is developed by combining the evidences
obtained from PC, ESC and ESNC LID systems to capture the complete exci-
tation source information at supra level.

Phase-III

In phase-III, we have performed the following combination:

• The language-specific cues obtained from sub, seg and supra level features pro-
vide distinct information about the excitation source. Therefore, to capture the
complete language-specific excitation source information we have combined
the evidences from sub-segmental, segmental and supra-segmental LID sys-
tems of phase-II. The LID system-I at phase-III is developed by processing the
parametric features of excitation source.

4.4 Performance Evaluation of LID Systems Developed
Using Parametric Features of Excitation Source

Evaluation of LID systems developed using parametric features of excitation source
has been carried out at three phases. Experimental results are analyzed below.

Phase-I

At phase-I, 5 different LID systems are developed by parameterizing the LP resid-
ual signal at two different levels: seg and supra. The Table4.1 portrays the identifi-
cation performances of individual languages as-well-as the average performances
of LID systems. The first column represents the 27 Indian languages used in
this LID study. 2nd, 3rd, 4th, 5th and 6th columns represent the LID perfor-
mances obtained by processing the seg level RMFCC and MPDSS features and
supra level pitch, epoch strength and epoch sharpness contours, respectively. The
average recognition accuracies obtained from the corresponding LID systems are
61.29, 51.29, 32.77, 18.33 and 30.55%, respectively. The energy of the excitation
source is represented by seg level RMFCC feature which provides better LID accu-
racy compared to other features. Comparison can be made between the individual
language performances obtained from RMFCC and MPDSS features. Individual
language accuracies portray that, the RMFCC and MPDSS features contribute
distinct language-specific knowledge. Hence, at phase-II the evidences obtained
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from these two features are combined to capture the complete seg level excitation
source information. By comparing the 4th, 5th and 6th columns of Table4.1, it
can be observed that, the LID accuracies obtained from pitch, epoch strength and
epoch sharpness contours contain distinct information. For example, LID accu-
racies obtained from ESC and ESNC features are 10 and 35% for Arunachali
language, respectively. Whereas, the PC feature could not identify the Arunachali
language. For Bengali language, ESNC feature provides only 5% accuracy. How-
ever, PC and ESCwere not able to identify Bengali language. PC and ESC features
identified the Gujarati and Kannada languages, whereas, the ESNC feature could
not recognize these two languages. From this analysis, distinct nature of these
three features is observed. Hence, evidences from PC, ESC and ESNC features
are combined at phase-II to capture the complete supra level source information.

Phase-II

At phase-II, three different LID systems are developed. GFD parameters are com-
puted by parameterizing the LP residual signal at sub level. The 7th column of
Table4.1 shows the LID performance obtained by processing the GFD parame-
ters. The average performance obtained fromGFD feature is 40.18%. The 2ndLID
system at phase-II has been developed by combining the evidences from RMFCC
and MPDSS features to represent the seg level excitation source information. The
LID accuracy of 62.22% is obtained by processing the seg level excitation source
information, which is shown in 8th column of Table4.1. The 3rd LID system of
phase-II has been developed by combining the evidences from PC, ESC and ESNC
features at supra level. The LID performance obtained from the 3rd LID system
of phase-II is 42.96% shown in 9th column of Table4.1. In this work, adaptive
weighted combination scheme [19] has been used. In this scheme, the evidences
from different modalities are combined at the score level. The combined score C
is given by

C =
k∑

i=1

wi ci (4.22)

where,wi and ci denotes weighting factor and confidence score of i th evidence and
k denotes number of modalities are considered together. The Weighting factor wi

varies from 0 to 1 with a step size of 0.01 and sum up to 1 (i.e.,
∑k

i=1 wi = 1). The
comparison has been carried out among the individual language performances
obtained from sub, seg and supra levels shown in 7th, 8th and 9th columns of
Table4.1. The LID performances for Arunachali, Gujarati, Hindi, Manipuri and
Marathi languages obtained by processing seg level excitation source feature are
50, 50, 10, 100 and 40%, respectively. However, sub level GFD feature was unable
to identify the corresponding languages. Similarly, the supra level excitation source
feature could not identify theManipuri andMarathi languages. However, the supra
level information provides 35, 10 and 5% accuracies for Arunachali, Gujarati
and Hindi languages, respectively. For Malayalam language the excitation source
information at sub and supra levels provide 45 and 90%LID accuracies. However,
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Table 4.1 Performances of language identification systems developed by using parametric features
of excitation source

Languages Average recognition performances (%)

Phase - I Phase - II Phase - III

RMFCC MPDSS Pitch
contour

Epoch
strength
contour

Epoch
sharp-
ness

GFD
para-
meters
(sub)

seg supra src

Arunachali 50 50 0 10 35 0 50 35 50

Assamese 20 0 35 5 70 35 10 50 30

Bengali 65 55 0 0 5 25 65 15 65

Bhojpuri 45 40 80 25 50 40 45 50 50

Chhattisgarhi 100 100 45 40 30 85 100 85 100

Dogri 95 50 5 15 20 30 95 25 95

Gojri 100 100 60 40 35 60 100 65 100

Gujarati 35 0 10 5 0 0 50 10 55

Hindi 10 20 0 0 0 0 10 5 10

Indian English 100 100 45 15 90 100 100 80 100

Kannada 40 35 35 5 0 55 40 10 35

Kashmiri 70 70 65 5 15 70 70 60 90

Konkani 20 0 20 35 35 50 20 45 35

Malayalam 0 0 45 15 80 45 0 90 35

Manipuri 100 75 0 0 0 0 100 0 90

Marathi 40 20 0 5 0 0 40 0 35

Mizo 60 40 10 0 10 50 55 30 60

Nagamese 90 50 40 45 0 45 85 60 100

Nepali 95 45 10 5 40 15 95 30 90

Oriya 40 40 35 25 30 20 40 40 40

Punjabi 40 50 95 45 40 90 45 70 50

Rajasthani 100 100 45 70 40 55 100 45 100

Sanskrit 75 95 25 0 30 25 95 65 90

Sindhi 50 35 0 45 5 40 50 10 75

Tamil 50 25 20 10 40 45 45 35 50

Telugu 100 100 100 20 75 100 100 90 100

Urdu 65 90 60 10 50 5 75 60 80

Average
performance

61.29 51.29 32.77 18.33 30.55 40.18 62.22 42.96 67.03
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Table 4.2 Performances of LID systems developed using parametric excitation source features and
evaluated by male speaker set

Languages Average recognition performances (%)

GFD RMFCC MPDSS PC ESC ESNC

Arunachali 0 0 0 0 0 0

Assamese 0 0 0 71.5 0 100

Bengali 0 0 0 0 0 0

Bhojpuri 28.6 85.8 71.5 100 14.3 100

Chhattisgarhi 57.2 100 100 28.6 0 28.6

Dogri 0 100 28.6 0 0 0

Gojri 57.2 100 100 57.2 28.6 42.9

Gujarati 0 14.3 0 14.3 14.3 0

Hindi 0 14.3 42.9 0 0 0

Indian English 100 100 100 42.9 0 85.8

Kannada 57.2 28.6 42.9 57.2 0 0

Kashmiri 42.9 71.5 71.5 42.9 0 28.6

Konkani 100 14.3 0 28.6 57.2 71.5

Malayalam 14.3 0 0 71.5 28.6 71.5

Manipuri 0 100 85.8 0 0 0

Marathi 0 71.5 28.6 0 14.3 0

Mizo 0 100 0 28.6 0 14.3

Nagamese 85.8 100 100 85.8 71.5 0

Nepali 0 100 85.8 14.3 0 71.5

Oriya 0 0 0 0 0 0

Punjabi 85.8 28.6 57.2 100 57.2 42.9

Rajasthani 71.5 100 100 14.3 85.8 100

Sanskrit 0 57.2 85.8 14.3 0 57.2

Sindhi 0 0 0 0 42.9 0

Tamil 57.2 14.3 0 0 14.3 57.2

Telugu 100 100 100 100 14.3 71.5

Urdu 0 42.9 85.8 57.2 14.3 28.6

Average
performance

31.74 53.43 47.61 34.39 16.93 35.97

the seg level excitation source feature could not able to identify the Malayalam
language. This empirical analysis delineates the discordant nature of excitation
source information present at sub, seg and supra levels from language discrimi-
nation aspects.

Phase-III

The parametric features of excitation source contribute distinct language-specific
information at three different levels, which has been discussed at phase-II. Hence,
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Table 4.3 Performances of LID systems developed using parametric excitation source features and
evaluated by female speaker set

Languages Average recognition performances (%)

GFD RMFCC MPDSS PC ESC ESNC

Arunachali 0 100 100 0 0 40

Assamese 80 20 0 0 0 40

Bengali 40 100 100 0 0 20

Bhojpuri 20 0 0 80 40 0

Chhattisgarhi 100 100 100 40 40 40

Dogri 100 100 60 0 40 20

Gujarati 60 60 0 0 0 0

Hindi 0 0 0 0 20 0

Indian English 100 100 100 40 20 80

Konkani 0 40 0 40 0 0

Malayalam 60 0 0 20 0 80

Manipuri 0 100 80 0 0 0

Marathi 0 0 0 0 0 0

Mizo 100 40 0 0 0 0

Nagamese 0 100 0 0 40 0

Nepali 60 100 0 0 0 0

Oriya 40 100 100 100 80 80

Rajasthani 20 100 100 60 40 0

Sindhi 80 100 60 0 40 20

Tamil 40 100 100 80 0 0

Average
performance

45 68 45 23 18 21

the evidences from these three levels are combined to capture the complete
language-specific excitation source information. The LID system-I at phase-III
has been developed by using all parametric excitation source features. The LID
accuracyobtainedbyprocessing complete excitation source information is 67.03%
which is denoted as src shown at 10th column of Table4.1.

Parametric excitation source features also explored for investigating the gender
effects in language identification study. The male and female speakers present in
test set have been separated to evaluate the LID systems separately. Performances
obtained from male and female sets are shown in Tables4.2 and 4.3, respectively.
From this study it is observed that, segmental level parametric features provide
best average LID accuracies followed by supra-segmental and sub-segmental lev-
els, respectively. This trend of LID accuracies also observed in LID study without
separating the male and female speakers present in test set (see Table4.1).
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4.5 Performance Evaluation of LID Systems Developed
Using Parametric Features of Excitation
Source on OGI-MLTS Database

The effectiveness of the proposed excitation source features for language identifica-
tion task has been analyzed on OGI-MLTS database [20]. 11 languages are used for
LID task. From each language around 1h of data is used for building the language
models. 3 speakers from each language who have not participated during training
phase are considered during evaluation. From each speaker 3 test utterances each of
duration 10s are considered for evaluation. The LID systems have been developed
using the excitation source information at three different levels. The LID accuracies
obtained from the empirical analysis portray the similar characteristics of excitation
source features as it has been observed for Indian languages. The experimental results
obtained from OGI-MLTS database are shown in Table4.4.

4.6 Summary

In this chapter, parametric features of excitation source have been proposed for
language discrimination task. The LP residual signal has been parameterized at sub-
segmental, segmental and supra-segmental levels. At sub-segmental level, the GFD
parameters are estimated from LP residual signal to capture the minute variations
present within a glottal cycle. At segmental level, RMFCC and MPDSS features
are proposed to capture the energy and periodicity information related to the excita-
tion source. At supra-segmental level, the pitch, epoch strength and epoch sharpness
contours are proposed for capturing the variations of the pitch and energy across 50
glottal cycles. Experimental analysis delineates that, the language-specific excitation
source information present at three levels are fundamentally distinct. Therefore, the
evidences obtained from different features proposed at three levels are combined
to capture the complete parametric excitation source information. The combined
RMFCC and MPDSS feature at segmental level provides better LID accuracy com-
pared to other two levels. This indicates the potency of segmental level excitation
source information for language discrimination task.
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Chapter 5
Complementary and Robust Nature
of Excitation Source Features
for Language Identification

Abstract This chapter discusses about the combination of implicit and parametric
features of excitation source to enhance the LID accuracy. Further, complementary
nature of excitation source and vocal tract features is exploited for improving the LID
accuracy. The robustness of proposed language-specific excitation source features is
investigated on various noisy background environments.

Keywords Language identification using vocal tract features · Language
identification using excitation source and vocal tract system features · Robust
language identification · Language identification in noisy environments · Robust
excitation source features

5.1 Introduction

In Chap.3, the raw LP residual samples, its magnitude and phase components have
been processed to capture the implicit language-specific excitation source informa-
tion. In Chap.4, LP residual signal has been parameterized at sub, seg and supra
levels to capture different aspects of excitation source information for language dis-
crimination task. In this chapter, the evidences obtained from implicit and parametric
features are combined to capture the complete excitation source information. Further,
the LID systems are also developed by processing the vocal tract information rep-
resented by Mel-frequency cepstral coefficients (MFCCs). As we know that, vocal
tract and source for exciting the vocal tract are two different components of speech
production system. Hence, in this chapter, the evidences obtained from complete
excitation source features have been combined with the evidences of MFCC features
to investigate the existence of complementary nature of these two features. Eventu-
ally, the robustness of proposed excitation source features is also examined in this
chapter.

The rest of this chapter is organized as follows: Sect. 5.2 briefly describes the
vocal tract features. Section5.3, discusses about the development of LID systems
by combining the evidences of complete excitation source and vocal tract features.
Sections5.4 and 5.5 analyze the accuracies of the integratedLIDsystems. InSect. 5.6,
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the robustness of excitation source features is illustrated. Section5.7 summarizes the
contents of this chapter.

5.2 Vocal Tract Features

During speech production, vocal tract system behaves like a time varying resonator
or, a filter and it characterizes the variations in the vocal tract shape in the form of
resonances and antiresonances that occur in the speech spectrum. The shape of the
vocal tract resonator system is captured by spectral analysis of speech signal. Several
parameterization techniques like, linear prediction cepstral coefficients (LPCCs) and
mel-frequency cepstral coefficients (MFCCs) are available for modeling vocal tract
information [1]. Since mel-filters are based on human auditory characteristics, state-
of-the-art LID systems mostly use MFCC features. Detailed description of MFCC
feature has been given in Appendix B. The processing steps of MFCC are given as
follows:

• First pre-emphasis is carried out on given speech signal. This step refers filtering
which emphasizes the higher frequency components of speech signal. The purpose
of pre-emphasis is to balance the spectrum of voiced sounds that have a steep roll-
off in the high frequency region.

• Speech is a slow varying quasi-stationary signal. Therefore, speech analysis must
be carried out on short segments across which the speech signal is assumed to
be stationary. Short-term spectral measurements are typically carried out over the
range of 10–30ms frame size [2, 3]. The blocked frames are Hamming windowed.
This helps to reduce the edge effect while taking the discrete Fourier transform
(DFT) on the signal.

• Fourier transform is performed on each windowed frame to obtain the magnitude
spectrum.

• Mel-spectrum is obtained by passing the magnitude spectrum through the Mel-
filter bank. A mel is a unit of perceived speech frequency or a unit of tone. The
mel scale is therefore a mapping between the physical frequency scale (Hz) and
the perceived frequency scale (Mels). The mel spectrum values or mel frequency
coefficients of the magnitude spectrum X (k) are computed by multiplying the
magnitude spectrum by each of the triangular mel weighting filters.

S(m) =
N−1∑

k=0

X (k)2Hm(k), 0 ≤ m ≤ M − 1 (5.1)

where, M is total number of triangular mel weighting filters.
• The log operation is performed on Mel-frequency coefficients. Discrete Cosine
Transform (DCT) is then applied on log magnitude spectrum to obtain the cep-
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stral coefficients. These cepstral coefficients are known as Mel-frequency cepstral
coefficients (MFCCs).

The MFCC feature vector represents only the information present at power spec-
tral envelope of a single frame. However, speech signal also carries information in
spectral variations with respect to time i.e., the knowledge present in the trajectories
of the MFCC coefficients over time. The temporal variation present in a sequence of
MFCC feature vectors is derived by computing the time derivative of MFCC feature
vector and is concatenated to the corresponding MFCC feature vector. The first and
second derivatives of the feature are usually called velocity or Delta coefficients
and acceleration or Delta-Delta coefficients, respectively. Velocity and acceleration
coefficients are concatenated with the static coefficients to form a feature vector.

The formula used for calculating the Delta coefficients is given below:

Δc[m] =

k∑
i=1

i(c[m + i] − c[m − i])

2
k∑

i=1
i2

(5.2)

where, c[m] is the mth MFCC coefficient and 2k + 1 is the window size to compute
the Delta coefficients. The Delta-Delta (acceleration) coefficients are computed by
performing time derivative over the Delta coefficients.

5.3 Development of Language Identification Systems Using
Excitation Source and Vocal Tract Features

In this work, LID systems are developed at four phases which are described below.
The block diagram of all LID systems developed in various phases is shown in
Fig. 5.1.

Phase-I

At the phase-I, 9 different LID systems are developed:

• First three LID systems are developed by using the sub level features. The
sub 1, sub 2 and sub 3 LID systems are developed by processing the raw LP
residual samples, HE+RP feature and GFD parameters at sub-segmental level,
respectively.

• Next three LID systems are developed by using seg level features. The seg 1,
seg 2 and seg 3 LID systems are developed by processing the raw LP residual
samples, HE + RP and combined RMFCC and MPDSS features at segmental
level, respectively.

• Bottom three LID systems are developed by using supra level features. The
supra 1, supra 2 and supra 3 LID systems are developed by processing the raw



80 5 Complementary and Robust Nature of Excitation Source Features …

Fig. 5.1 Development of LID systems using excitation source and vocal tract features

LP residual samples, HE + RP feature and combined pitch, epoch strength and
epoch sharpness contours at supra-segmental level, respectively.

At each level, language-specific information has been captured using both implicit
and parametric features. Hence, evidences are combined to acquire the complete
language-specific information at each level. The LID systems developed at phase-II
illustrate these combinations.

Phase-II

At phase-I, LID systems are developed by using both implicit and explicit features
of excitation source. The language-specific information captured by these features
may be different. Therefore, the combination of implicit and explicit features may
enhance the performance further. At phase-II, we have performed the following
three combinations:

• The first LID system has been built by combining the evidences from all the
systems developed using sub level features.
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• The second LID system has been built by combining the evidences from all the
systems developed using seg level features.

• The third LID system has been built by combining the evidences from all the
systems developed using supra level features.

Phase-III

The features at sub, seg and supra level contain partial information about the
excitation source. Therefore, to achieve complete excitation source information
for discriminating the languages, we have combined the evidences from the LID
systems developed by partial features. In phase-III, we have developed LID sys-
tems by combining evidences from sub, seg and supra LID systems of phase-II.
The vocal tract information and excitation source are two different components
of human speech production system. So, these two components contribute differ-
ent aspects of language-specific information. Therefore, we have developed the
LID systems using vocal tract information represented by MFCCs (LID system-
II) which is shown at phase-III. We have also developed LID system using the
velocity and acceleration coefficients concatenated with MFCCs which has been
shown as LID System-III at phase-III in Fig. 5.1.

Phase-IV

We have combined the evidences from the LID systems developed by vocal tract
information represented byMFCC feature with excitation source features to inves-
tigate the existence of complementary information present in these two features.
In phase-IV of Fig. 5.1, the integrated LID systems using vocal tract and excita-
tion source features are illustrated. In phase-IV, we have developed two different
integrated LID systems:

• The LID system-I at phase-III is developed by processing the overall excitation
source information. The evidences obtained from this system is combined with
evidences from theLID systemdeveloped by usingMFCC feature (LIDSystem-
II) at phase-III to develop the integrated LID system-I at phase-IV.

• The LID system-III at phase-III is developed by concatenating the dynamic
coefficients withMFCC. The integrated LID system-II at phase-IV is developed
by combining the evidences fromLID system-I and LID system-III of phase-III,

5.4 Performance Evaluation of Source and System
Integrated LID Systems

In this chapter, we have carried out the combination of source and vocal tract system
features at different phases. LID accuracies obtained from integrated LID systems
are tabulated in Tables5.1 and 5.2.
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Table 5.1 LID performances using implicit and parametric excitation source features

Languages Average recognition performances (%)

Phase - I Phase - II

sub 1 sub 2 sub 3 seg 1 seg 2 seg 3 supra
1

supra
2

supra
3

sub seg supra

Arunachali 0 70 0 35 45 50 70 50 35 35 50 35

Assamese 0 5 35 35 25 10 0 10 50 35 0 50

Bengali 0 10 25 5 10 65 0 0 15 25 50 10

Bhojpuri 50 35 40 35 25 45 10 55 50 55 50 40

Chh 0 60 85 100 100 100 100 100 85 95 100 100

Dogri 35 65 30 50 50 95 15 5 25 50 95 55

Gojri 95 50 60 80 100 100 95 100 65 80 100 100

Gujarati 0 55 0 15 0 50 45 90 10 70 50 65

Hindi 5 35 0 15 15 10 0 0 5 35 30 5

Indian
English

100 95 100 95 100 100 90 100 80 100 100 100

Kannada 10 30 55 45 20 40 35 30 10 25 50 20

Kashmiri 100 70 70 95 100 70 25 35 60 85 95 95

Konkani 0 0 50 85 95 20 100 100 45 0 85 95

Malayalam 50 90 45 75 55 0 0 5 90 100 70 90

Manipuri 0 0 0 0 0 100 15 70 0 0 100 45

Marathi 0 0 0 0 0 40 0 5 0 0 0 5

Mizo 0 70 50 0 10 55 0 5 30 50 50 20

Nagamese 70 0 45 70 50 85 20 50 60 90 100 75

Nepali 60 45 15 0 25 95 10 25 30 30 85 30

Oriya 0 0 20 40 40 40 5 5 40 0 40 35

Punjabi 0 90 90 100 100 45 45 100 70 100 100 95

Raj 0 100 55 35 80 100 45 100 45 100 100 100

Sanskrit 0 100 25 15 100 95 0 10 65 95 100 70

Sindhi 70 50 40 45 10 50 0 0 10 50 90 35

Tamil 0 80 45 35 45 45 20 20 35 65 60 45

Telugu 20 55 100 100 100 100 95 100 90 80 100 100

Urdu 0 40 5 0 75 75 15 15 60 25 85 50

Average
perfor-
mance

24.62 47.77 40.18 44.62 50.92 62.22 31.66 43.88 42.96 54.62 71.66 57.96
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Table 5.2 LID performances using implicit + parametric (src) and vocal tract features

Languages Average recognition performances (%)

Phase - III Phase - IV

src MFCC MFCC +
Δ + ΔΔ

src + MFCC src + MFCC +
Δ + ΔΔ

Arunachali 50 100 100 50 65

Assamese 0 5 0 0 0

Bengali 50 55 65 50 65

Bhojpuri 50 35 50 50 50

Chhattisgarhi 100 100 100 100 100

Dogri 100 65 100 100 100

Gojri 100 100 100 100 100

Gujarati 50 50 50 50 50

Hindi 30 10 20 30 30

Indian
English

100 100 100 100 100

Kannada 50 50 0 50 30

Kashmiri 95 75 70 95 95

Konkani 90 60 50 90 85

Malayalam 70 30 35 70 50

Manipuri 100 100 100 100 100

Marathi 0 45 60 0 60

Mizo 50 15 50 50 75

Nagamese 100 100 100 100 100

Nepali 80 90 100 85 100

Oriya 40 40 40 40 40

Punjabi 100 65 50 100 50

Rajasthani 100 100 100 100 100

Sanskrit 100 5 65 100 100

Sindhi 90 95 85 90 95

Tamil 65 25 45 65 75

Telugu 100 100 100 100 100

Urdu 85 70 60 85 90

Average
performance

72.03 62.40 66.48 72.22 74.25
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Phase-I

At phase-I, 9 different LID systems are developed. Table5.1 portrays the identifi-
cation performances of individual languages as-well-as the average performances
of phase-I and phase-II LID systems. The first column represents the 27 Indian
languages used in this LID study. LID performances obtained by processing the
excitation source features at each level are shown from 2nd to 10th columns of
Table5.1. The average LID accuracies of 9 different LID systems at phase-I of
Fig. 5.1 are 24.62, 47.77, 40.18, 44.62, 50.92, 62.22, 31.66, 43.88 and 42.96%.
Individual language performances showed from 2nd to 4th columns are compared
to investigate the existence of complementary language-specific information cap-
tured by different sub level features. For example, sub 2 feature provides LID
performances of 70 and 55% for Arunchali and Gujarati languages, respectively.
However, these two languages are not recognized by sub 1 and sub 3 features.
Similarly, sub 2 and sub 3 features identified Assamese, Bengali, Chhattisgarhi,
Mizo, Punjabi, Rajasthani, Sanskrit, Tamil and Urdu languages. However, these
languages are not recognized by sub 1 feature. This shows that, complementary
information is present in sub 1, sub 2 and sub 3 features.
The individual LID performances obtained from seg 1, seg 2 and seg 3 features
are also analyzed. For example, seg 2 feature provides LID accuracies of 10, 25
and 75% for Mizo, Nepali and Urdu languages, respectively. LID performances
of 55, 95 and 75% are achieved by processing only the seg 3 feature for the corre-
sponding languages. However, the seg 1 feature is unable to recognize the above
mentioned languages. LID accuracies of 100 and 40% are obtained for Manipuri
and Marathi languages by processing only seg 3 feature. These two languages are
not recognized by seg 1 and seg 2 features. Hence, it can be elicited that, seg 1,
seg 2 and seg 3 features contain distinct language-specific cues.
The individual language performances have shown from 8th to 10th columns are
compared to observe the complementary nature of supra 1, supra 2 and supra 3
features. For Assamese language the supra 2 and supra 3 features provide recog-
nition accuracies of 10 and 50%, respectively. However, the Assamese language
has not identified by supra 1 feature. supra 3 feature gives 15, 5 and 10% recog-
nition accuracies for Bengali, Hindi and Sindhi languages, respectively. However,
the supra 1, supra 2 features were not able to identify these three language. For
Malayalam language, LID accuracies of 5 and 90% are obtained by processing
supra 2 and supra 3 features, respectively. However, supra 1 feature could not
identify Malayalam language. Similarly, distinct nature of supra level features are
observed for other languages also. This experimental analysis shows the comple-
mentary nature of all the nine different features used to develop LID systems at
phase-I.

Phase-II

Different approaches are proposed to capture language-specific information at
each level. The recognition accuracies provided by different features are analyzed
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at phase-I. This analysis portrays the complementary nature of the features pro-
posed at each level. Hence, to capture the complete information at each level, we
have combined the evidences obtained from different features of each level. In
this work, adaptive weighted combination scheme [4] has been used to combine
the evidences. The evidences obtained from sub 1, sub 2 and sub 3 features are
combined to capture the complete sub level information. The average LID perfor-
mances of 54.62% is obtained from complete sub level information shown at 11th
column of Table5.1. Similarly, the average recognition accuracies of 71.66 and
57.96% are achieved by complete seg and supra level information, respectively.
The individual language performances have shown from 11th to 13th columns are
also compared to investigate the complementary language information present at
each level. For example, LID accuracies of Assamese language using complete
sub and supra level features are 35 and 50%, respectively. However, the seg level
feature was unable to identify Assamese language. Similarly, recognition accu-
racy of 5% has been achieved for Marathi language by exploring supra level
features. The sub and seg level features were unable to identify the Marathi lan-
guage. For Konkani language, recognition accuracies of 85 and 95% are achieved
by processing seg and supra level features. However, the sub level information
was unable to identify Konkani language. This comparative study illustrates the
complementary language-specific excitation source information present at sub,
seg and supra levels.

Phase-III

The excitation source information contributes distinct language-specific informa-
tion at three different levels. Hence, the evidences from these three levels are com-
bined to capture the complete language-specific excitation source information.
The 1st LID system of phase-III has been developed by processing the complete
excitation source information. The LID accuracy obtained by processing complete
excitation source information is 72.03%which is denoted as src shown at 2nd col-
umn of Table5.2. The LID system-II at phase-III has been developed by spectral
features represented by MFCCs. The identification accuracy obtained from this
system is 62.40%which is shown at 3rd columnofTable5.2. TheLIDperformance
obtained by processing the MFCCs concatenated with the velocity and accelera-
tion coefficients is 66.48% which has been shown at 4th column of Table5.2. The
individual language performances achieved from the proposed excitation source
features are compared with the state-of-the-art vocal tract features represented by
MFCCs, which shows the disparateness between these two features from language
identification point of view. The distinct nature can also be observed by comparing
the individual language performances of 2nd column with 4th column shown in
Table5.2.

Phase-IV

By analyzing the recognition accuracies achieved from phase-III LID systems it
has been observed that, the vocal tract and excitation source features contribute
complementary information for language discrimination task. Hence, to improve
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the LID accuracies, we have combined the evidences from these two complemen-
tary features at phase-IV. The LID accuracies obtained from the integrated LID
system-I and II of phase-IV have been shown in 5th and 6th columns of Table5.2.
The average LID performances achieved from the two integrated LID systems are
72.22 and 74.25%, respectively, which have been improved compared to individ-
ual features.

5.5 Performance Evaluation of Source and System
Integrated LID Systems on OGI-MLTS Database

The efficacy of overall excitation source features for language identification task
has been analyzed on OGI-MLTS database [5]. The implicit and parametric exci-
tation source features at sub, seg and supra levels are combined. Furthermore, the
evidences obtained from three levels are also combined to capture overall excita-
tion source features, which is represented by src. Language identification systems
are also developed using vocal tract features represented by MFCC. Performances
obtained from vocal tract and excitation source features are combined to investigate
the complementary nature of these two features. The experimental results obtained
fromOGI-MLTS database are shown in Table5.3. The LID accuracies obtained from

Table 5.3 Language identification performances obtained from overall excitation source, vocal
tract and their combination information evaluated on OGI-MLTS database

Languages Average recognition performances (%)

sub
overall

seg
overall

supra
overall

src MFCC MFCC +
Δ + ΔΔ

src +
MFCC

src +
MFCC +
Δ + ΔΔ

English 55.56 83.33 88.89 100.00 100.00 100.00 100.00 100.00

Farsi 77.78 83.33 66.67 83.33 55.56 94.44 66.67 100.00

French 100.00 83.33 22.22 100.00 100.00 100.00 100.00 100.00

German 88.89 66.67 55.56 66.67 88.89 88.89 100.00 100.00

Hindi 22.22 100.00 66.67 100.00 44.44 77.78 100.00 88.89

Japanese 55.56 33.33 88.89 33.33 55.56 77.78 33.33 88.89

Korean 22.22 100.00 11.11 100.00 100.00 100.00 100.00 100.00

Mandarin 44.44 66.67 55.56 83.33 100.00 100.00 100.00 100.00

Spanish 100.00 50.00 55.56 50.00 88.89 77.78 100.00 88.89

Tamil 11.11 100.00 88.89 100.00 100.00 100.00 100.00 100.00

Vietnamese 55.56 83.33 100.00 83.33 77.78 100.00 66.67 100.00

Average
perfor-
mances

57.57 77.27 63.63 81.81 82.82 92.42 87.87 96.96
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empirical analysis portray similar trend as it has been observed for Indian languages
(see Tables5.1 and 5.2).

5.6 Robustness of Excitation Source Features

In this section, the robustness of excitation source information has been analyzed
for language identification task. In this study, the LP residual signal is processed
at segmental level to capture the language-specific excitation source information.
The spectral features are highly affected by background noise and length of the test
utterances during most of the identification tasks. In this work, the raw LP residual
samples are used as feature vectors for building the LID systems. The main objec-
tive of this study is to demonstrate the robustness of excitation source information
extracted fromLP residual signal for language identification in viewof (i) background
noise, (ii) varying amount of training data and (iii) varying length of test samples.
In this work, Gaussian mixture models (GMM) are used for building the language
models. Finally, the robustness of proposed excitation source features is compared
with the well known spectral features using LID performances on IITKGP-MLILSC
language database.

5.6.1 Motivation for the Use of Excitation Source Information
for Robust Language Identification

Speech production system consists of vocal tract system and a source for exciting the
vocal tract resonator. Most of the existing works have been exploited the dynamic
behaviour of vocal tract for language identification task. However, the spectral fea-
tures are susceptible to noisy environment. Hence, there is a need to derive a robust
language-specific feature from the speech signal. In this work, we want to investigate
whether the excitation source contain any robust language-specific information or
not. As we know that, the excitation source information can be captured by process-
ing the LP residual signal [6]. The samples of the LP residual signal are uncorrelated
and hence the LP residual samples appear like noise samples. Figure5.2a portrays LP
residual signal corresponding to a vowel segment. The bounding box represents the
20 ms segmental (seg) level frame. The seg level LP residual frame is decimated by
factor 4 and then raw LP residual samples are processed. The reason of performing
decimation is to suppress the fine variations of LP residual signal present within a
glottal cycle, which can be captured by sub-segmental level processing of LP residual
signal. The seg level LP residual frame has been depicted in Fig. 5.2b. The logmagni-
tude spectrum corresponding to the seg level LP residual frame is shown in Fig. 5.2c.
The instantaneous pitch and energy can be observed from seg level LP residual frame
and its magnitude spectrum shown in Fig. 5.2b, c, respectively. The white noise of
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Fig. 5.2 a LP residual signal obtained from clean vowel segment and the bounding box represents
20ms seg level frame, b LP residual signal obtained from seg level frame after decimation by factor
4, c log magnitude spectrum corresponding to the seg level frame shown in (b), d LP residual
signal after adding 10dB white noise to vowel segment, e noisy seg level LP residual frame after
decimation by factor 4 and f corresponding log magnitude spectrum

10dB SNR is added with the vowel segment and the LP residual signal is obtained
from it. Figure5.2d shows the LP residual signal corresponding to the noisy vowel
segment. In Fig. 5.2e, the 20ms seg level LP residual frame corresponding to the
noisy LP residual signal has been portrayed. The Fig. 5.2f delineates the log mag-
nitude spectrum obtained from the seg level LP residual frame shown in Fig. 5.2e.
The important thing that can be observed is the seg level noisy LP residual frame
in temporal domain and corresponding magnitude spectrum does not degrade much
by 10dB additive white noise. The instantaneous pitch and energy of vowel segment
still preserved after adding 10dB white noise also. To speculate the robustness of
excitation source features, LP residual samples and corresponding log magnitude
spectra after adding white noise with different SNR levels using same LP order is
portrayed in Fig. 5.3. The notable thing is that, for all SNR levels the characteristics
of LP residual samples obtained from seg level frame and corresponding magnitude
spectra are not degraded greatly. This illustrates the robustness of excitation source
information.

The Fig. 5.4 portrays the distribution of 1st coefficients of MFCC feature vectors
obtained from the Arunachali language in clean and noisy environments. The solid
line indicates the distribution of 1st coefficients of MFCC feature vectors obtained
from clean speech. The dashed line represents the distribution of 1st coefficients
of MFCC feature vectors obtained from noisy (10dB additive white noise) speech.
As MFCC coefficients are affected by 10dB additive white noise, the distribution
corresponding to noisy data deviates from the original one. It can be conjectured that,
the features obtained fromLP residual may be robust to noisy environment compared
to spectral features represented by MFCCs.
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Fig. 5.3 a Segment of clean speech and bounding box represents 20 ms segmental level frame. d,
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5.6.2 Processing of Robust Excitation Source Features
for Language Identification

The characteristics of excitation source can be captured by passing the speech sig-
nal through the inverse filter [6]. In this work, the 10th order LP analysis followed
by inverse filter is used for estimating LP residual signal. Linear prediction analy-
sis represents the second order statistical features in terms of the autocorrelation
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coefficients. So, the LP residual signal does not represent any significant second
order relations corresponding to the vocal tract resonator. Without disturbing the
magnitude and phase components of LP residual signal, the raw residual samples
are used as feature vectors to capture different aspects of excitation source informa-
tion. We prophesy that, the evidences obtained from excitation source component of
speech may contain robust language-specific phonotactic information.

In this study, the LP residual signal is analyzed within 2-3 consecutive glottal
cycles known as segmental (seg) level information. At seg level, first the LP residual
signal is decimated by a factor 4 to suppress the finer variations, which occur due to
the dynamic nature vocal folds within a glottal cycle. The LP residual signal is then
processed, in block size of 20ms with a shift of 2.5ms and corresponding raw LP
residual samples are used as seg level features. The instantaneous pitch and energy
of vocal folds vibration are captured by seg level processing of LP residual signal.
In Fig. 5.2a, the LP residual signal is shown and the bounding box indicates the seg
level 20 ms frame. Figure5.2b shows the raw LP residual samples obtained from the
seg level frame.

5.6.3 Evaluation of Robustness of Excitation Source Features
for Language Identification

This LID study has been carried out on 27 Indian languages. In this work, (n − 2)
speakers are used from each language to develop the language models and the other
two speakers of each language who have not participated during training phase are
considered for evaluation. Here, n is the total number of speakers in each language. In
this work, the amount of training data and duration of test utterances have been varied
to analyze the effects on LID accuracies. We have considered 5, 20 and 45min of
training data per each language to develop the languagemodels. 20 test utterances are
collected from both male and female speakers per each language during evaluation.
We have considered test samples duration of 2, 5 and 10s for evaluation purpose.
Clean speech data has been used to develop the language models whereas, the lan-
guage models are evaluated using both clean and noisy speech utterances to examine
the robustness of excitation source features. For experimental convenience and due
to unavailability of real-life noisy data for each language, the noisy backgrounds
were artificially simulated. During evaluation all the test utterances are corrupted
with the additive white noise collected from NOISEX-92 database [7]. We explored
32, 64, 128 and 256Gaussianmixtures for suitablemodelling of the excitation source
information. The performances of both source and vocal tract features for optimum
GMMs are given in Tables5.4 and 5.5. 1st column of both the tables indicate different
amount of training data used in this work. 2nd column represents different lengths
of test utterances considered for each of the training condition. 3rd columns of both
the tables represent the LID accuracies obtained by processing the LP residual and
MFCC features from clean test utterances, respectively. LID systems are evaluated
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by varying the background noise levels. The notable observation can be made when
the average recognition accuracies are analyzed in noisy environments. The SNR
has been varied from 5 to 30dB with the steps of 5dB to study the effects of back-
ground noise on LID accuracies for both the features. The LID accuracies obtained
by processing LP residual and MFCC features at different SNR levels are tabulated
from 4th to 9th columns of Tables5.4 and 5.5, respectively.

5.6.3.1 Effect of Amount of Training Data on LID Performances

Slight variation in LID accuracies has been observed by varying the amount of
training data for both source and spectral features. For example, the LID accuracies
obtained from 5, 20 and 45min of training data are 42.96, 41.85 and 38.33%, respec-
tively. These accuracies are obtained from LID systems developed using excitation
source features, and evaluated by clean test utterances of 2 s duration. Similar obser-
vation can also be made for 5 and 10s test utterances by processing both LP residual
and MFCC features at clean and noisy backgrounds. It can be observed that, the LID
accuracy is slightly increasing with decreasing the amount of training data. As the
duration of training data is less, the speaker bias will be reduced. Hence, slightly bet-
ter accuracy with less training data has been observed. From the empirical analysis
it can be elicited that, both the excitation source and spectral features are not much
sensitive to the amount of training data.

5.6.3.2 Effect of Length of Test Utterances on LID Performances

The noteworthy improvement in LID accuracies using spectral features can be
observed by varying the length of test samples on a fixed amount of training data.
From the 3rd column of Table5.5, it can be observed that, for 5min of training data,
LID accuracies are 55, 59.25 and 62.78% using 2, 5 and 10s clean test utterances,
respectively. The maximum LID accuracy is obtained in this training condition is
62.78%, which is considered as reference performance to compute the percentage
decrement of LID accuracies by varying the duration of test utterances. The percent-
age decrement in LID accuracies for 2 and 5s test samples are 12.39 and 5.62%,
respectively. The maximum LID accuracy is obtained using LP residual feature for
5min training data per each language is 47.96%, which is considered as reference
performance to compute the percentage decrement in this case. The percentage decre-
ment of LID accuracies are 10.42 and 3.08% for 2 and 5s test samples, respectively.
From this observation it can be stated that, the excitation source features represented
by LP residual signal is less sensitive to the duration of test utterances compared to
the vocal tract features. This empirical analysis delineates the robustness of excitation
source features for language identification task.
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5.6.3.3 Effect of Background Noise on LID Performances

The conspicuous effects of noise on LP residual andMFCC features can be analyzed
by comparing the LID accuracies tabulated in Tables5.4 and 5.5, respectively. The
LID performance decreases by adding white noise with the test utterances during
evaluation. The percentage deviation of LID accuracy is computed as,

D =
(

Pc − Pn

Pc

)
× 100% (5.3)

where, Pc is the LID performance obtained from clean background and Pn is the
LID accuracy achieved at a particular SNR level. The numerical values given inside
the parentheses from 4th to 9th columns of Tables5.4 and 5.5 represent the values of
percentage deviation (D) computed by Eq.5.3. Percentage deviation of LID accura-
cies by processing both the LP residual and MFCC features are shown in Fig. 5.5.
In this case, the amount of training data is considered 5min per each language and
duration of test samples 2, 5 and 10s are considered. Bottom three curves illustrate
the D value obtained from LP residual feature for different lengths of test utterances.
Top three curves represent the values of D obtained by processing theMFCC feature
for different lengths of test utterances. Crucial observation can be made by com-
paring the performance deviations obtained from LPR and MFCC features. At high
noise levels (i.e., low SNR values), the slopes of the deviation curves obtained from
MFCC feature are high, compared to the slopes of the LPR curves. This indicates
that, the deviation in performance is increasing drastically for MFCC feature, com-
pared to the LPR feature. It can be observed that, the LPR feature provides better
LID accuracy compared to theMFCC feature, while increasing the noise levels. This
empirical analysis illustrates that, the language-specific excitation source informa-
tion captured by processing the LP residual signal is more robust, compared to the
vocal tract information represented by MFCCs. The potency of LP residual feature
can also be illustrated by comparing the LID performances obtained fromLP residual
and MFCC features at a particular SNR level. For example, the recognition perfor-
mance of 36.11% has been achieved by processing the LP residual feature at 5dB
SNR level. In this case, the amount of training data is 5min per each language and

Fig. 5.5 Deviation in
performance D for LP
residual and MFCC features
for white noise at different
SNRs
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(a) (b)

(c)

(e)

(d)

Fig. 5.6 Deviation in performance D of LP residual andMFCC features for fighter jet (Buccanier),
destroyer engine, factory, high frequency channel and pink noises at different SNRs. a Buccanier
noise. b Destroyer engine noise. c Factory noise. d HF channel noise. e Pink noise

duration of each test sample is 2 s. The accuracy obtained by processing the MFCC
feature at similar conditions is only 5.18%.

The similar study has been carried out by using various types of noises such
as, factory, high frequency (HF) radio channel, pink, fighter jet (Buccaneer) and
destroyer engine noises. Experimental results obtained from these noises are given in
Appendix C. The percentage deviation with respect to the SNRs is shown in Fig. 5.6.
In this case, 5min of training data per each language and duration of test samples 2, 5
and 10s are considered. In Fig. 5.6a–e, the bottom three lines represent the deviation
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ofLIDaccuracies for LPR feature and top three lines represent performance deviation
for MFCC feature. It can be observed from Fig. 5.6a–e that, the deviation of LPR
feature is always less, compared to the MFCC feature. Another notable thing can be
observed is that, the rate of increasing of slopes of the deviation curves corresponding
to MFCC feature is high, compared to the LPR features, while decreasing the SNR
values (i.e., increasing the noise levels). This observation delineates the potency
of LPR feature in various noisy environments. From this empirical analysis it can
be elicited that, the excitation source features contribute robust language-specific
information, compared to vocal tract information represented by MFCC feature.

5.7 Summary

In this chapter, the evidences from implicit and parametric source features are com-
bined to capture overall excitation source information for language identification.
The overall language-specific excitation source information is compared to the con-
temporary vocal tract features. The empirical evidences portray the complementary
nature of these two features. Hence,we have further combined the evidences obtained
from overall excitation source and vocal tract features to develop integrated LID sys-
tems. We have also examined the robustness of excitation source features compared
to the vocal tract features by evaluating the LID systems in clean and degraded envi-
ronments with varying the amount of training data and lengths of test utterances.
The segmental level raw LP residual samples are processed to capture the robust
excitation source information for language identification task. The LID study has
been carried out using various noises at different SNR levels to investigate the exis-
tence of robust language-specific information. It has been observed that, the spectral
features depends on the quality and quantity of data. However, the empirical analysis
concludes that, the excitation source information provides robust language-specific
information compared to vocal tract information represented by MFCCs.
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Chapter 6
Summary and Conclusion

Abstract This chapter summerizes the overall contents of the book. Major
contributions and future scope of work have been highlighted.

Keywords Language identification · Excitation source features for language iden-
tification · Implicit excitation source information · Parametric excitation source fea-
tures ·Robust language identification ·Robust excitation source features · Language
identification using excitation source and vocal tract system features

6.1 Summary of the Book

In this work, language identification (LID) has been carried out by exploring the char-
acteristics of excitation source. The linear prediction (LP) residual signal is consid-
ered for representing the excitation source, and it has been analyzed at sub-segmental,
segmental and supra-segmental levels to derive different aspects of excitation source
for language discrimination task. Methods are proposed to derive implicit features of
excitation source. Implicit processing is computationally intensive. Hence, LP resid-
ual signal is also parameterized at three different levels to capture language-specific
information in a simple and effective way. The complementary information present
between the vocal tract and excitation source features is also analyzed. Eventually,
the robustness of proposed excitation source features is also examined by varying (i)
amount of training data, (ii) length of test samples and (iii) background noise levels.

In implicit processing approach, raw LP residual samples, its magnitude and
phase components are processed at three different levels: sub-segmental, segmental
and supra-segmental levels for LID task. The minute variations present within a
glottal cycle, instantaneous pitch and energy of 2–3 consecutive glottal cycles, and
temporal variations of the pitch and energy across 50glottal cycles are captured at sub-
segmental, segmental and supra-segmental levels, respectively. From the empirical
analysis, it has been observed that, the segmental level implicit features provide better
accuracy, compared to other two levels. This indicates that, the instantaneous pitch
and energy ismore effective for languagediscrimination task.The effect ofmagnitude
component of LP residual signal predominates over the phase component during
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direct processing of LP residual. Phase does not vary with the amplitude fluctuations.
However, the phase of LP residual signal may also contribute some language-specific
knowledge. Therefore, we have explored analytic signal representation of LP residual
to process the magnitude and phase components of LP residual signal independently.
From the empirical observations it can be elicited that, the combination of magnitude
and phase information seem to be a better choice than direct processing of raw LP
residual samples for language discrimination task [1, 2].

Linear prediction residual signal is also parameterized at sub-segmental, segmen-
tal and supra-segmental levels to capture the higher order statistics present in LP
residual signal for language discrimination task. At sub-segmental level, glottal flow
derivative (GFD) parameters are explored for modeling the glottal pulse character-
istics. At, segmental level, LP residual signal is analyzed in cepstral and spectral
domains to capture instantaneous energy and periodicity information. Residual mel-
frequency cepstral coefficients (RMFCC) and mel power difference of spectrum in
sub-bands (MPDSS) have been proposed for modeling language-specific energy and
periodicity information, respectively. At supra-segmental level, pitch, epoch strength
and epoch sharpness contours are proposed for capturing temporal variation of pitch
and energy. Segmental level features provide better LID accuracy compared to other
two levels. This indicates the efficacy of segmental level excitation source infor-
mation for language discrimination task. Experimental observation portrays that, the
language-specific excitation source information present at three levels are fundamen-
tally distinct. Therefore, the evidences obtained from different features proposed at
three levels are combined to capture the complete parametric excitation source infor-
mation.

The evidences obtained from implicit and parametric features provide different
cues for LID task. Therefore, we have combined the evidences from implicit and
parametric features of excitation source to enhance the LID accuracy. The comple-
mentary nature of vocal tract and excitation source features is also investigated. The
robustness of proposed excitation source features has been examined by varying (i)
amount of training data, (ii) length of test samples and (iii) background noise levels.
Experimental results show that, both excitation source and vocal tract features are
not much sensitive to the variation of amount of training data. However, the vocal
tract information represented by spectral features is more fragile to the length of
test utterances than excitation source features. The language models are developed
with clean data and evaluated by test samples after adding noise of different SNRs.
Performance deviation with respect to the accuracy in clean background has been
studied for both the features to observe the effects of noise. The performance devi-
ation increases drastically for vocal tract feature, compared to the excitation source
feature, as noise level increases. From the experimental evidences the conclusion
can be drawn that, the excitation source feature is more robust to background noise,
compared to the vocal tract feature.
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6.2 Contributions of the Book

The major contributions of this work can be summarized as follows:

• Methods are proposed to derive implicit features from LP residual, its magnitude
and phase components for capturing language-specific information.

• Methods are proposed for deriving explicit parametric features from LP residual
signal for language discrimination task.

• Combination of implicit and parametric features of excitation source has been
explored to enhance the LID performance.

• Combination of the evidences obtained from overall excitation source and vocal
tract features has been explored to investigate the existence of complementary
language-specific information present in these two features.

• The robustness of excitation source information has been explored for language
identification task in terms of varying (i) background noise, (ii) amount of training
data and (iii) duration of test samples.

6.3 Future Scope of Work

• We have analyzed LP residual signal at sub-segmental, segmental and supra-
segmental levels by considering the fixed frame size and frame shift. The cor-
responding LP residual samples are not pitch synchronized. Computational com-
plexity involved in the temporal processing of raw LP residual samples can be
reduced by selecting the pitch synchronous blocks.

• In this work, language models are developed by Gaussian mixture model (GMM).
Several non-linear modeling techniques like, artificial neural network (ANN) and
support vector machines (SVM) can be explored with the proposed excitation
source features.

• In future, hybrid and hierarchical LID systems can be explored for improving the
LID accuracy.

• In this work, we have considered LP residual signal as excitation signal and present
LID study carried out by analyzing LP residual signal at sub-segmental, segmental
and supra-segmental levels. In future, the glottal volume velocity (GVV) can be
considered as excitation signal and the similar study can be carried out. Further, the
Electroglottographic (EGG) signal can also be analyzed for representing excitation
source information precisely.

• In this work, we have developed integrated LID system by combining the proposed
excitation source features with the vocal tract features. Further, LID system can
also be developed by combining excitation source, vocal tract and prosodic features
to enhance the LID accuracy.

• In this work, excitation source features are explored for language discrimination
task. Explicit phonotactic features are not explored in this work. It may be possible
to represent the phonotactic information of a language without using the phone
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recognizers. In future, language-specific phonotactic information can be explored
by implicit approaches.

• Speech enhancement methods can be incorporated with the proposed excitation
source features to enhance the LID accuracy in noisy backgrounds.

• In this book, we have analyzed the robustness of excitation source features using
single noise and fixed SNR. However, in real-life applications, the test samples
may degrade by various background noises with different SNRs. In future, this
work can be extended with varying noise types and noise levels.

• Deep neural networks can be explored to automatically derive the implicit
language-specific features.

• In future, the phase component of LP residual signal represented by residual phase
(RP) can be used as feature for analyzing the robustness of excitation source
features.

• The LID studies based on speaking rate, regional accent, speaking style conditions
under clean speech environment (or, high SNR conditions) will be performed in
future.
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Appendix A
Gaussian Mixture Model

In speech and speaker recognition, the acoustic events are usually modeled by
Gaussian probability density functions (PDFs), described by the mean vector and
the covariance matrix. However unimodel PDF with only one mean and covariance
are unsuitable to model all variations of a single event in speech signals. Therefore, a
mixture of single densities i.e., a Gaussian Mixture Model (GMM) is used to model
the complex structure of the density probability. For a D-dimensional feature vector
denoted as xt , the mixture density for speaker Ω is defined as weighted sum of M
component Gaussian densities as given by the following [1]

P(xt |Ω) =
M∑

i=1

wi Pi (xt ) (A.1)

where wi are the weights and Pi (xt ) are the component densities. Each component
density is a D-variate Gaussian function of the form

Pi (xt ) = 1

(2π)D/2 |Σi | 12
e
− 1

2

[
(xt −μi )

′Σ−1
i (xt −μi )

]

(A.2)

where μi is a mean vector and Σi covariance matrix for i th component. The mixture
weights have to satisfy the constraint [1]

M∑

i=1

wi = 1. (A.3)

The complete Gaussian mixture density is parameterized by the mean vector, the
covariance matrix and the mixture weight from all component densities. These para-
meters are collectively represented by

Ω = {wi , μi ,Σi } ; i = 1, 2, ....M. (A.4)
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Training the GMMs

To determine the model parameters of GMM of the speaker, the GMM has to be
trained. In the training process, the maximum likelihood (ML) procedure is adopted
to estimatemodel parameters. For a sequence of training vectors X = {x1, x2, .., xT },
the GMM likelihood (assuming independent observations) can be written as [1]

P(X |Ω) =
T∏

t=1

P(xt |Ω). (A.5)

Usually this is done by taking the logarithmand is commonly named as log-likelihood
function. From Eqs. (A.1) and (A.5), the log-likelihood function can be written as

log [P(X |Ω)] =
T∑

t=1

log

[
M∑

i=1

wi Pi (xt )

]
. (A.6)

Often, the average log-likelihood value is used by dividing log [P(X |Ω)] by T .
This is done to normalize out duration effects from the log-likelihood value. Also,
since the incorrect assumption of independence is underestimating the actual likeli-
hood value with dependencies, scaling by T can be considered a rough compensation
factor [2]. The parameters of a GMM model can be estimated using maximum like-
lihood (ML) estimation. The main objective of the ML estimation is to derive the
optimum model parameters that can maximize the likelihood of GMM. The like-
lihood value is, however, a highly nonlinear function in the model parameters and
direct maximization is not possible. Instead, maximization is done through iterative
procedures. Of the many techniques developed to maximize the likelihood value, the
most popular is the iterative expectation maximization (EM) algorithm [3].

Expectation Maximization (EM) Algorithm

The EM algorithm begins with an initial modelΩ and tends to estimate a newmodel
such that the likelihood of the model increasing with each iteration. This new model
is considered to be an initial model in the next iteration and the entire process is
repeated until a certain convergence threshold is obtained or a certain predetermined
number of iterations have been made. A summary of the various steps followed in
the EM algorithm are described below.

1. Initialization: In this step an initial estimate of the parameters is obtained. The
performance of the EM algorithm depends on this initialization. Generally, LBG
[4] or K-means algorithm [5] is used to initialize the GMM parameters.

2. Likelihood Computation: In each iteration the posterior probabilities for the i th
mixture is computed as [1]:
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Pr(i |xt ) = wi Pi (xt )

M∑
j=1

w j Pj (xt )

. (A.7)

3. Parameter Update: Having the posterior probabilities, the model parameters are
updated according to the following expressions [1].
Mixture weight update:

wi =

T∑
i=1

Pr(i |xt )

T
. (A.8)

Mean vector update:

μi =

T∑
i=1

Pr(i |xt )xt

T∑
i=1

Pr(i |xt )

. (A.9)

Covariance matrix update:

σ 2
i =

T∑
i=1

Pr(i |xt )
∣∣xt − μi

∣∣2

T∑
i=1

Pr(i |xt )

. (A.10)

In the estimation of the model parameters, it is possible to choose, either full
covariance matrices or diagonal covariance matrices. It is more common to use diag-
onal covariance matrices for GMM, since linear combination of diagonal covariance
Gaussians has the same model capability with full matrices. Another reason is that
speech utterances are usually parameterized with cepstral features. Cepstral features
are more compactable, discriminative, and most important, they are nearly uncorre-
lated, which allows diagonal covariance to be used by the GMMs [1]. The iterative
process is normally carried out 10 times, at which point the model is assumed to
converge to a local maximum [1].

Testing

In identification phase,mixture densities are calculated for every feature vector for all
speakers and speaker with maximum likelihood is selected as identified speaker. For
example, if S speaker models

{
Ω1,Ω2,...,ΩS

}
are available after the training, speaker

identification can be done based on a new speech data set. First, the sequence of
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feature vectors X = {x1, x2, .., xT } is calculated. Then the speaker model ŝ is deter-
mined which maximizes the a posteriori probability P (ΩS|X). That is, according to
the Bayes rule [1]

ŝ = max
1≤s≤S

P (ΩS|X) = max
1≤s≤S

P (X |ΩS)

P(X)
P(ΩS). (A.11)

Assuming equal probability of all speakers and the statistical independence of the
observations, the decision rule for the most probable speaker can be redefined as

ŝ = max
1≤s≤S

T∑

t=1

log P(xt |Ωs) (A.12)

with T the number of feature vectors of the speech data set under test and P(xt |Ωs)

given by Eq. (A.1).
Decision in verification is obtained by comparing the score computed using the

model for the claimed speaker ΩS given by P (ΩS|X) to a predefined threshold θ .
The claim is accepted if P (ΩS|X) > θ , and rejected otherwise [6].
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Appendix B
Mel-Frequency Cepstral Coefficient (MFCC)
Features

The Mel-Frequency Cepstral Coefficient (MFCC) feature extraction technique basi-
cally includes windowing the signal, applying the DFT, taking the log of the mag-
nitude and then warping the frequencies on a Mel scale, followed by applying the
inverse DCT. The detailed description of various steps involved in theMFCC feature
extraction is explained below.

1. Pre-emphasis: Pre-emphasis refers to filtering that emphasizes the higher fre-
quencies. Its purpose is to balance the spectrum of voiced sounds that have a steep
roll-off in the high frequency region. For voiced sounds, the glottal source has
an approximately −12dB/octave slope [1]. However, when the acoustic energy
radiates from the lips, this causes a roughly +6dB/octave boost to the spectrum.
As a result, a speech signal when recorded with a microphone from a distance has
approximately a−6dB/octave slope downward compared to the true spectrum of
the vocal tract. Therefore, pre-emphasis removes some of the glottal effects from
the vocal tract parameters. The most commonly used pre-emphasis filter is given
by the following transfer function

H(z) = 1 − bz−1 (B.1)

where the value of b controls the slope of the filter and is usually between 0.4 to
1.0 [1].

2. Frame blocking and windowing: The speech signal is a slowly time-varying
or quasi-stationary signal. For stable acoustic characteristics, speech needs to
be examined over a sufficiently short period of time. Therefore, speech analysis
must always be carried out on short segments across which the speech signal is
assumed to be stationary. Short-term spectral measurements are typically carried
out over 20ms windows, and advanced every 10ms [1]. Advancing the time
window every 10ms enables the temporal characteristics of individual speech
sounds to be tracked and the 20ms analysiswindow is usually sufficient to provide
good spectral resolution of these sounds, and at the same time short enough
to resolve significant temporal characteristics. The purpose of the overlapping
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analysis is that each speech sound of the input sequence would be approximately
centered at some frame. On each frame a window is applied to taper the signal
towards the frame boundaries. Generally, Hanning orHammingwindows are used
[1]. This is done to enhance the harmonics, smooth the edges and to reduce the
edge effect while taking the Discrete Fourier Transform (DFT) on the signal.

3. DFT spectrum: Each windowed frame is converted into magnitude spectrum by
applying DFT.

X (k) =
N−1∑

n=0

x(n)e
− j2πnk

N ; 0 ≤ k ≤ N − 1 (B.2)

where N is the number of points used to compute the DFT.
4. Mel-spectrum: Mel-Spectrum is computed by passing the Fourier transformed

signal through a set of band-pass filters known as mel-filter bank. A mel is a unit
of measure based on the human ears perceived frequency. It does not correspond
linearly to the physical frequency of the tone, as the human auditory system
apparently does not perceive pitch linearly. The mel scale is approximately a
linear frequency spacing below 1kHz, and a logarithmic spacing above 1kHz
[1]. The approximation of mel from physical frequency can be expressed as

fmel = 2595 log10

(
1 + f

700

)
(B.3)

where f denotes the physical frequency in Hz, and fmel denotes the perceived
frequency [1].
Filter banks can be implemented in both time domain and frequency domain. For
MFCC computation, filter banks are generally implemented in frequency domain.
The center frequencies of the filters are normally evenly spaced on the frequency
axis. However, in order to mimic the human ears perception, the warped axis
according to the non-linear function given in Eq. (B.3), is implemented. The most
commonly used filter shaper is triangular, and in some cases the Hanning filter
can be found [1]. The triangular filter banks with mel-frequency warping is given
in Fig.B.1.
The mel spectrum of the magnitude spectrum X (k) is computed by multiplying
the magnitude spectrum by each of the of the triangular mel weighting filters.

s(m) =
N−1∑

k=0

[
|X (k)|2 Hm(k)

]
; 0 ≤ m ≤ M − 1 (B.4)

where M is total number of triangular mel weighting filters [2]. Hm(k) is the
weight given to the kth energy spectrum bin contributing to the mth output band
and is expressed as:
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Fig. B.1 Mel filterbank

Hm(k) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0, k < f (m − 1)
2(k− f (m−1))
f (m)− f (m−1) , f (m − 1) ≤ k ≤ f (m)

2( f (m+1)−k)
f (m+1)− f (m)

, f (m) < k ≤ f (m + 1)
0, k > f (m + 1)

(B.5)

with m ranging from 0 to M − 1.
5. Discrete Cosine Transform (DCT): Since the vocal tract is smooth, the energy

levels in adjacent bands tend to be correlated. The DCT is applied to the trans-
formed mel frequency coefficients produces a set of cepstral coefficients. Prior
to computing DCT the mel spectrum is usually represented on a log scale. This
results in a signal in the cepstral domainwith a que-frequency peak corresponding
to the pitch of the signal and a number of formants representing low quefrequency
peaks. Since most of the signal information is represented by the first few MFCC
coefficients, the system can be made robust by extracting only those coefficients
ignoring or truncating higher order DCT components [1]. Finally, MFCC is cal-
culated as [2]

c(n) =
M−1∑

m=0

log10 (s(m)) cos

(
πn(m − 0.5)

M

)
; n = 0, 1, 2, ..., C − 1

(B.6)

where c(n) are the cepstral coefficients andC is the number ofMFCCs.Traditional
MFCC systems use only 8–13 cepstral coefficients. The zeroth coefficient is often
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excluded since it represents the average log-energy of the input signal, which only
carries little speaker-specific information.

6. Dynamic MFCC features: The cepstral coefficients are usually referred to as
static features, since they only contain information from a given frame. The extra
information about the temporal dynamics of the signal is obtained by computing
first and second derivatives of cepstral coefficients [3]. The first order derivative
is called delta coefficients, and the second order derivative is called delta-delta
coefficients. Delta coefficients tell about the speech rate, and delta-delta coeffi-
cients provide information similar to acceleration of speech. The commonly used
definition for computing dynamic parameter is

Δcm(n) =

T∑
i=−T

ki cm(n + i)

T∑
i=−T

|i |
(B.7)

where cm(n) denotes the mth feature for the nth time frame, ki is the i th weight
and T is the number of successive frames used for computation. Generally T
is taken as 2. The delta-delta coefficients are computed by taking the first order
derivative of the delta coefficients.
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Appendix C
Evaluation of Excitation Source Features
in Different Noisy Conditions

The LID systems developed by using excitation source and vocal tract features are
evaluated at different noisy backgrounds. Five different types of noises such as, buc-
caneer, destroyer engine, factory, high frequency channel and pink noises have been
considered for analyzing the robustness of proposed excitation source features. The
performances of both excitation source and vocal tract features for above mentioned
noises are given in TablesC.1, C.2, C.3, C.4, C.5, C.6, C.7, C.8, C.9 and C.10. For
every types of noises it has been observed that, the accuracy obtained from excitation
source features is better compared to, vocal tract features at low SNR levels. This
empirical analysis portrays the robustness of excitation source features.

© The Author(s) 2015
K.S. Rao and D. Nandi, Language Identification Using Excitation
Source Features, SpringerBriefs in Speech Technology,
DOI 10.1007/978-3-319-17725-0
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