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ABSTRACT

Large surface computing devices (wall-mounted or tabletop) with touch interfaces and their ap-
plication to collaborative data analysis, an increasingly important and prevalent activity, is the
primary topic of this book. Our goals are to outline the fundamentals of surface computing (a still
maturing technology), review relevant work on collaborative data analysis, describe frameworks
for understanding collaborative processes, and provide a better understanding of the opportuni-
ties for research and development. We describe surfaces as display technologies with which people
can interact directly, and emphasize how interaction design changes when designing for large sur-
faces. We review efforts to use large displays, surfaces or mixed display environments to enable
collaborative analytic activity. Collaborative analysis is important in many domains, but to provide
concrete examples and a specific focus, we frequently consider analysis work in the security do-
main, and in particular the challenges security personnel face in securing networks from attackers,
and intelligence analysts encounter when analyzing intelligence data. Both of these activities are
becoming increasingly collaborative endeavors, and there are huge opportunities for improving
collaboration by leveraging surface computing. This work highlights for interaction designers and
software developers the particular challenges and opportunities presented by interaction with sur-
faces. We have reviewed hundreds of recent research papers, and report on advancements in the
fields of surface-enabled collaborative analytic work, interactive techniques for surface technolo-
gies, and useful theory that can provide direction to interaction design work. We also offer insight
into issues that arise when developing applications for multi-touch surfaces derived from our own
experiences creating collaborative applications. We present these insights at a level appropriate for
all members of the software design and development team.

KEYWORDS

surface computing, interaction design, visualization, analysis, security analysis, col-
laboration, multi-touch frameworks
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CHAPTER 1

Purpose and Direction

1.1 INTRODUCTION

Surfaces are non-traditional digital displays allowing direct interaction with the surface of the dis-
play by supporting pen or touch input (especially multi-touch input), and 2D gesture recognition.
A full discussion on what we mean by surfaces will be provided in chapter 2 where we will pre-
dominantly discuss Jarge multi-touch surfaces (large vertical or tabletop displays). These increasingly
available, affordable, and under-utilized surfaces can be used to gather a group of people around
a single interactive display to support their collaborative work. We also discuss how other types
of surfaces, such as tablets, smartphones, or regular displays can play important secondary roles
in supporting collaborative work. Regardless of the type of surface, we are especially interested in
interactions with surface technologies, and present many systems, including our own, that have
been developed to explore this space.

We will define collaboration, a remarkably vague term [73], more tightly in chapter 4, but for
now we give a brief introduction. The term is used in different ways when organizations collaborate
with each other, i.e., inter-agency collaboration, compared to when it is used to describe the work
of small groups whose members all belong to the same organization. In this book, we primarily
discuss small group intra-agency collaboration. In this context, collaboration is generally understood
as the activity of a group of people (often called a team) who are jointly working toward a common
purpose, and whose work is interdependent. To be clear, not all types of small group work is
collaborative work [150][53], and we primarily explore the value of surfaces to collaborative teams.
In particular, we explore collaborative analytic activity, i.e., groups of analysts who have a joint goal,
whose work is intense, and who depend upon one another to complete their overall activity. The
interdependence arises because “the value of the contributions that each member makes to the
group product, depends in part on contributions made by other members” (Straus & McGrath)
[190]. We explore the value of surfaces for this type of analytic team.

In trying to grapple with how surfaces can support collaborating analysts we will spend
some time exploring the nature of collaborative analytic work. We will often use theory to do
this. For example, McGrath created a taxonomy of eight different types of collaborative activity
[135]. Within his taxonomy, the types of group activities of primary relevance to collaborative
analysis work are intellective tasks and decision-making tasks, both of which are judgment tasks
characterized as ‘choosing’ processes that require group members to work interdependently. We
think theory, such as McGrath’s taxonomy, provides valuable insight. In this case we find the
theory useful as a reminder of the innate nature of analytic work and its ambiguities, explaining
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the need for ample team discussions and explorations of data. We think theory can lead to useful
questions (many of which are still unanswered or only partially answered), such as “How can
surfaces support analytic teams in the process of making choices?”

We believe there are many ways that the various phases of collaborative analysis work can
be supported by surfaces [73] [49][64]. We know that collaborative work in general requires
significant amounts of communication (talking and sharing of artifacts), coordination (the inter-
weaving of the various work strands) and cooperation (when team members work toward a joint
goal) [135][190]. Most of the surface systems presented in this book support collaborative work
in its cooperative phase, and to a lesser degree in its coordinative phases.

Like other collaborative activities, collaborative analytic work can occur across the usual
space and time continua [73], i.e., collaboration may involve groups who may or may not be
co-located or working synchronously. This book emphasizes co-located analysis teams, who are
working synchronously around tabletops or large displays.

There is some indication that at least some of the aspects of the type of collaborative work
we are studying occur best when co-located and synchronous, i.e., face-to-face. In the context
of an investigation of this issue, Straus and McGrath studied groups engaged in tasks that were
either of low (e.g., idea generation tasks), medium (e.g., intellective tasks) or high (e.g., judgment
tasks) interdependence. They observed 72 groups working face-to-face or at a distance through
simple text-based conferencing software and concluded that for judgment tasks especially, there
was a big discrepancy between those who worked face-to-face versus those who worked through
computer media with respect to overall effectiveness. They found that in general “face-to-face
modes are superior to computer-mediated discussions when productivity is a priority or when the
time available to perform tasks is at a premium, especially for highly interdependent tasks” [190].
In addition they found that for intellective tasks and judgment tasks, face-to-face encounters were
significantly more satisfying. While this is a pursuasive argument for not using chat technologies
for collaborative analytic work, researchers do not really know if surface technologies will enable
collaborative analytic work as well as pure face-to-face collaboration. Using common sense we
would hope that surface technologies would provide all the value of face-to-face collaboration,
but that surfaces would also add additional value. However, this particular study has yet to be
conducted. This discussion raises two themes that run throughout this book. The first is that there
are many unanswered questions in this research area. The second is the importance of design.

We believe that in ideal circumstances, well-designed collaborative technologies that can
bring people and artifacts together (such as large displays, large surfaces or systems of surfaces) are
important enablers of collaborative actions and an important part of supporting expert behavior
in complex practices. However, we also acknowledge that real life is very complex. Face-to-face
interactions are not always possible, and not always ideal [83].

In our studies we have found that in practice much work is a mixture of face-to-face and
at-a-distance collaboration, which can be wholly satisfactory. In addition, we have found that
real collaborative analysis work can be a mixture of collaborative and individual efforts, and that,
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to add to the complexity, often collaborative, co-located, synchronous work can be a mixture
of face-to-face and side-by-side collaboration (we've heard this type of co-located collaboration
described as mixed-focus collaboration). This variety suggests that no one form of collaboration is
best, nor is there one best technological solution. With respect to surfaces, we explore their many
variations. For example, although it would initially appear that horizontal surfaces might only
enable face-to-face collaboration, in fact it is possible to link two distant tables to bring disparate
team members together enabling both face-to-face and at-a-distance simultaneously. The same
can be said for vertical surfaces.

We next discuss a few aspects of collaborative analytic work that are emerging trends, which
helps to explain why surface technologies may be a suitable technology to enable it.

1.2 'TRENDS IN ANALYSIS WORK AND SURFACES
TECHNOLOGIES

Analysts in many domains are faced with larger amounts of data to analyze. In the extreme case,
this huge and growing volume of data together with increased complexity through internal and
external semantic connectivity is often called ig data [20]. This extreme case is a complex topic
[66], which we do not address in this book.

However, even when this extreme case is not being considered, it is increasingly unrealistic
to analyze data directly, i.e., by looking at its raw source, be it quantitative or qualitative, because
there is simply too much of it, and because most of it is ‘noise.” An early book by Tukey encouraged
analysts to summarize data sets to formulate hypotheses [207]. Subsequently, Cleveland, who
considered computer-generated visualizations, encouraged analysts to use these visualizations to
take advantage of the holistic view that they provide to explore the structure of data and to check
the validity of statistical results [41]. Most recently, Tufte has produced a series of books to address
the topic of visualizations as aids to thinking [204] and as a means of depicting evidence that
evokes a reaction [205, 206]. Many of the systems we discuss in chapter 2 employ information
visualization techniques, although some use scientific visualizations.

Despite the obvious challenges posed by designing visualizations well, today more and more
analysts rely on visualizations of data obtained from large databases to quickly understand large
data sets, to identify areas of interest, and to explore those interests based on hypotheses they are
building about the data. Because of the way visualizations are typically designed, analysts also use
them as a way to access detailed data. Our emphasis will be more about issues to do with interact-
ing with visualizations, rather than their production because we feel visualizing and interacting
with visualizations can enable intellective and decision-making group processes. While humans
have natural abilities to recognize patterns and anomalies in the data, to derive meaning from
these occurrences, and to form hypotheses and test their understandings, interacting with such
visualizations provides further advantages, in particular because it enables exploration.

Analysis work is also becoming more complex because analysts seldom analyze single data
sets, but are merging data sets and making associations across them.
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Emerging challenges in the analysis domain are driving co/laborative analysis work toward
becoming the norm, since a single analyst cannot necessarily complete complex tasks in the time
required, or because analysts from multiple domains are required to merge their areas of expertise
in a combined effort to complete a joint analysis task.

Collaborative work poses additional challenges to data analysis. Some of these challenges
can simply be mitigated by additional screen real-estate (pixels), allowing the work artifacts (the
documents, visualizations, lists and so on) of one or more analysts to be laid side-by-side for
visual inspection. However, software tools designed to produce visualizations or interact with
visualizations are not necessarily able to support collaborative analysis tasks easily because they
have often been designed with the assumption that the analysis will be conducted by a single
person who will interact with the data using a traditional desktop display, mouse and keyboard.
Even tools that do assume face-to-face collaboration do 7zo# assume their output will be on large
surfaces, or that interaction will occur through non-standard means such as touch, multi-touch
or pen.

While it is possible to conduct collaborative analysis work with tools that are designed
to be driven by one user controlling the action with a mouse, this approach can and should be
challenged, if for no other reason than to break down the inefficiencies that are imposed by this
approach. Furthermore, even if a single analyst is using a large surface to lay out their work arti-
facts, mice interactions may prove to be more awkward than touch. For these reasons and others,
we examine natural user interface paradigms [223].

Other issues introduced when work becomes collaborative is organizing the task, support-
ing parallel work, and keeping the various parties involved in the analysis work aware of the
progress being made. Computers can help here and in particular, large displays can facilitate the
coordination of the various tasks involved in collaborative work because visualizations of the tasks
can easily be displayed to the members of the analysis team.

In some domains there is also increasing pressure to analyze large amounts of data very
quickly or nearly in real time (as the data arrives). Analysis of this type of data is always challeng-
ing, but collaborative real-time analysis work has its own unique sets of pressures that include
and extend beyond those of non real-time collaborative analysis work. In these circumstances
it is likely much more important that the work be tightly coordinated and that all the analysts
are aware of the work of others for the joint task to proceed smoothly. These conditions present
unique challenges to designers creating software systems. Computer systems and well-designed
visualizations of the work can facilitate this awareness.

1.3 OBJECTIVE OF THE BOOK

We hope to stimulate the discussion on how to meet the demands introduced by the need to
analyze large and diverse data sets. The changes required are various; they touch on many aspects
of analysis work, such as cultural practices, how analyses are conducted, the physical spaces in the

buildings, and the software and hardware systems employed in collaborative, multi-disciplinary
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analysis work. Our aim is to explore the role that surfaces may play in evolving analysis work
to confront problems that arise from challenges presented by large data sets. In particular we
address the pros and cons of using large surfaces to support collaborative analysis work involving
large amounts of data. We also provide a sense of the ‘state of the art’ of these displays and the
advances being made to make surfaces effective collaboration tools. Throughout we consider the
issues, challenges, and potential for developing the computer systems that are required to support
challenging collaborative analysis tasks, emphasizing the role of design in achieving this objective.

Many outstanding questions remain, and important early studies have pointed out some
challenges. For example, there are many advocates of a ‘natural’ interaction style, but Yuill and
Rogers have questioned what is understood by this construct. They have suggested that the so-
called ‘natural’ interactions afforded by surface technologies are not a given, but must be con-
sciously designed with a deep understanding of appropriate constraints on an activity [234]. This
theme of the advantages of surfaces being conditional on design considerations runs throughout

this book. Wherever possible, we highlight design lessons learned thus far.

1.4 STRUCTURE OF THE BOOK

Chapter 2 reviews systems that capitalize on surface technologies (large display surfaces and sys-
tems of surfaces) to visualize and interact with large amounts of data. We emphasize interactions
with visualizations, since our understanding is that analysis work is accomplished by enabling
exploration of data, exploiting the strengths of both computer systems and human analysts. We
consider systems with two different types of data sources: large databases and to a lesser extent,
network streamed data. We consider how the problem of large data sets has been addressed in a
variety of analytic domains. We also draw attention to systems that are able to deal with network
streamed data.

Chapter 3 discusses new interaction issues that arise when interacting with large surfaces
or systems of surfaces. These issues are at the root of some of the impedances to social interaction
that will be identified in chapter 4. These include issues such as the ability to point at objects, the
ability to move information between displays, and the design of gestural systems for multi-person
multi-touch systems. Our goal is to review the rapid advancements being made in these areas.

'The pros and cons of using surface technologies to support collaborative work are reviewed
in chapter 4. We discuss research on the positive aspects of using surface technologies, such as the
ability of large surfaces to support teams to coordinate their work and also to invite and enable
the simultaneous engagement of team members. Research on the challenges introduced when
using surface applications in group contexts are also addressed. This includes the difficulties that
arise when laying out and arranging work objects, or pointing at objects when surfaces are large
and parts of it are out of an individual’s reach. We also look at these issues in terms of how social
interaction can be impeded if surface systems are poorly designed.

Chapter 5 addresses the topic of theory. We define the collaborative analysis task more
specifically and review some useful theoretical paradigms for understanding collaborative work,
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such as distributed cognition, evolutionary psychology, group situation awareness, a psychophys-
iological perspective on attention, and activity theory. We present theories and paradigms that
help to understand the behavior and cognitive functioning of analyst teams. When team or group
work becomes more important, then broader theories beyond those that explain individual be-
haviors also begin to have value. We provide many concrete examples of how understandings of
teams and groups has guided the development of tools for collaborating analysts.

Chapter 6 reviews useful high-level architectural knowledge for developing surface appli-
cations. These include interaction patterns that have been observed by researchers studying col-
laborators using surface technologies, systems and development environments for creating surface
technologies, software architectures for multi-surface collaborative applications, and methods for
developing surface applications. This section is based on our lab’s experience developing prototype
applications for large vertical surfaces, and mixed-display environments including displays, large
surfaces, tablets and smartphones.

Chapter 7 summarizes our findings and summarizes the challenges and opportunities for
research identified in the previous chapters.



CHAPTER 2

Surface Technologies and
Collaborative Analysis Systems

In this chapter we first focus on large surface technologies, emphasizing those that have gone
beyond the research lab and have become widely available. We then consider systems designed
for analysis of large-scale data, especially where the analysis involves large-scale displays and col-
laboration. Our goal is to position these two elements, surface technologies for their potential to
transform system design, and existing collaborative analysis systems to show the current state of
practice.

2.1 SURFACE TECHNOLOGIES

We have claimed that surfaces are non-traditional digital displays allowing direct interaction with
the surface of the display by supporting pen or touch input, especially multi-touch input, and
2D gesture recognition. However, this is an area of rapid change, both in the technology itself,
and in the conceptualization of the design opportunities. Therefore the definition of surfaces
and opportunities are both in flux. For example, surface computing involves some technologies
that work best for small-scale displays and others for large-scale displays, but the boundaries are
changing. Touch input can be accomplished using fingers or specially designed pens that simulate
finger touches, but some surface systems are created with specially designed pens and paper or
projectors and cameras, and these do not require a traditional display. Each of these configurations
presents different opportunities to designers.

We emphasize the role of surfaces in the context of activities, but others emphasize the
role of gestures (at or above the surface), graphical feedback or navigation styles that work with
gestures. Such ideas are the basis of models such as ‘reality-based interaction’ [98], and the in-
creasing popularity of the term ‘Natural User Interfaces’ [99, 223] even though others have urged
caution about the term ‘natural,” noting that both habituation and design are very much involved
[127, 148, 234].

In using the term “surface computing,” we stress the importance of 2D gesture interaction
on the surface. Some gestures have become widely accepted, such as zoom-out (pinch fingers on
surface) and pan object (drag finger across surface). Gestures are typically recognized by software
once touch events have been detected, and there is the potential to detect a variety of kinds of
gestures, and even to allow definition and customization of gestures. We concentrate mostly on
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surface computing where input is done via fingertip with multi-touch capability and simple finger-
tip gesture recognition, which is now a built-in feature of many commercial devices.

There are many other possibilities for surface input. Some devices can track not just finger-
tips, but also hand postures, hand parts, finger postures and even finger tips. Other systems require
special gloves that enable surface applications to distinguish knuckles, palms, sides and backs of
hands, creating the possibility for very expressive gestural systems [129, 129]. There are also other
ways to interact with surface technologies including the use of pens, tangibles, styluses, or various
long-distance pointing devices [34].

Our focus is on technologies that are commonplace and pragmatic. In our research we
want to consider applications of the technology, especially for collaborative analysis, rather than
the technology itself. We are motivated by the recent affordability of large multi-touch displays.
Moreover, multi-touch overlays are now available that can convert large flat-panel displays into
multi-touch surfaces. Also, projection systems are dropping in price, and small multi-touch sur-
faces, such as Apple’s iOS devices and Google Android devices, are becoming ubiquitous. The
increasing affordability and availability of these devices is a significant opportunity.

However, while developments at the hardware level have been rapid, application software
for large surface technologies is still in the early stages. The main area of design and development
has been productivity apps, utilities and games for the small hand-held iOS and Android devices.
For large surfaces, the application software that is most widely used is the software that is shipped
with the hardware, and it is principally used for demonstration purposes.

In our view, this represents an opportunity to design new ‘killer apps’ that are perfectly
suited to large surface technology. We are encouraged in this regard, by early results that have
already shown that surfaces can help groups make sense of data [156]. We speculate that surface
computing enables novel and strong support for group work and collaboration, and that the more
data-centric the collaborative work, the more valuable multi-touch surfaces might become. In the
subsections below, we first outline relevant technologies, and then relevant surface applications
for analysts.

2.1.1 LARGE SURFACES: OPTICAL TOUCH RECOGNITION

Large surface displays typically use some form of computer vision to resolve touch coordinates.
The technique popularized by Jeff Han [79] and then immortalized on CNN for the 2008 U.S.
presidential election is called Frustrated Total Internal Reflection (FTIR) (Figure 2.1(a)). Beams
of infrared light are shone into the edge of a clear acrylic display. The light beams skip along inside
the acrylic until a finger deforms one side of the display. At that point the beams are projected
down into a video camera filtered to only detect infrared light.

Diftuse Illumination (DI) (Figure 2.1(b)) is similar to FTIR in that it uses infrared light.
The difference is that infrared illumination bathes the underside of the translucent display, re-
flecting finger touches as they flatten on the glass. This bath of light provides an opportunity for
detection of fiducial markers, which are physical objects, possibly with distinctive marks, posi-
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Figure 2.1: Detecting touches. Optical multi-touch technologies.

tioned on and interacting with surfaces. Fiducial markers are described in more detail in a section
below.

With its ability to detect numerous simultaneous touch points and its large surface area,
Han’s design was immediately considered a potential collaboration tool. However, it should be
noted that Han’s FTIR displays take up a fairly large footprint. The requirement for cameras and
projectors can lead to a proportionally large installation behind or below the display. Neverthe-
less, SMART Technologies and Microsoft both produced well-engineered and widely distributed
commercial products based on this design. The SMART Table, and the Microsoft Surface are
shown in Figure 2.2.

Both DI and FTIR use infrared sensitive cameras to detect touches, with a visible light
projector displaying the image. Both camera and projector must be able to reach the whole screen,
so both are mounted some distance beneath the screen, hence the requirement for a large and deep
housing.

More recently, Microsoft also introduced a product, which was originally called Surface
2.0. The hardware is manufactured and marketed by Samsung as the SUR40 and includes the
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(a) Smart Table (Source: www.smarttech.com)

(b) MS Surface 1.0

(Source: technet .microsoft.com)

e o L el

(c) MS PixelSense and Samsung SUR40 (Source:

samsung. com)

Figure 2.2: Commercial touch solutions.
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Microsoft technology called PixelSense. The hardware is a 40-inch diagonal liquid crystal display,
backed by a large grid of simple sensors that allow the detection of touches and objects on or
slightly over the surface of the display. This approach is still essentially optical, but the sensors can
be embedded in a layer behind the display screen, eliminating the need for the depth requirement
associated with DI or FTIR approaches. This allows the SUR40 to be used as a conventional
table, with empty space beneath, or it can be a wall-mounted display.

Another approach to achieving a thin display is to mount infrared lights and detectors along
the same plane as the surface, around the edge of the unit, and just slightly above the display itself.
This technology is typically embedded in a frame. A number of proprietary multi-touch systems
have reached the market using this technique, with SMART Technologies and PQ_Labs offering
their own touch-detecting frames, and also licensing the technology for use in other products.
These approaches result in a thin frame that can be used with a conventional flat display. The frame
sizes are scalable, ranging from desktop screens to wall displays. However, there are limitations
on the number of independent touch events that can be resolved.

'The key enabling technology for large surfaces is multi-touch recognition without incon-
venient side-effects or unacceptably high cost. The technologies we have reviewed above are the
those that have successfully been deployed in widespread commercial products. However, active
research in this area is ongoing, and new approaches and prototypes are still appearing. Moreover,
there are many commercial products available that we have not described because they are oftered
on a smaller scale or custom-built, typically either for research or for use in high-impact trade
displays.

2.1.2 SMALL SURFACES: ELECTRONIC TOUCH RECOGNITION

Multi-touch surfaces also use a variety of non-optical technologies to capture user input. Two
technologies are common: capacitive and resistive screens. Capacitive screens use the conductive
properties of human fingers or specially designed styluses to resolve points of contact. The resolu-
tion is moderately precise and the very light pressure required for activation creates an impression
of responsiveness. Resistive screens are reported to be slightly less responsive, but they can be
activated by any object and they have the advantage of greater accuracy, especially when a stylus is
used. Unfortunately both capacitive and resistive screen sizes are difficult to manufacture at larger
than handheld screen dimensions. However, at those smaller sizes, they allow robust and rela-
tively inexpensive products. This is the approach typically used on devices such as smartphones
(e.g., iPhone, Android phones) or tablets (e.g., iPad, Android tablets).

Another important technology that enables surface computing involves electronic ‘pens.’
Probably the most widely explored technology is that of the Swedish company Anoto. Anoto
technology involves special pens that work together with special, almost imperceptible dot pat-
terns that are printed on a paper surface. Anoto pens include a small camera near the tip, and the
position of the pen can be determined by analysis of the pattern seen by the camera. The unique-

ness of the dot patterns can be maintained over large wall-sized areas (Figure 4.11 in section 4.4.5),
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enabling an excellent combination of precision and range. The exact coordinates are transmitted
via Bluetooth to the computer projecting the updated display. The precision is fine enough to
enable handwriting recognition and the conversion of rough drawings to formal diagrams. The
large surface area supported by Anoto makes it ideal for collaboration [78]. Multiple pens can
be distinguished, and the fact that each pen is distinct also allows for personalized interfaces and
menus based on the pen’s (and by extension the pen holder’s) identity.

2.1.3 INTERACTION BEYOND THE SURFACE

While we regard the detection of multiple touches to be the key enabler of surface computing,
some technologies also allow capabilities beyond the surface. For tables this means above the
table, and for wall displays it means in the space directly in front. There are several approaches
that are currently available.

Fiducial markers:  As we discussed above, several technologies for touch detection involve com-
puter vision, where touches are seen directly by cameras or visual sensors. The principal use is
detection of fingertips on the exterior of the display surface. However, some technologies can be
used to visually detect other artifacts positioned on the surface exterior.

'The most common approach is to identify artifacts by visual markings known as fiducials
positioned on the bottom of the artifacts where they are in contact with the surface (Figure 2.3).
'The fiducials can then be identified by the visual system, and their identity can be determined by
the computer.

(a) Fiducial (b) Reactable

Figure 2.3: Tangible User Interfaces. Sources: reactivision.sourceforge.net, Wikimedia Commons

'This approach is possible with surfaces using DI or hybrid FTIR/DI designs, because the
infrared camera can see through the transparent surface, without interaction from the visible light
from the projected image. The approach is also possible using MS PixelSense on the Samsung
SURA40, because the light sensors can also detect visual patterns on the exterior of the screen.
The interaction paradigm that is facilitated by this technology allows users to manipulate 3D

Iwww . al litebooks.cond
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artifacts on the surface, where the identity and the position of each artifact can be determined by
the computer. This allows the users to work with physical tokens that represent objects, actions,
filters, and so on. The paradigm resembles that of tangible user interfaces (TUIs), where the
interaction is directly mediated by manipulated artifacts. For more on TUISs, see the survey by
Shaer and Hornecker [180].

TUIs make it possible for users to interact with a system by manipulating objects in the
real world. This can be seen, as Hornecker says [85], as simply “giving physical form to digital
information”, or it can be seen as something much more. Hornecker’s awareness of additional
dimensions of TUISs in collaborative settings helps explain the interaction more completely. She
finds that in the literature for tangible interaction “we can distinguish a data-centered view, pur-
sued in Computer Science and HCI; an expressive-movement-centered view from Industrial and
Product Design; and a space-centered view influenced from Arts and Architecture” [84]. This
perspective offers an important framework for considering the representational and social effects
of this interaction type.

'The capabilities of fiducial markers on a surface are somewhat more limited because they
only convey identity and position, but the overall approach appears to allow interfaces to be created
at a lower cost and with greater flexibility than with fully-fledged TUIs. The research work on
TUlIs, together with growing availability of surfaces with fiducial capabilities, appears to offer
opportunities for more widespread exploration. The recent work by Spindler et al. [187] outlines
the potential of this approach; we discuss this more below.

Augmented reality:  'While fiducial markers principally enable input using artifacts beyond the
surface, another technology allows output beyond the surface, allowing a kind of didirectionally.

Augmented reality (AR) is a type of interface that combines digital objects and information
with reality. In particular, one approach to AR involves external cameras and computer vision to
detect markers in a real-world view, and general computer imagery aligned with those markers to
create an augmented view of the world. The view is updated in real time, allowing the generated
imagery to move, for example, to reflect changing position or perspective. To view the augmented
display, users can wear transparent head-mounted displays coupled with cameras, where the dis-
play shows the real world-view with the augmented imagery overlaid. Alternatively, users can
look at/through external monitors or mobile displays that show the augmented view from the
position of fixed or mobile cameras.

There are various ways in which AR can work with surfaces. For example, the markers can
be physical objects with fiducial markers on both sides, one for the surface computer, and one
for the AR display. Alternatively, fiducial markers can be displayed on the surface itself, and the
AR display can then represent the markers with generated imagery. In either case, 3D virtual
objects are shown with the perspective changing as the user moves the surface around in space
(Figure 2.4(b)).

To consider what such AR systems are like, imagine moving around a room using a tablet
computer as a smart lens into a landscape, seeing—and perhaps filtering or selecting—details that
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Figure2.4: ARTag “Magic Lens” Augmented surfaces. Virtual objects, games, and animations appear
to enter the real world when seen through a variety of displays. Source: www.artag.net

are hidden to the naked eye. Part of the appeal of prototypes built with this technology is in their
novelty, but we do see the potential for practical uses in analysis and visualization similar to the
Magic Lens idea (Figure 2.20). For example, three-dimensional representations of dense informa-
tion could be easily viewed from any angle or depth, and with the user physically moving around
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the visualization, their spatial relationship to the data could enhance their understanding of it.
For a less abstract example, a city map could be represented in 3D and overlaid with municipal
services information. Numerous other examples can be found in the work of Billinghurst [39].

Movement beyond the surface:  Our scope is surface computing, and we emphasize the nature
of interaction with the surface. In our discussions of fiducial markers and augmented reality, we
still concentrate on their detection and display on the exterior of the surface. However, it is also
possible to allow interaction well beyond the surface itself.

Several technologies have been widely used for interacting with surfaces from across room-
size distances. Their principle deployment is for console games, and the devices used are the Sony
Eyetoy, the Nintendo Wiimote, and the Microsoft Kinect.

'The Sony EyeToy works with the Sony Playstation 2, and its successor, the Playstation Eye,
works with the Playstation 3. The Playstation Eye is a simple video camera pointed at the user
in the space in front of the display. The main approach used is computer vision, which is used
to detect shape and movement based on a simple model of a human silhouette. The location and
speed of the movement is used as input to the game.

'The Nintendo Wiimote is used with the Nintendo Wii. The user holds the Wiimote in
their hand, moving it and sometimes pointing it at the screen. There are two methods of input:
one is accomplished by reading the accelerometer data from the device, and the other is based
on computer vision from an infrared camera at the front of the device, which is used to detect
the location of the screen, or rather the infrared lights on a sensor bar located near the display.
These allow the device to be used to gesture toward imagery on the display, giving the illusion of
interaction with the display by pointing.

'The Microsoft Kinect is used with the Microsoft XBox 360. The Microsoft Kinect is posi-
tioned near the display, and includes both an infrared projector and infrared camera. The projector
emits a continuous stream of structured infrared light over the three dimensional area in front of
the screen. The camera sees the pattern on the infrared light reflected off anything in the room,
and a computer vision system compares captured patterns to infer 3D shapes. The shapes are
principally that of the users, which are interpreted using models of human skeletal articulation.
This allows the detection of gestures and directions indicated by movement of the user’s arms,
head and legs.

New applications written for the Kinect input device are appearing every day. For instance
MIT’s Tangible Media group has produced a prototype called Kinected Conference [54] that
augments video conferencing with each speaker’s identity, the amount of time each person has
spent speaking, the ability for a person to temporarily hide from the camera without leaving their
place, and the ability to interact with augmented reality objects.
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2.2 SYSTEMS FOR COLLABORATIVE ANALYSIS

A number of approaches can be taken when considering the use of surface applications for ana-
lysts. One area is the visualization of large data sets. This general area began with scientific visual-
ization (where visual presentations typically utilize spatial relationships underlying the phenom-
ena of interest) and then progressed to information visualization (where the visual presentation
typically involves more abstract structures) [35]. Both areas use principles of visual perception
to distinguish and relate elements, dimensions, and relationships in the data. Both scientific and
information visualization can assist in a variety of activities, in particular supporting both the
presentation of already understood phenomena, and the identification and understanding of new
phenomena [35]. A more recent approach that has been distinguished is that of visual analytics,
where a range of disciplines, still including those interested in visual perception, but also now
including individuals interested in problem-solving processes, aim to assist in analysis activities
[195, 228]. Although traditionally concerned only with visual displays, those interested in visual
analytics are beginning to see there is greater value in interactive visualizations.

Isenberg et al. [94] have shown that in the domain of collaborative visualization analysis,
research over a 10-year span clearly indicates a growing emphasis on large displays and collabo-
rative work. In particular, the number of papers published on collaborative face-to-face analysis
in three major venues (IEEE Conference on Visualization, IEEE Conference on Information
Visualization, and Visual Analytics Science and Technology) has risen (Figure 2.5).

H Infovis BVis @ VAST
(1) (2 (2)(2)

(1)
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Infovis
Since1990 Since1995 Since 2006

Figure 2.5: Number of research papers on large displays and collaborative systems from 1990-2010.
Papers published in IEEE Vis, InfoVis and VAST have seen tremendous growth in recent years;
shading and numbers above a bar indicate numbers of co-located, as opposed to at-a-distance papers
on collaboration. Source: based on [94]

Large non-interactive displays have frequently been used for collaboration purposes and
we provide an interesting review of targeted uses for large displays in the analysis domain [29].
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2.2.1 LARGE DISPLAYS AND COLLABORATION

Perhaps the most immediate link between display technology and collaboration involves large
screens. Large displays allow several people to see detail and to point at features and discuss
them—even if there is no interaction with any software.

Of course, many large screen systems are not intended for this, and may simply be meant
to facilitate single users. With aftfordable flat-screen displays and multi-display video cards, large
displays for single users are common and growing. For example, the VAST 2009 Traffic Mini
Challenge involved a design challenge to help an analyst find a security threat in the provided
data. One response featured a large tiled display consisting of eight 30 inch LCD panels, like in
Figure 2.6, oriented for use by a single analyst.

Figure 2.6: An eight x 30-inch LCD tiled display shown in the 2009 VAST Traffic Mini Challenge.
Source: [61]

For real collaboration, analysts working together in either co-located or distributed settings
have a need to interact easily with data and with each other—needs that have been identified and
explored by the research community. Collaboration may include the ability to create separate
views, which each analyst can then annotate and comment on, or perhaps separate workspaces
that allow each analyst to view data in their own way. As an example of such a system, Isenberg et
al. describes a ‘Command Post of the Future’ (CPOF), which involves a networked visualization
display where commanders are able to create their own analysis views by dragging and dropping
their analysis into a public view (Figure 2.7) [94].

One simple approach to using large displays for analysis work is to use established visual-
ization systems at a larger scale. For example, Best and colleagues developed MeDEC], a platform
for high-throughput processing, for a government department processing hundreds of millions to
billions of transactions per day [19]. Tools like Clique and Traffic Circles, built on this framework,
provide high and low level near ‘real-time’ visualizations of network flows that have been collected
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Figure 2.7: Private and shared workspaces. Analysts can create their own workspaces (left) while
multiple analysts can share a workspace (right). Source: [94]

by MeDECi. These tools receive streaming data from MeDECi and then provide streaming ana-
lytics. Clique and Traffic Circles are illustrated in Figure 2.8 and analysts viewing Traffic Circles
on a large display are shown in Figure 2.9.

A more elaborate approach is simply to use the same kind of multi-screen high-resolution
display, but support some kind of analysis involving several members of a collaborative team. For
example, this is what is done in a recent system described for x-ray radiography analysis [229]. By
providing the analysts with a very large surface to view, manipulate, annotate, and markup x-ray
images, they are able to view very fine details without losing the big picture. In addition, they
are able to lay related images side by side while retaining the ability to markup and look between
them. In Figure 2.10 an analyst examines the X-ray image of a gas turbine on the HIPerSpace tiled
display. The display is 70 networked 30-inch LCD displays offering approximately 286 mega-pixel
resolution.

Another example of using large displays for group analysis work comes from structural
biology. Bryden et al. developed a system for displaying large protein structures, which enables
biologists to easily point, manipulate, and collaboratively analyze the structures [33]. Typically,
protein structures are quite massive and are hard to analyze, especially when exploring how they fit
with other protein structures. Figure 2.11 shows how current large displays are used by biologists
without refined interaction techniques. In order to overcome pointing issues with the current large
displays, the method of input was abstracted out so that in theory any device which interfaces with
their system could be applied. Bryden et al. acknowledge that touch would be a good solution for
their system, though they used Wiimote and the Xbox dual-stick controllers.

As a final example, Bradel et al. demonstrate that large high-resolution displays can play a
key role in improving co-located collaborative sensemaking, particularly for intelligence purposes
[28]. Sensemaking refers to the act of foraging, filtering and extracting useful information while
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Figure 2.8: Visualizations for analyzing networked streamed data. a) The Clique system learns what
is anomalous in flows of data. It displays compact time lines for machines and ports. Controls allow
analysts to play and replay the data as well as select networks and ports of interest. b) A large Traffic
Circle display captures 125 million flows using a high-performance database to allow for interactivity.
Analysts can get more data on anomalous flows by pointing at a flow. Source: [19]

Figure 2.9: Analyzing networked streamed data using a large display. Analysts explore data flows
using a Traffic Circle visualization on a large display. Source: [19]
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Figure 2.10: HIPerspace tiled display. A very large interactive display used to analyze the digital
X-ray of a small gas turbine. Source: [229]

Figure 2.11: Biologists examine protein structures on a large display. There is room for improvement
in current visualization tools. It is not easy to point when engaging with the system shown above.
Source: [33]
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Figure 2.12: uMeeting: A tabletop display system. The uTable, which is part of the uMeeting system,
is a rear-projected multi-touch display. Source: [124]

generating potential schemas and hypotheses. Intelligence refers to the information, i.e., the raw
data, documents and reports of various incidents around the world, that are used for the purpose
of ensuring the safety of a country’s citizens. In Bradel et al.’s system, analysts are co-located and
leverage large shared tiled screen space in order to accomplish their sensemaking tasks. Figure 2.14
shows both the arrangement of intelligence data and how the pair of analysts sat together when
they worked on their issue.

A common need for most analysis tasks on large displays and multi-surface applications is
the ability to visualize, manipulate, interact, and save the state of the work (or the state of the
analysis) and to keep multiple states active in different forms. This allows analysts the ability to
explore different directions and to reflect on the data while retaining the ability to return to previ-
ous directions. Large displays encourage collaboration, promote hypothesis testing and challenge
each analyst to test their ideas with one another.

2.2.2 LARGE MULTI-TOUCH SURFACES AND COLLABORATION

Despite not yet being commonplace, large multi-touch surfaces have been available for a few years
now, and some collaborative visualization systems have been developed specifically for them.
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Figure 2.13: Teleboard display system. Creative designers collaborate over long distance using a mix-
ture of touch and pen gestures on a projected whiteboard. Source: [74]
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Figure 2.14: Large high resolution tiled display used for intelligence analysis. a) An overview of the
layout of intelligence information on display. b) The look of the display. Source: [28]
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In some cases, large surfaces have been used to enable collaboration generally; an example of
this is uMeeting [124]. uMeeting uses a rear-projected multi-touch display to support co-located
meetings using a software framework that allows shared documents to be accessed and manip-
ulated (Figure 2.12). Large surfaces have also been used to support more specific collaborations,
such as meetings of designers [74]. In each case, the larger surface area allowed for varying degrees
of analysis using visualizations. In the design work example, designers used a vertical projector-
based system called Teleboard (Figure 2.13) to share ideas and notes using touch, a digital pen,
or even personal touch-based devices along with an electronic whiteboard as a means to share,
visualize, or sketch ideas [74].

Displaying interactive visualizations on multi-touch surfaces allows analysts a whole new
level of interaction. Data can be explored in parallel by multiple analysts. Data objects can be
pushed, pulled, sorted, and visually arranged using natural gestures like those that would be used in
exploring real-world objects. The digital form of the objects also enables annotation, highlighting,
filtering, merging, and selecting. Gestures to zoom, pan and manipulate data ease exploration
tasks. Example systems designed using this interaction paradigm began to appear early.

One such system is a touch surface designed to let analysts solve the VAST 2006 challenge
[93]. Analysts work together on a touch enabled tabletop display which allows them to freely
search, organize, and share documents. Through the use of touch-based gestures, documents can
be zoomed and read in document readers, as well as repositioned and stacked on the surface. The
end result is a system which gives analysts the ability to analyze and organize documents in a
co-located setting (see Figure 2.15).

Figure 2.15: Touch-enabled tabletop to solve the 2006 VAST Challenge. Participants in the VAST
challenge work together on a shared tabletop surface. Source: [93]
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Recently, Kelleher and Grinstein partially implemented a multitouch system for exploring
semantic graphs. They propose that small and large multi-touch displays are ideal for examining
and navigating semantic graphs [105]. The graphs include a root node for the visualization, a
scaling factor, and a panning vector. They suggest that the use of pinch for zoom and drag for
panning makes exploration of this kind of data visualization very natural and should be further
explored in future work on large touch displays.

Tobiasz and colleagues presented a system called Lark that supports co-located collabora-
tive analysis on a shared multi-touch tabletop display [197]. The software presents visualizations
of database information. The analysis process begins with a Raw Data Abstraction step, then an
Analytical Abstraction step (pre-processing of the data such as scaling or filtering), then a Spatial
Layout step (charting or graphing), and then finally a Presentation Level step (coloring aspects of
charts and graphs). The system also leaves a trace of the analyst’s steps, exposing different branches
that have been explored. It supports parallel and joint work (See Figure 2.16) [197].

WebSurface, developed by Tuddenham et al., is a tabletop system designed to allow col-
laborative information gathering though web browsing [202]. The tabletop is designed so that
two collaborators can work on the surface at the same time while easily managing their own data
and passing data back and forth. Six front-mounted XGA projectors in a tiled display gives high
resolution in order to ensure that text is readable at most sizes. The system supports the resizing,
collecting and sharing of data. Figure 2.17 shows users collaboratively moving and interacting
with documents on the display surface.

All these systems, while based on surface computing, principally leverage having a large
interactive display. Other projects focus on other aspects of surface computing. For example, some
systems look at the implications of using pens to interact.

One approach suggested is to use sketching as an interaction technique; this has been shown
in a visualization system called SketchVis by Browne et al. [32] (See Figure 2.18 for an example
sketch). The idea is to give analysts a way to both interact with and visualize real data using pen
sketching techniques on a white board system. The system uses a digital pen as a method of input
for drawing sketches and for all interactions with the system, such as drawing charts and graphs,
labeling, and erasing. The benefit of this system is that it retains the simple stroke gesture that
normally occurs when sketching, and thus supports the analysts’ ability to quickly sketch out ideas
and erase. Although the system does not use touch to interact with the visualizations, Browne
et al. note that when it comes to resizing or manipulating charts and graphs and for erasure of
sketches, a combination of touch and pen-based gestures is probably ideal. Despite the fact that
the system is still in its early stages, the sketch-based interactions let analysts quickly explore data
by using circling and strike-through pen gestures to modify the data that the charts show.

Another approach has been to explore the potential for interaction beyond the surface,
where body gesture-based interfaces have been shown to be better for examining large volumetric
data as compared with a traditional mouse.
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Figure 2.16: Multi-touch surfaces for analysis work. a) Student analysts jointly exploring information
in a database by interacting with visualizations using touch gestures conveyed through a multi-touch
table. b) An image of the tabletop display showing various visualizations and various paths in the
analysis. Source: [197]
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Figure 2.17: Websurface tabletop display. Users move and mark documents using styluses on the
6-projector high-resolution display. Source: [202]

Kirmizibayrak et al. studied the use of a ‘magic lens,” which is a virtual circular area that is
moved around in order to reveal underlying details, and the use of the Microsoft Kinect as a body
gesture-based method of input to move the lens around [108]. In their study they found that
although the mouse was more accurate for some tasks, such as specifying targets, the gesture-
based interface was equal or better in terms of time to complete the tasks. They also found that
the gesture-based interfaces were favored by users over mouse-based interfaces, and that in the
context of medical practitioners examining large sets of volumetric data, gesture-based interfaces
are beneficial when interacting with visualizations. The Kinect-based capture of gestures and the
Magic Lens approach is shown in Figure 2.20.
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Figure 2.18: SketchVis: A sketch-based interactive system. By leveraging sketching techniques and

real data, SketchVis allows quick generation and markup of data. Source: [32]
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Figure 2.19: Tangible artifact used above the surface showing one possible interaction technique; still
frame from demonstration video. Source: [188]
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{a) Magic Lens (b} Valume Editing

Figure 2.20: Magical Lens visualization and volume editing. Kinect-based gestures are used to rotate
and move a Magic Lens to analyze medical data. Source: [108]

Spindler et al. also explore an approach to interacting with surfaces using tangible artifacts
beyond the surface [187, 189]. In particular, they suggest some principles and how to apply them
when designing the interaction with tangible artifacts. One example, taken from an online video
demonstration, is shown in Figure 2.19 [188].

As a final example, we highlight the ideas of Dork, Carpendale and Williamson and their
tool called EdgeMaps analysis process [56]. The focus of their work was on the techniques for
interaction, including arranging displays, panning, zooming, filtering, coloring, deleting, brush-
ing, and linking. EdgeMaps depicts explicit and implicit relations within complex information
spaces as shown in Figure 2.21. In this figure, the influence of the Beatles, and on the Beatles, is
depicted in a similarity map of musicians using the multi-dimensional scaling technique to depict
implicit relationships. Analysts can interact with the visualizations on large touch displays. They
can zoom, expand, and look in detail. The main observation of the authors is that careful design of
this interactivity encourages the user to become what they call an “information flaneur” (Flaneur
was a term used by Baudelaire for someone who wanders the city in reflective exploration). The
suggestion by Dork, Carpendale and Williamson is that surface affordances can encourage the
same kind of behavior, leading the user to develop a deep understanding of the domain repre-
sented by the system. This extends the work of Shneiderman, who decades earlier articulated the
concept of direct manipulation, and presents possibilities addressed more fully in a paper by Lee

etal. [119].
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Figure 2.21: Edgemap visualizations for analysis work. The influence of the Beatles and on the Bea-
tles depicted in a similarity map of musicians using the multidimensional scaling technique to depict
implicit relationships. Source: [57]

2.2.3 MIXED-DISPLAY ENVIRONMENTS

A trend that has become important that relates to surface computing is the use of multiple devices
in environments where different kinds of displays are used together, especially small mobile dis-
plays. We feel this approach is important for a pragmatic reason: many more display types are now
affordable, and mobile devices have become ubiquitous. Moreover, this allows new opportunities:
the ability for the displays to be oriented differently, and for mobile devices to be manipulated by
individuals working as part of a group.

For example, Wigdor and colleagues designed WeSpace, a system of surfaces for co-located
collaborative scientific analysis work [222]. Analysts bring laptops and link to a server. Images
and movies on laptops can be shared on a large display, and manipulated indirectly through a
tabletop that recognizes suitable touch gestures as shown in Figure 2.22. The system relies on
screen sharing. It allows analysts to insert virtual pins on images and then link them together.
This system of laptops, a wall display and a tabletop display, facilitates discussion and helps the
team build associations between different parts of disparate data sets by pinning and linking items

together as they talk.
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Figure 2.22: WeSpace: A mixed-display environment for analysis work. An astrophysicists’ meeting
enabled by WeSpace. Source: [222]

Another example of the use of multiple devices along with a large display is Song et al.’s
what-you-see-is-what-you-feel (WYSIWYF) system [186]. Small touch devices, such as the iPod
Touch, are used in combination with a large display and various gestures to give the analyst a tool
for interacting with visualizations of large sets of data. In their studies, Song et al. show that
this method is very useful for analyzing 3D volumetric data along with annotating 3D slices. This
combination of small devices with large devices gives analysts the freedom to view and manipulate
large data locally while still retaining the visualization on the large display (Figure 2.23). The large
display can also be manipulated with touch to allow rotation and translation of data. The system
operates through the use of touch and tilt events sent by the iPhone SDK to a server PC which
then uses those events to control, manipulate, or annotate the visualization.

A final example of a system that explores large data sets using multiple devices is the Slice
WIM system, which enables analysts to explore complex 3D models using a touch table, along
with a virtual reality environment [46]. The virtual environment is made possible through the use
of a stereoscopic display wall, and slices of a 3D model projected onto a touch surface for analysis.
Moving the 2D slice moves the corresponding 3D model and includes operations like rotation
and translation using multi-touch gestures. Figure 2.24 shows a user examining a smaller virtual
3D model of blood flow in the SliceWIM interface. The head is tracked in order to maintain the
stereoscopic view.
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Figure 2.23: WYSIWYF interactive display. The combination of personal touch-enabled hand held
devices such as the iPod touch allows analysts to interact with information on a larger display. Source:

[186]

Figure 2.24: Slice World in Miniature (SliceWIM) VR interface. A user examines a high resolution
simulation of blood flow in the VR environment. Source: [46]
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2.3 ISSUES ARISING

We have outlined the main technologies of surface computing, and a set of systems relevant to
collaborative data analysis.

The technology is still being explored and new approaches are being studied. However,
there are now widely available devices. Small surfaces on smartphones and tablets have become
ubiquitous, and support multi-finger interaction and gesture interaction using electronic touch-
detection. Large surfaces, such as the Microsoft Surface and the SMART Table, also support
multi-finger and gesture interaction, and sometimes fiducial marker recognition. They are not yet
as widely distributed, but show great promise.

Systems designed for collaborative analysis typically leverage a large screen, and increas-
ingly offer explicit support for collaborators. While such work began with conventional displays,
the approach increasingly uses large surfaces to allow both viewing and interaction. As well as
these basics, it appears that the interaction methods themselves, pointing and gesturing, offer
advantages in this kind of environment. They signal to collaborators, as well as to the system, the
intent of the interaction. Moreover, this mode of interaction may offer affordances that encourage
exploration and reflection.

When considering such approaches, there are a variety of practical considerations to keep in
mind. One is simply the cost and practicality of setting up multiple displays, such as the case with
high resolution tiled displays, although these too are becoming more affordable. Another issue is
that rooms should be large enough to accommodate the large displays, as well as to accommodate
the users.

'The lighting conditions for each style of display must be carefully considered when design-
ing a shared space, as well as the mode of interaction. For example, as a gesture-based input, the
Microsoft Kinect uses structured infrared light, which is significantly hampered by light from the
sun and therefore should not be near windows. Similarly, projection-based displays must not have
light interference which will mask or dilute the light coming from the projected surface. With re-
spect to tiled displays, a very useful paper by Navratil et al. outlines the significant requirements,
including power specifications, rendering platforms, cost, performance, and recommendations
[144].

In terms of software, very large displays often require multiple CPUs for rendering and
computation, which in turn can cause applications to become coupled with their display mecha-
nisms. Therefore, designers must be aware that in order to get the best performance out of their
displays, such as when large visualizations of data are used, custom software, which takes full ad-
vantage of CPU and GPU resources, must be considered. In some cases performance boundaries
may limit the visualization size and resolution that can be displayed.

Finally, there is a great need to develop task-specific software to realize the benefits of
surface technologies. Such work is in its infancy, although there are a number of compelling
examples, many of which have been reviewed in this chapter.
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CHAPTER 3

Interacting with Surface

Technologies

Buxton has emphasized that, at a minimum, the primary task of collaboration should not be im-
peded by technologies designed to support them [106]. Ideally, collaborative technologies should
enable workflow.

Scott [179] was also concerned about workflow when she created the following guidelines
for designing collaborative systems for tabletops. Her guidelines assert that technology should:

* support interpersonal interaction

* support fluid transitions between activities

* support transitions between personal and group work

* support transitions between tabletop collaboration and external work
* support the use of physical objects

* provide shared access to physical and digital objects

* consider the appropriate arrangements of users

* support simultaneous user actions

Workflow can be achieved through well-designed applications that support collaborative
tasks, but workflow is also impacted by the minutiae of interactions with surfaces because these can
distract from the primary purpose of collaboration. Therefore designing for collaborative tasks de-
mands a lot of attention to the mechanisms of interaction because these have an enormous impact
on flow. A vast amount of research has been directed toward enabling workflow by developing,
testing and comparing interactive techniques. These are the primary challenges within the field
at the moment because a gap remains between existing and ideal mechanisms for interaction.

Enabling workflow was the strongest argument made in Lee et al.’s recent paper on the
importance of providing interactivity when working with visualizations [ 120]. Lee et al. claim that
the information visualization community has made limited use of novel input devices and the field
of human-computer interaction to advance the work of analysts. They argue that visualizations
are an aid to making sense of data and to thinking, that interactions allow us to arrive at the
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right visualization that enables exploration and refinement of views and understanding, and that
interaction is essential to enabling analytic discourse through which knowledge is constructed.
Linking this to the topic of interaction design, the question then becomes, which interaction
model is most effective? The authors draw us toward considering models that impose the least
cognitive load on analysts, allowing more focus on analysis tasks and less on interface elements.
Moving away from the direct manipulation paradigm, which encompasses models like
WIMP (windows, icons, mouse and pointer), instrumental interaction, and proxemic interac-
tion, Lee et al. point to other broad paradigms as potentially more beneficial to analysts using
visualizations including reality-based interfaces, surrogate interaction techniques and NUIs (nat-
ural user interfaces), all of which have been carefully defined in their article [120]. We pursue the
latter model of interaction in this book, while also drawing on some good ideas from the direct
manipulation paradigm. The NUI model of interface design for surfaces is described by Wigdor
and Wixon and made possible by pen, touch, gesture, speech and sketching input mechanisms
[223]. For very good descriptions of the other interface models, refer to Lee’s paper [120].
Collaborative analysis work is not just about exploring or sharing visualizations, but can
involve using raw data and many other types of information such as text, statistics, video, pho-
tos and maps. We feel that an exploration of the NUI model, that aims for an interface that is
effectively invisible to its users and is based on nature or natural elements would help. It could di-
rect design efforts toward creating interfaces for surface technologies that would allow analysts to
manipulate digital artifacts on surfaces as they would manipulate tangible objects, i.e., in natural
ways. We feel this would support collaborative analysis work across a broad spectrum of tasks.
This chapter looks closely at advances in some of the interaction mechanisms that tend to
emphasize a more natural form of interaction and allow analysts to focus on the task at hand
rather than on manipulating icons, menus, or instruments that are essential elements of other
interaction models. In the language of Lee et al. [120], NUIs provide more ‘degrees of freedom’
so that there is a greater link between analyst intent and execution (i.e., exploration of data) which
in turn enables workflow.
This section describes how the state of the art in interaction techniques for surface tech-
nologies is advancing.

3.1 POINTINGAND SELECTING

Indexical communication involves pointing, which is ubiquitous in collaborative work. Sometimes
pointing is used to draw the attention of others; however, sometimes pointing is a means of
interacting with the system. When pointing on regular displays (with your cursor or finger), no
interactive event is triggered. However, when using a touch display, an innocent indexical event
can cause unintended system responses (e.g., pointing could be misinterpreted as a click by the
system if the user touches the surface). In this subsection, we discuss this and other issues that
relate to pointing and how pointing can be supported.
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When interacting with large displays the question of reach often arises. Due to the physi-
cally large nature of the display, artifacts may be out of reach. Sometimes in a collaborative sce-
nario, this problem might be solved by increased interaction between the collaborators (i.e., asking
for something to be passed to you), which could lead to better shared awareness and better en-
gagement, but sometimes this solution falls short or is simply not feasible. For example, imagine
a 10-foot high, wall-sized display where no one can reach an artifact near the top of the screen.
The ability to pan the screen could be useful for accessing out-of-reach artifacts, but this would
disrupt other users working on different areas of the display. The solution to this problem is the
subject of ongoing research that focuses on methods to extend a user’s reach beyond their physical
limits. We present a variety of solutions.

Shoemaker et al. used the embodiment of the user in the form of a translucent virtual
shadow that is cast upon the surface using a virtual light source. This shadow follows the user’s
movements. The angle of the shadow can be adjusted to allow the user to interact with the interface
using their shadow, without every having to actually touch the screen [183].

Banerjee introduces Pointable; users make in-air bi-manual gestures while wearing fiducial
gloves. In this system the dominant hand controls the selection and movement of a remote object,
while the other hand can execute tasks, such as rotating the object [12].

Marquardt et al. unified the space between surface gestures and mid-air gestures (also em-
ploying fiducial gloves), so that they can easily transition between direct-touch actions on displays
and in-air movements. As part of this work, they introduced raycasting gestures, a technique that
seamlessly integrates pointing above the table and direct-touch manipulation of a selected object.
Used in the opposite sense, objects can be moved out of reach [130].

McAdam and Brewster designed an experiment to gauge the usability of interacting with a
remote tabletop surface using a mobile phone [134]. They designed a system to test how well users
could select and manipulate a dial and set it to a specified position. In one of three conditions the
mobile phone duplicated the interface on the tabletop, and allowed the users to manipulate the
tabletop interface indirectly using their phone. Their results were promising and they concluded
that the phone as an input device for pointing and selecting had the best accuracy of all the
techniques they studied.

A problem with pointing is that it is difficult to be precise. This problem regularly arises with
applications designed for multi-touch surfaces. For high-resolution visualizations and analysis
work, one could imagine that fingers could lack the necessary precision required for exploring
data. In fact, they could hinder analysis work by obscuring information. Addressing the problem
of ‘fat fingers,’ the disparity between object images on high resolution displays, and using fingers
as a pointing device for selecting parts of an image, Voida and colleagues developed i-Loupe and
iPodLoupe, which are lenses used on tabletop displays. These lenses (a rectangular green lens is
shown in Figure 3.1) create a focus area where a magnified image of an object appears on a person’s
smartphone display, making it possible to select parts of it [211]. An alternative solution to the
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Figure 3.1: Selecting high resolution items with a low resolution pointing device. A solution to the
‘fat fingers’ problem encountered when using tabletop displays. A smartphone displays an enlarged
image of a part of the tabletop display. The user selects a part of the image by touching the smartphone
display. Source: [211]

precision problem for multi-touch systems would be a surface system that could also process input
from multiple styluses.

Sometimes what the user wants to indicate is an area or a collection. This type of selecting
is typically a prerequisite to another action, such as a move.

Bier et al. introduced the idea of using Toolglasses and Magic Lenses [22] for surface
applications. These are transparent widgets that are dragged around the surface to reveal more
detail about the objects underneath. This idea has been used to solve a variety of interaction issues
including selection [5, 45, 171, 172].

In a similar vein, Appert introduced three techniques for focus + context lenses that com-
bined the ability to zoom and precisely select small targets in the focus area [5]; and Kaser created
FingerGlass [104], a bi-manual lens that allows precise selection within a zoomed area while
maintaining the context of the focus area. Figure 3.2 illustrates how one hand activates the lens
and maintains context while the other hand is free to interact with the area of interest.

Other solutions to selecting on a direct-touch device involve reducing problems of occlu-
sion. Sometimes the objects users are trying to interact with are small and may be hidden com-
pletely or in part by fingers or hands which are in contact with the screen. If a single touch could
trigger an enlarged view of the small items in a specialized area, then users could interact with
those items there.
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Figure 3.2: FingerGlass: A widget for interacting with large displays. The FingerGlass widget helps
users see more detail and helps with precise selection. Source: [104]

3.2 GESTURING

Gestures introduce a novel method of interacting with touch-enabled surfaces. An understanding
of designing gestures well is at the heart of the NUI interaction model and so we spend some time
describing some useful taxonomies and theories that could be used to design gestures.

Wobbrock et al. identified form, nature, binding, and flow as dimensions in their taxonomy
of surface gestures shown in Figure 3.3 [226].

'The form of a gesture describes its shape at any point in time, and its path. If the shape of
a gesture remains the same throughout movement over the display then it is static. If the shape
changes then it is dynamic. The gesture is considered to have a path if there is movement other
than simply changing the shape. For example, the dragging gesture shape is simply a finger blob;
the gesture has a path because you move your hand across the screen, but while this happens the
shape remains the same, it is always a finger blob. The pinching gesture’s shape is dynamic because
the two finger blobs are increasingly closer together, but the pinching gesture has no path because
your hand does not move as you pinch.

'The nature of a gesture is captured by four subcategories: symbolic, physical, metaphorical
and abstract.

* Symbolic gestures are representations of thi