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Preface

This volume contains the papers of the 20th Workshop on Logic, Language,
Information and Computation (WoLLIC 2013), which was held during August
20-23, 2013, at Fachbereich Mathematik, Technische Universitat Darmstadt,
Germany.

The WoLLIC series of workshops series started in 1994 with the aim of fos-
tering interdisciplinary research in pure and applied logic. The idea is to have a
forum which is large enough for dialogues between logic and the sciences relating
to information and computation, and yet small enough for effective interactions
among participants.

WOoLLIC 2013 received 30 submissions, from which 17 were accepted for pre-
sentation at the workshop and for inclusion in the proceedings. Each submitted
paper was reviewed by at least three members of the Program Committee, who
were assisted by 33 external reviewers. We would like to thank the members of
the Program Committee and the external reviewers for their review work, as
well as Andrei Voronkov for his EasyChair system that made the review process
and the preparation of this volume easy and smooth.

In addition to the contributed papers, the WoLLIC program contained in-
vited lectures by Natasha Alechina (University of Nottingham), Steve Awodey
(Carnegie Mellon University), Mikolaj Bojanczyk (Warsaw University), Wim
Martens (Universitat Bayreuth), Catuscia Palamidessi (INRIA Saclay and LIX),
and Thomas Schwentick (TU Dortmund).

We would like to thank the entire local Organizing Committee (Martin Otto,
Thomas Streicher, and Martin Ziegler from TU Darmstadt and Anjolina G.
de Oliveira from Universidade Federal de Pernambuco) for making WoLLIC
2013 a success. Last, but not least, we acknowledge the financial support of
Technische Universitdat Darmstadt (Fachbereich Mathematik), and the Deutsche
Vereinigung fiir Mathematische Logik und fiir Grundlagenforschung der Exak-
ten Wissenschaften (DVMLG), as well as the scientific sponsorship of the follow-
ing organizations: Technische Universitdt Darmstadt (Fachbereich Mathematik),
Universidade Federal de Pernambuco, Brazil, Interest Group in Pure and Ap-
plied Logics (IGPL), Association for Logic, Language and Information (FoLLI),
Association for Symbolic Logic (ASL), European Association for Theoretical
Computer Science (EATCS), European Association for Computer Science Logic
(EACSL), Sociedade Brasileira de Computagao (SBC), and Sociedade Brasileira
de Légica (SBL).

May 2013 Leonid Libkin
Ulrich Kohlenbach
Ruy de Queiroz
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Logic and Agent Programming Languages

Natasha Alechina

School of Computer Science
University of Nottingham
nza@Qcs.nott.ac.uk

Abstract. Agent programming languages based on the Belief, Desire
and Intentions (BDI) framework present some interesting challenges for
logicians. While BDI logics have been studied extensively, problems re-
lated to belief update and analysis of plans in BDI agent programming
languages have received less attention.

1 Introduction

This paper describes work in progress and proposes some possible research ques-
tions. It first introduces main ideas of agent programming languages and then
describes some interesting open problems in agent programming language de-
sign that relate to logic, database theory and reasoning about actions. The pa-
per is targeted mainly at logicians and not at agent programming languages
researchers, and presents agent programming languages in a somewhat simpli-
fied way, abstracting away from many subtle differences between them. The aim
of the paper is to encourage more logicians to investigate open problems in this
area. Most of the questions discussed in this paper arose in discussions with
agent programming languages researchers: Brian Logan, Koen Hindriks, Mehdi
Dastani and Rafael Bordini.

2 Agent Programming Languages

There are many definitions of ‘agent’ in the literature [1]. Key ideas include:

autonomy: an agent operates without the direct intervention of humans or
other agents

situatedness: an agent interacts with its environment (which may contain
other agents)

reactivity: an agent responds in a timely fashion to changes in its environment

proactivity: an agent exhibits goal-directed behaviour

Arguably the dominant agent programming paradigm is the Belief, Desire and
Intentions (BDI) model [2]. The BDI model is based on the work of Michael
Bratman [3], and views an agent as a computational system whose behaviour can
be usefully characterised in terms of propositional attitudes such as beliefs and
goals, and which is programmed in an agent programming language that makes

L. Libkin, U. Kohlenbach, and R. de Queiroz (Eds.): WoLLIC 2013, LNCS 8071, pp. 1-[[0] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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2 N. Alechina

explicit use of propositional attitudes. BDI agent programming languages are
designed to facilitate the implementation of BDI agents. A BDI agent program-
ming language has programming constructs corresponding to beliefs, desires and
intentions. An agent architecture or interpreter enforces relationships between
the agent’s beliefs, desires and intentions, and causes the agent to choose actions
to achieve its goals based on its beliefs. One of the first BDI agent programming
languages was the Procedural Reasoning System (PRS) [4]. Example applica-
tions of PRS include space shuttle fault diagnosis, controlling a mobile robot,
air traffic control, business process control etc. PRS was very influential, with
many derivatives (e.g., PRS-CL, PRS-Lite, dMARS), and modern BDI agent
programming languages such as AgentSpeak(L) [5], CAN [6], SPARK [7], Jason
[8], 2APL [9], and Goal |10] are based on similar ideas.

The basic idea of a BDI agent programming language is that the agent’s state
contains beliefs (about the agent’s environment), goals (states the agent desires
to bring about), and plans (sequences of actions the agent intends to carry out).
Beliefs are typically represented as facts and Horn clause rules. For example, an
agent may have the following beliefs about the world:

Location(home)

Seaside(x) < NextTo(sea, )

Goals or desires are usually conjunctions of literals describing desired states of
affairs the agent would like to achieve. For example:

Location(z) A Seaside(x)

is a goal to be at the seaside (z implicitly existentially quantified; any seaside
would do).

Finally, agents have a set of plans (intentions) they have adopted and are
in the process of executing. In most BDI languages plans look like imperative
programs (sequential composition, if tests and while loops) which may contain
variables in actions and tests. For example:

if (Location(z) A Seaside(y) A CheapFlight(x,y)) buyTicket(z,y); go(x,y)
This means: find some substitution for x and y which satisfies
Location(x) A Seaside(y) A CheapFlight(z,y)
and then execute a sequence of actions
buyTicket(x,y); go(x,y)

for those values of x and y. The sets of beliefs, goals and plans are referred to
as the agent’s belief base, goal base and plan base.
The agent operates in a cycle:

belief update. The agent checks what is happening in the environment and
updates its belief base accordingly.
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intention adoption. The agent decides, using its current beliefs and goals,
which new plans to adopt (if any), and adds them to its plan base.

intention execution. The agent decides which actions (forming part of current
intentions) to execute, and executes them.

3 Briefly: BDI Logics

The development of first agent programming languages was accompanied by
the development of BDI logics, which formalise logical relationships between
beliefs, desires and intentions. See, for example, |11, [12], and subsequent work,
for example, [13, [14].

The logics study questions such as relationships between beliefs and goals,
when a rational agent should adopt and drop intentions, should logical conse-
quences of intentions be intended, etc. These are deep questions, and the rational
properties of the relationship between, for example, beliefs and goals proposed
by different authors are sometimes completely the opposite of each other. For
example, Cohen and Levesque [12] gave a standard possible world semantics for
BEL and GOAL modalities, requiring that goal-accessible (desirable) worlds are
a subset of belief-accessible worlds. This makes sense because of all the worlds
the agent considers possible, only some are desirable, and it does not make sense
to have desirable states which are not considered possible. This property corre-
sponds to the axiom:

BEL ¢ — GOAL ¢

On the other hand, Rao and Georgeff |11] have a more complex semantics where
possible worlds are trees (branching histories) and for each belief-accessible his-
tory, there is a goal-accessible sub-history inside it, intutitively representing those
courses of events which the agent finds desirable. Achievement goals are ex-
pressed by existential temporal formulas (there is a future state satisfying the
goal), which are preserved under extensions. This means that for an existential
temporal formula ¢, the following axiom holds:

GOAL ¢ — BEL ¢

Finally, in modern agent programming languages, achievement goals correspond
to state properties (describing a desirable state). Since it does not make sense
for the agent to intend what it already believes is achieved, the following axiom
holds:

GOAL ¢ — -BEL¢

There are clearly problems associated with defining beliefs and goals as standard
modalities, similar to logical omniscience in standard epistemic logics, and it is
possible to define BDI logics which do not have this problem: see, for example, [15].

There is a lot of interesting work on BDI logics, but this paper focusses on
other aspects of agent programming languages where logical reasoning is in-
volved: the belief update phase and the intention adoption phase of the BDI
agent execution cycle.
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4 Belief Update

In a typical modern BDI agent programming language, the set of beliefs is essen-
tially a deductive database. It consists of ground atoms (facts, EDB) and Horn
clause rules, which define a different set of predicates (IDB). However, there are
extensions of programming languages such as Jason which include ontologies and
other sources of definitions in the belief base |16], and people would really like
agents to be able to do some temporal reasoning [17].

4.1 Standard Belief Update

Let us use the term ‘standard belief update’ to refer to belief update for the
case when the agent’s belief base is a deductive database, and an update is
represented as two sets of ground atoms A" and A~ (an add list and a delete
list). A" are the facts which have become true, and A~ are the facts which have
become false. The idea of course is that ATN A~ = ). Then the result of updating
a belief base S with (A1, A7) is S’ = (SUA™)\ A~. There is nothing else to do
to ensure the belief base is consistent, since the sets of EDB and IDB predicates
are disjoint and hence ‘false’ facts can not be derived from the update.

Usually, at this stage, those elements of the goal base which have become true
(derivable from the belief base) are removed from the goal base. (The reason for
this is that in case of declarative achievement goals, there is no point trying to
achieve them if they are already true.)

4.2 Standard Belief Update in the Presence of Query Caching

The intention adoption and intention execution stages may involve evaluating
queries against the agent’s belief base (and possibly goal base). If the results
of queries are cached (remembered for further use), the belief update problem
becomes less trivial (since it involves updating the cache).

First we discuss the queries which need to be evaluated and why it is a good
idea to cache them.

The intention adoption phase requires checking which plans are applicable
given the agent’s beliefs and possibly given its goals. A typical approach is to
have ‘plan adoption rules’ of the form

gt |

which mean ‘if query ¢ succeeds against the goal base, and, extending the same

substitution, query ¢ succeeds against the belief base, then adopt the plan 7

with the resulting substitution’. Queries are usually built from literals (where —

is interpreted as negation as failure, and any variables in its scope should also

appear in the query in a positive literal) using disjunctions and conjunctions.
For example:

On(z,y) < Block(x) A Block(y) A —(z = y) A Clear(x) A Clear(y) | stack(z,y)
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The intention execution phase may require evaluating belief tests, as in the
previous example

if (Location(x) A Seaside(y) A CheapFlight(x,y)) buyTicket(z,y); go(x,y)

However, studying existing programs in various agent programming languages
suggests that the agents repeatedly evaluate the same queries in the same cycle
and across different cycles [18], so it does make sense to cache complex derived
formulas.

Assume that in addition to the belief base S, we also have a set of cached
query results C. Each element of C' is a pair (¢, ) where ¢ is a query and 0 is
a substitution which currently makes ¢ true. Depending on the agent program-
ming language, a query may return a set of answers (substitutions) or a single
substitution.

In the presence of caching, the belief update problem becomes more involved
than in the standard case, since we need to decide how to update C' given S
and (AT, A7). (The result of updating S with (A%, A7) is defined as before:
S"=(SUAT)\ A™.) In fact we have two problems:

invalidation of cached beliefs. Given a change of belief base from S to S’,
which of the cached beliefs should be removed from C?7

maintaining a complete cache. Given a change of belief base from S to S’,
are there are any new elements which need to be added to C? (In other
words, when does it make sense to re-evaluate a query to get new answers?)
The second problem occurs when we want to cache all answers to a query.

Invalidation of Cached Beliefs. The problem of invalidating cached beliefs
can be solved using well known Al reason maintenance techniques [19]. We can
keep track of which facts in S were used in deriving a particular element of C,
and store them together with the element of C' whose truth depends on them.
In line with AI reason-maintenance terminology, let us call a set of literals used
to derive a certain element (¢, ) of C an environment for (¢,0), and the set of
all environments for (¢,0) a label for (¢,0). There may be several environments
in one label, for example if S contains

P(z) + Q1(x), R(x)

P(z) < Q2(x), R(x)

and Q1(a), Q2(a) and R(a) are all in S, then (P(z),z/a) has a label with two
environments, {Q1(a), R(a)} and {Q2(a), R(a)}. Let us say that an environment
is ‘destroyed’ if one of its elements is no longer in S. For example, if Q;(a) is
no longer in S, then {Q1(a), R(a)} is destroyed. Destroyed environments are
removed from the label. If some element of C' has an empty label, it should be
removed from C, because all old ways of deriving it have disappeared from S.
This works in a straightforward way if ¢ is an atomic query, and it is easy
to see how to generalise this to conjunctions and disjunctions of atomic queries.
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Negations are more of a problem, since we have negation as failure which is not
stored as an explicit element of S. If we cache queries with negations, or if rules
can have negative literals in the body, we need to store negative literals in the
environments. For example, let S be

P(x) + Q1(x), R(
P(z) < Q2(x), R(x)

Ql(a)a QQ (a)a R(a)a R(b)
and let ¢ be R(x) A —~P(x). Given S, we have

(R(z) A—=P(x),z/b) € C

and the only environment in its label is { R(b), =Q1(b), ~Q2(b) }. An environment
containing both positive and negative literals is destroyed by an update (A1, A7)
if either one of its positive literals is in A~, or for some negative literal —L,
L € AT. Clearly, this cache update operation is much less computationally
expensive than a call to the inference engine. Building and maintaining labels
of cache elements in the case of only positive environments not more expensive
that a call to an inference agent to derive them in the first place. In the case of
environments with negative elements, efficient environment computation appears
to be an open problem (it is obviously do-able, but can it be done as efficiently
as computing positive environments?).

x)

Maintaining a Complete Cache. The second problem (maintaining a com-
plete cache) makes sense if we want the cache to always contain all answers to a
query.

The question then is, given a set of cached queries and an update, which new
substitutions should be added? Clearly, this question can be solved in a straight-
forward way by re-deriving all the queries, but we are looking for an efficient way
of at least detecting when a new call to an inference engine is required (and ide-
ally, just reducing this to a pattern matching problem on S, AT and A~). In other
words, we need to maintain a relationship between literals and complex queries
such that if new literals of a certain form are added or removed, then a new substi-
tution should be added to a query. It is likely that to solve this problem efficiently
one would need to be able to compute something like a RETE or TREAT network
120, 21] but not for Horn clause rules but for arbitrary boolean combinations of
literals and with negative literals as possible tokens.

Open problems. Here are some open problems related to cache update:

efficient standard update in the presence of a cache: how to compute
and maintain environments with negative literals, how to efficiently main-
tain a complete cache when the agent’s beliefs correspond to a deductive
database

extensions to the standard case: how to update the cache if an update can
contain disjunctions of literals; for which fragments of description logics and
temporal logic cache update problems can be solved efficiently
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5 Maintaining the Plan Base

In general the agent’s plan base will contain several plans. These plans may be
executed simultaneously, e.g., in a round robin fashion or an arbitrarily inter-
leaved order. For example, the agent may be stacking blocks on several tables at
the same time, using several robotic arms or moving from table to table. In some
cases, making progress on several tasks at the same time is a good idea, while
in other cases plans may interfere in unfortunate ways. The latter problem is
intuitively clear, but how do we define a ‘rational plan base’? There are several
aspects to this notion, some to do with whether it makes sense to have several
plans for the same goal (usually not) and others to do with how much work an
agent can rationally commit to (considered at the end of this section). First, let
us clarify the notion of ‘interfering plans’.

One approach, see for example |22], considers it a bad idea to adopt plans for
conflicting (logically inconsistent) goals, for example a goal to be in Amsterdam
and a goal to be in Paris. A plan which involves achieving one of them will prevent
achievement of another. Whether goals conflict is reasonably straightforward to
check.

Another meaning of interfering plans [23-25] is that executing steps of one plan
is undoing or making impossible executing steps of another plan, even if the goals
of the two plans are consistent. For example, it is consistent to have two goals
Clean(rooml) and Clean(room?2) (where rooml and room2 are different rooms
in different directions from the agent), but most obvious plans for doing this would
involve going to room 1 and going in the opposite direction to room 2.

Consider a blocks world environment [26]. Plans which involve manipulat-
ing blocks on the same table may interfere in both senses. Two goals may be
inconsistent, for example On(a, b) and On(b, a).

An example of a situation where the goals are consistent but the plans may
interfere is as follows. Suppose we have blocks a, b, ¢, d and ¢, and a and e are
red and the rest are green. Suppose the first goal is to have a red block on top
of two green blocks where the bottom block is on the table, and the second goal
is to have a green block on top of a red block which is on the table. Both goals
are achievable separately and even together, for example we can have

On(a,b) AOn(b,c) A OnTable(c)
satisfying the first goal, and
On(d,e) AN OnTable(e)

satisfying the second goal. However suppose the following plans are adopted to
achieve them (for example in the state where the agent believes that all blocks
are on the table and clear):

if (OnTable(x) A Green(z) A Green(y)) stack(y,x);if (Red(z))stack(z,y)
for the first goal and
if (OnTable(x) A Red(x) A Green(y))stack(y, x)
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If both plans generate the same substitution for picking a red block (a) then one
of them will become unexecutable, given the obvious pre- and postconditions of
the stack action (stack(z,y) is executable if 2 and y do not have anything on
top of them, and result in On(z,y) which means that x is on top of y).

Before formulating the problems related to checking for interference of plans,
we need some definitions.

A schedule (of a set of actions) is an assignment of actions to processors (e.g.
robotic arms) together with a linear order of each set of actions assigned to the
same processor. For example, a schedule for two robotic arms could be:

arml : stack(b,c) < stack(a,b)

arm2 : stack(b,a)

where < is the linear order (temporal precedence) relation.

Two actions interfere (or one of them clobbers another) if executing one of
them makes execution of another impossible; in other words, the effect of the
first action makes precondition of the second action false. In the schedule above,
stack(b, a) interferes with stack(a, b) since the precondition of stack(a, b) requires
that a has nothing on top of it, and the effect of stack(b, a) is that it does.

Open problems. There are a number of problems relating to the interference
of plans, including:

plan interference: given a set of plans P and a set of pre- and postconditions
of actions in those plans, do these plans interfere?

interference-free schedule: given a set of plans P and a set of pre- and post-
conditions of actions in those plans, return a schedule (if one exists) of actions
of plans in P where action do not interfere

schedule interference: given a set of plans P, a set of pre- and postconditions
of actions in those plans, and a schedule of actions in the plans, check whether
actions in the schedule interfere

Clearly, these problems relate to planning and scheduling and can be solved using
existing methods; however it would be good to find more efficient solutions which
are tailored to plans in agent programming languages. One approach would be to
investigate special scheduling algorithms which make use of logical checks before
the plans are adopted to make scheduling an easier problem. It may also be possible
to come up with a weaker notion of an acceptable (‘almost free from interference’)
set of plans, for which the scheduling problem can be solved in polynomial time.
There are other aspects to deciding whether a set of plans the agent is commit-
ted to is ‘rational’, apart from interference of plans. For example, the goals the
agent is trying to achieve may have deadlines. Given the time required to execute
its plans, the agent may not be able to achieve all its goals, and will waste time
and energy executing plans which are certain not to achieve their goal in time. Re-
lated problems have been investigated in [27-29]. In [29], we proposed an efficient
scheduling algorithm which did not return the optimal schedule (which is com-
putationally expensive) but a schedule satisfying reasonable ‘rationality criteria’.
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The same algorithm was used in a plan adoption algorithm for an agent which
decides whether to commit to a set of obligations (which also have deadlines) in
[30]. However, in this area much work remains to be done, trying to find a balance
between computationally efficient and ideally rational criteria for plan schedules.
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Natural Models of Homotopy Type Theory
(Abstract)

Steve Awodey

Carnegie Mellon University

Homotopy type theory is an interpretation of constructive Martin-Lof type the-
ory into abstract homotopy theory. It allows type theory to be used as a formal
calculus for reasoning about homotopy theory, as well as more general mathe-
matics such as can be formulated in category theory or set theory, under this
new homotopical interpretation. Because constructive type theory has been im-
plemented in computational proof assistants like C0OQ, it also facilitates the use
of those tools in homotopy theory, category theory, set theory, and other fields of
mathematics. This is the idea behind the new Univalent Foundations Program,
which has recently been the object of quite intense investigation [4].

One thing missing from homotopy type theory, however, has been a notion of
model that is both faithful to the precise formalism of type theory and yet general
and flexible enough to be a practical tool. Past attempts have relied either on
highly structured categories corresponding closely to the syntax of type theory,
such as the categories with families of Dybjer [3], which are, however, somewhat
impractical to work with semantically, or more natural and flexible categorical
models based on homotopical algebra, as is done in [II2], which however must
be equipped with unnatural coherence conditions.

In the present work, I will present a new approach which, hopefully, combines
the best of each of these two strategies. It is based on the observation that a cat-
egory with families is the same thing as a representable natural transformation
in the sense of Grothendieck. Ideas from Voevodsky [5] and Lumsdaine-Warren
are also used.
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Modelling Infinite Structures with Atoms

Mikotaj Bojanczyk*

University of Warsaw

Abstract. The topic is a variant of first-order logic defined in the frame-
work of sets with atoms, which allows formulas to use orbit-finite boolean
operations. The main contribution is a notion of model for this logic,
which admits the compactness theorem.

1 Introduction

This paper studies a variant of first-order logic in sets with atoms (also known as
nominal sets, also known as Fraenkel-Mostowski sets, also known as permutation
models). The logic was introduced in [3], its intention is to describe properties
of objects such as data words, data trees, or data graphs. The focus of [3] was
the study of finite models, i.e. the logic made most sense for finite data words,
finite data trees, and finite data graphs. When studying infinite objects, such
as infinite data words, the approach from [3] runs against difficulties, e.g. the
compactness theorem does not hold. The goal of this paper is a more thorough
model-theoretic study of that logic, with a focus on the problems with infinite
structures. This paper proposes a different semantics of first-order logic than
the one in [3], which admits compactness, and has a sound and complete proof
system.

Apart from the technical results on the logic, this paper discusses how to
model and how not to model objects that talk about infinitely many atoms, while
respecting the finite support constraint in the definition of sets with atoms. The
running example in this paper is infinite data words: how can they be modelled
using sets with atoms, and how logics can be used to express their properties.

2 Sets with Atoms

Sets with atoms were introduced in set theory by Fraenkel in 1922 and rediscov-
ered for the computer science community, by Gabbay and Pitts [5]. Sets with
atoms are now widely studied in the semantics community, under the name of
nominal sets, see the book [9]. This paper is part of a research programme which
studies a notion of finiteness which only makes sense in sets with atoms, called
“orbit-finiteness”. The research programme is to see what happens to discrete
mathematics when sets are replaced by sets with atoms, and finiteness is replaces
by orbit-finiteness. Two examples of this research programme include the study
of finite automata in [2], and the study of programming languages [4].

* Author supported by ERC Starting Grant “Sosna”.

L. Libkin, U. Kohlenbach, and R. de Queiroz (Eds.): WoLLIC 2013, LNCS 8071, pp. 13-E8] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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What are sets with atoms? Sets with atoms are an extended notion of a set —
such sets are allowed to contain “atoms”. The existence of atoms is postulated
as an axiom. The key role in the theory is played by automorphisms of atoms.
For instance, if a, b, ¢, d are atoms, and the atoms have no structure except for
equality, then the sets

{a,{a,b,c},{a,c}} {b,{b,c,d},{b,d}}

are equal up to automorphisms of atoms. If the atoms are real numbers, equipped
with the successor relation x = y + 1 and linear order « < y, then the sets

{-1,0,0.3} {5.2,6.2,6.32}
are equal up to automorphism of the atoms, but the sets
{0,2} {5.3,8.3}

are not.

The formal definition is parametrized by a notion of atoms, which is given
as a relational structure, and induces a notion of automorphism. (One can also
consider atoms with function symbols, but we do not do this here.) A set with
atoms is any set that can contain atoms or other sets with atoms, in a well-
founded Wa. The key notion is the notion of a legal set of atoms, defined
below. Suppose that X is a set with atoms. If 7 is an automorphism of atoms,
then 7 can be applied to X, by renaming all atoms that appear in X, and appear
in elements of X, and so on. We say that a set S of atoms is a support of the
set X if X is invariant under every automorphism of atoms which is the identity
on S. (For instance, the set of all atoms is supported by the empty set, because
every automorphism maps the set to itself.) A set with atoms is called legal if it
has some finite support, each of its elements has some finite support, and so on
recursively.

Orbit-finiteness. Sets with atoms are a good abstraction for some infinite systems
because they have a more relaxed notion of finiteness, which requires finitely
many elements, but only up to automorphisms of atoms. More precisely, we say
that a set with atoms X is orbit-finite if it is included in a union of finitely many
single-orbit sets. A single orbit set is obtained from an element z (which may
itself be a set) by applying all possible atom automorphisms.

Consider for example sets with atoms where the atoms have no structure, and
therefore automorphisms are arbitrary permutations. The set of atoms itself is
orbit-finite, actually has only one orbit, because every atom can be mapped to
every other atom by a permutation. Likewise, the set of pairs of atoms has two
elements up to permutation, namely (a,a) and (a, b) for a # b. The set of triples
of atoms has five orbits: all coordinates are equal, all coordinates are distinct,
and three orbits where exactly two coordinates are equal.

! Formally speaking, sets with atoms are defined by induction on their rank, which is
an ordinal number. Sets of a given rank can contain atoms and sets of lower rank.
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Homogeneous structure. A structure is called homogeneous if every finite partial
automorphism (i.e. an isomorphism between two finite substructures) can be
extended to a full automorphism. Examples of homogeneous structures include:
the natural numbers with only equality (we call this the equality atoms), and
the ordered rational numbers (we call this the total order atoms). We assume
in this paper that the atom structure is a countable homogeneous relational
structure over a finite relational vocabulary. This guarantees that the notion of
orbit-finiteness is relatively well behaved, e.g. orbit-finite sets are closed under
finite Cartesian products and finitely-supported subsets.

3 First-Order Logic and Flat Models

The topic of this paper is a study of first-order logic in sets with atoms. In this
section, we take a first attempt at defining first-order logic and the models that
it will be evaluated in. Later in the paper, we will present more sophisticated
versions of both the logic and the models.

We are interested mainly in legal sets with atoms, and therefore we adopt
the convention that, unless otherwise stated, all sets with atoms are implicitly
assumed to be legal, such as in the following definition. The definition of vo-
cabulary is the same as usual, only sets are required to be sets with atoms. A
vocabulary is any set with atoms X', whose elements are called predicates, to-
gether with a finitely supported arity function, which maps predicates of X' to
their arities, which are natural numbers. We will write X,, for the set of n-ary
predicates, i.e. the inverse image of n under the arity function. In this paper, we
only study countable vocabularies.

Running example. [A vocabulary for describing data words] In a running ex-
ample, we will talk about infinite data words. The idea is to model an w-word
(i.e. positions are the natural numbers) where each position is labelled by an
atom. The vocabulary for this will contain one binary predicate z < y (which
will be used to order the positions), and one unary predicate a(z) for every atom
a € A (which will be used to determine the labels of the positions). Observe that
this vocabulary is infinite, but orbit-finite. The predicate z < y is a singleton
orbit, while all the predicates a(z) are in the same orbit. O

3.1 Flat Models and Stand First-Order Logic

Flat models. A flat model is obtained by taking the standard definition of a
model and interpreting it in sets with atoms. As we shall later see, this notion
of model does not behave as well as the standard notion of model.

A flat model 2 over a vocabulary X consists of

— A set with atoms A called the universe of the model.
— For every predicate R € X, an interpretation R* C A*ty(n),

A flat model is a special case of a set with atoms (it is a pair of a set and
a set of interpretations functions). In this special case, legality means: a) the
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universe should be finitely supported; b) for every R, the set R¥ should be
finitely supported; and c) the function R — R* must also be finitely supported,
as a function from the vocabulary to sets of tuples of elements in the universe.

However, legal flat models turn out to be so weak that we will consider possibly
illegal flat models in some constructions. That is why, for flat models, we make
an exception to the convention that every object is implicitly legal, and explicitly
write “legal flat model” or “possibly illegal flat model”.

Running example. [Legal flat model describe only data words with finitely many
atoms] Consider an infinite word over the alphabet of the atoms

w=aias--- €AY

Such a word is a function from natural numbers to atoms. In this case, legality
means that only finitely many different atoms can appear in the word.

Based on the word w, we can define a flat model, denoted by w, as follows.
The universe is the natural numbers, with < is interpreted as the usual order
on natural numbers. For every atom a € A, the interpretation a* is the set of
positions in w that have label a. It is not difficult to see that w is a flat model,
which is legal as long as w was legal.

What would happen if we tried to define w for a word w with infinitely many
different atoms? For instance, what about a word that is an enumeration of
all atoms (i.e. every atom appears on exactly one position)? For such a word,
every individual predicate interpretation a* is a finitely supported set, namely
it contains one natural number (the number of the atom @ in the enumeration).
What is wrong is that the function

acA — a2 CN

is not finitely supported. a

First-order logic. To express properties of flat models, we can use standard first-
order logic. Formulas can be built out of the predicates in the vocabulary, using
standard logical operations V, A, =, 3 and V. Semantics in flat models are defined
in the standard way, by induction on the structure of formulas. This definition
ignores the additional structure of flat models and vocabularies, namely the
possibility of acting on both by using atom automorphisms.

Running example. [First-order definable properties of data words] Suppose taht
a is an atom, and consider the formula

VaIy x < yAa(z).

When evaluated in a structure of the form w, as defined in Example Bl the
formula says that the atom a appears infinitely often. O

A single formula of first-order logic can only use only finitely many predicates
from the vocabulary. Therefore, as far as using a single formula of the logic is
concerned, it makes little sense to have a flat model specify the interpretations of
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all predicates in an infinite vocabulary. The infinite vocabulary does make sense
when we consider an infinite set of formulas, as we will do in the Section B.2] or
when we consider a variant of first order-logic that admits orbit-finite boolean
operations, as we will do starting with Section @

3.2 Compactness Fails in Legal Flat Models

We have already identified one problem with legal flat models: they can only
model data words with finitely many distinct atoms, which means they are in-
sufficient to model interesting data words. Here we identify another, related,
problem: the compactness theorem fails.

Running example. [Compactness Fails for Legal Flat Models.] Let ¢~ be a for-
mula which says that < is a linear order. Let I" be the following set of formulas:

{r<} U {Bra@)leer U {Vza(z) = b(2)}arber

When seen as an infinite conjunction of formulas, the set I" says that every atom
appears exactly once as a label of a position. Observe that I is infinite, but orbit-
finite (three orbits). We will show that every finite subset of I is satisfiable in a
legal flat model, but I" itself is not, and therefore compactness fails for legal flat
models.

Every finite subset A C I' is satisfiable in a finite linear order where the
positions are labelled by the atoms that appear in A.

To prove that the whole set I" has no legal flat model, imagine for the sake of
contradiction that it does have a legal flat model 2[. Suppose that S is a finite
support of the model. Based on the model, we define a relation <y on atoms as
follows: a <g b if there are elements x,y in the universe of the model 2 such
that

rea® yeb* x <2y

The function 2 — <y is a f-supported function from legal flat models to relations
on the atoms, and therefore if 2 is finitely supported then also <g is finitely
supported. By the properties axiomatised in I', the relation <g must be a linear
order on atoms. But a finitely supported linear order on the (equality) atoms
does not exist. Indeed, if S were the support of such an order, then for atoms
a,b ¢ S, the automorphism 7 which swaps a with b fixes all atoms in S, and
witnesses

a<gb iff b=m(a) <o a=mn(b).

This proves that I" has no legal flat model.

Observe that the reasoning above is specific to the equality atoms (because we
assumed that there is some automorphism that fixes S and swaps atoms a and
b). Indeed, the set I does have a legal flat model when the total order atoms
are used. The universe is the atoms, ordered by their built-in order, and the
interpretation says that each atom is labelled by itself,

a® = {a},
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which is an @-supported interpretation. The model we have just described is
not a data word because the positions are densely ordered. If we extended the
formula ¢~ to also say that every position has a successor, then we would have
an example for failure of compactness in the total order atoms, because the total
order atoms cannot be ordered in a finitely supported way so that every atom
has a successor. g

The failure of compactness is actually related to the weak modelling power of
legal flat models. Indeed, as illustrated in the example, the compactness theorem
would imply that some legal flat model represents a data word where all positions
have different data values.

The statement of the compactness theorem, for which we presented a coun-
terexample above, would be: “if every finite subset of I" has a legal flat model,
then also I" has a legal flat model.” One could imagine a weaker form the theo-
rem, with a stronger assumption: “if every orbit-finite subset of I" has a legal flat
model, then also I" has a legal flat model.” The counterexample above no longer
works, because the set I', which has no legal flat models, is already orbit-finite
itself. The weaker statement is also false.

Running example. [Orbit-finite compactness also fails for legal flat models.] Let
Ysuce e a formula which says that every element has a <-successor:
Vedy (z <yAVz (z<zVz>y)).

For n € N, define succ,(x,y) to be the formula which says that y is the n-fold
successor of y. For every n € N, define I, to be the set of formulas, which says
that positions at distance n have different labels:

{vavy succn(z,y) = —(a(z) A a(y))}aca-

Define I' to be ¢, Ysyce, together with the union of all I;,. We claim that every
orbit-finite subset of I" has a legal flat model, but I itself has no legal flat model.
For an orbit-finite subset A C I', let n be the biggest number such that

r,nA#0.
We define the model for A to be the ultimately periodic data word, which uses
n+ 1 atoms aj,...,ay+1 in a periodic arrangement.

To prove that I" itself has no legal flat model, use a reasoning similar to the
one in the previous example. Choose some element z; of the universe, and let
ay be its (unique) label. By following successors, we get infinitely many distinct
atoms as, as, ... together with a linear order. O

4 First-Order Logic with Orbit-Finite Boolean
Operations

This section, presents another variant of first-order logic, which was introduced
in [3]. The motivation behind this logic is two-fold. First, the logic is more
expressive. Second, it is a natural variant of first-order logic consistent with
the paradigm of replacing “finite” by “orbit-finite”. The central question of this
paper is finding the right semantics for this richer logic.
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Definition of the logic. Since the vocabulary is a set with atoms, it makes sense to
apply atom automorphisms to predicates in the vocabulary, and therefore also to
formulas built out of these predicates. Therefore it makes sense to say that a set
of formulas is orbit-finite. Suppose that we extend first-order logic, as defined
previously, by allowing the boolean connectives (disjunction and conjunction)
to take range over a (legal) orbit-finite set of formulas. Call the resulting logic
first-order logic with orbit-finite boolean operations.

Observe that first-order logic with orbit-finite boolean operations can be seen
as a fragment of £, .. Recall that L, is a variant of first-order logic which
allows boolean operations ranging over countable sets of formulas. Since the
atoms are assumed to be countable, orbit-finite sets are also countable, and
therefore our logic is a special case of L,,,.,. One of the differences is that L,
has uncountably many formulas, while there are only countably many formulas
of first-order logic with orbit-finite boolean operations (under the assumption
that the vocabulary is countable).

Ezample 1. Suppose that the vocabulary has one unary predicate a(x) for every
atom a, as in the running example. We write a formula with one free variable
x, which holds in positions that satisfy at most one unary predicate of the form
a(x).

For an atom a, consider the set of formulas

I, % (<b(z) : b+ a).
This set is legal (supported by a), and also orbit-finite (it is included in the
single-orbit set {a(z) : a € A}). Therefore, we are allowed to form a new formula
by taking the disjunction over I',. We adopt a notational convention where this
formula is denoted by

pa e N\ b(x).

Generally speaking, the notational convention says that if I is an orbit-finite set
and i — ¢; is a finitely supported function from I to already defined formulas,
then A\,.; @i denotes the formula A{y; :i € I}.

To the formula ¢,, we can also apply an atom automorphism, by applying the
automorphism to every conjunct in parallel. It is not difficult to see that if an
atom automorphism maps the atom a to the atom a’, then it maps the formula
g to the formula ¢, . It follows that the set

Fd:ef{apa:aEA}

is itself orbit-finite, namely it is one orbit under the action of automorphisms.
Therefore, we are allowed to form a new formula by taking the disjunction over
this set. This formula, according to our notational convention, is denoted by

V A b
acAbeA—{a}

It says that position z satisfies at most one predicate of the form a(z).
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Semantics. As mentioned above, the central question of this paper is about the
“right” semantics of first-order logic with orbit-finite boolean operations.

One idea for the semantics is to use flat models. A formula of first-order logic
with orbit-finite boolean operations can be evaluated in a flat model, be it legal
or not. The definition is standard, and can be seen as a special case of logics
with infinitary boolean operations: \/;.; ¢; is true in a flat model (under an
appropriate evaluation of the free variables) if and only if ¢; is true for some g;
likewise for A.

Running example. Recall the set of formulas I" from Example [3:2] which said
that the universe is totally ordered, every atom a labels some position, and every
position is labelled by at most one atom. In the example, we showed that there
is no legal flat model which satisfies all formulas from I'. Since I" is orbit-finite,
its conjunction A I" is a well-formed formula of first-order logic with orbit-finite
boolean operations. This formula is not satisfied in any legal flat model. On the
other hand, the formula can be satisfied in illegal flat models, e.g. a model of
the form w where w is an enumeration of all atoms. O

So far, we have two candidates for the semantics: satisfiability in legal flat mod-
els, and satisfiability in possibly illegal flat models. The first definition fails the
compactness theorem, while the second definition uses notions that are not al-
lowed in sets with atoms (as we shall later see, the second definition does admit
the compactness theorem). The rest of this paper presents arguments in favour
of the second definition. Section [ presents a proof system which is sound and
complete for the second definition. Section [6] defines stratified models, which are
legal objects that satisfy the same formulas as possibly illegal flat models.

Differences with [3]. The syntax of first-order logic with orbit-finite boolean
operations and its semantics are the same as in [3], except that [3] made the
following restrictions, which are lifted in this paper:

— In [3], all elements in the universe of a relational structure are required to
have empty support, which means that if z is an element of the universe and
7 is an atom automorphism, then (z) = .

— In [3], there is a finite partition X' = ¥4 U---U X, of the vocabulary vocab-
ulary. For every block X; all predicates in X; have the same arity, call it n;,
and a given n;-tuple can satisfy at most one predicate from ;.

5 A Proof System

Consider sequent calculus, with the only difference being that the rules for
Boolean operations are adapted to cover the orbit-finite arity of the operations.
The rule for introducing V becomes

I'tp;; A forsomei el
F|_ VieISDi,A

(introduce V),
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while the rule for eliminating V requires an orbit-finite set of premises

Io;Fy, A foralliel
Fa\/iell_waA

A proof is defined to be a well-founded treeﬂ, where nodes are labelled by se-
quents. Every node and its children must be consistent with one of the proof
rules in the standard way, with one subtle difference to be described later. The
tree together with the labelling by sequents must be finitely supported, i.e. a
legal set with atoms. Note that the requirement on the proof tree being finitely
supported implies that if a node in the proof tree has an orbit-finite set of chil-
dren proving different sequents, then the dependence of the sub-proof on the
sequent must be finitely supported.

The subtle difference in the definition of proofs concerns the proof rules that
require their premise to be true for “some i € I”, namely the proof rules “in-
troduce V7 and “eliminate A”. As opposed to the standard sequent calculus, a
proof in our system is allowed to have some redundancy, by proving the premise
for more than one ¢ € I. In other words, a more exact wording for the “introduce
V” rule would be

(eliminate V).

I'k ¢; for all i in a nonempty subset of I
'+ \/z‘el Pi

The need for redundancy is illustrated in the following example.

(introduce V).

Ezample 2. Consider the total order atoms. This example is essentially in propo-
sitional logic, since all predicates have arity zero. The vocabulary has one zero-
ary predicate P, for every pair of distinct atoms a < b; the vocabulary has one
orbit. We prove the following sequent

A N P + ANV P (1)

ac€A beAb>a acA beAb>a

We use the rule for introducing A, which means that the root of the proof tree
for () has one child per atom a € A, containing a proof of the sequent

AN N P F \/ Pup (2)

a€A beAb>a beA,b>a

Since the proof for (Il) must be legal, the proof () must depend on a in a finitely
supported way. (More precisely, the function that maps a to the proof of ([2) must
be a finitely supported function from atoms to proofs). This is why we can not
choose, for every a, some unique b # a, because this can not be done in a finitely

2 Without orbit-finite boolean operations, one can also use proofs which are sequences
of sequents, such that each sequent follows from earlier sequents via proof rules.
Such proofs will not work with orbit-finite operations, since in some cases they
would require imposing a linear order on the atoms.

M.al litebooks. cogl
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supported way. (This is why we use total order atoms. In the equality atoms,
there is a finitely supported, but not emptily supported, function that maps
every atom to some other atom. Namely, choose two atoms by, b2, and then that
maps by to by and all other atoms to b1.) Therefore, the proof of ([2)) will have
one child per b > a, containing a proof of

AN ANPw B Pas (3)

achA b>a

In particular, the proof for (2) has infinitely many child sub-proofs (although
one orbit of them), even though just one would be enough.

The definition of a proof requires the tree to be well-founded; but there might be
paths of unbounded length since the tree is not finitely branching (only orbit-
finitely branching). One can show that if a sequent has a proof, then it has
a proof with an orbit-finite set of nodes, and depth bounded by some natural
number.

Completeness and compactness. The following theorem shows that the proof
system is sound and complete with respect to semantics in (possibly illegal) flat
models.

Theorem 1 (Completeness). Let I' be a finitely supported set of sentences
of first-order logic with orbit-finite boolean operations, and ¢ a single sentence.
There is a proof of I' - ¢ if and only if ¢ is satisfied in every (possibly illegal)
flat model which satisfies all sentences from I.

The theorem can be proved using the Henkin constant saturation method, to
be found in logic textbooks, e.g. [I]. Below we show that the logic also has
compactness. Note the difference with L., which has completeness (under
the assumption that I' is countable), but does not have compactness (even for
countable I"), see [§].

Corollary 1 (Compactness). Let I" be a finitely supported set of sentences of
first-order logic with orbit-finite boolean operations. If every orbit-finite subset
of I is satisfied by a (possibly illegal) flat model, then also I' is satisfied by a
(possibly illegal) flat model.

Proof (sketch). Toward a contradiction, assume that I" is not satisfied by any
(possibly illegal) flat model. Then, by the right-to-left implication in Theorem [I}
there is a proof of I' + L. As remarked before, this proof can be chosen so that it
is orbit-finite, and therefore only uses an orbit-finite number of premises from I
By the left-to-right implication in Theorem [I], these premises cannot be satisfied
in any (possibly illegal) flat model, a contradiction with the assumption.

Ezample 3. In Corollary [T the assumption is that all orbit-finite subsets of I"
are satisfied by (possibly illegal) flat models. The statement is no longer true
when this assumption is weakened to finite subsets. Consider a set I" of formulas
which has one formula P, for every atom, and also the formula \/,. , ~P,. Every
finite subset of I" is satisfied by a flat model, even a legal one. The whole set is
not satisfied in any (possibly illegal) flat model.
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6 Stratified Models

As we have seen in Theorem [Il the “natural” proof system coincides with the
semantics in possibly illegal flat modeldd. In this section, we present an alterna-
tive semantics, which only uses legal sets with atoms, and which is equivalent to
the semantics in possibly illegal flat models, and therefore is equivalent to the
proof systenﬂ

The general idea is to present a possibly illegal flat model by giving a set of
finitely supported local versions of the model. A local version does not contain
full information about the model, but it does have sufficient information to
evaluate formulas with a given support. When one needs to evaluate formulas
with a bigger support, then a more precise local view can be taken. The local
views need to be consistent with each other; our notion of consistency is modelled
using a variant of directed sets, as presented below.

6.1 Ultimately Directed Sets

Suppose that V is a partially ordered legal set with atoms, which means that
both the underlying set and the partial order are legal sets with atoms. If S is
a set of atoms, then we say that v € V is S-greater than w € V if n(v) > w
holds for some automorphism 7 that fixes S. We say that V is S-directed if for
every two elements of vy, v € V| some element of v € V' is S-greater than both
of them. This definition is illustrated below:

The bigger S becomes, the more difficult it is to be S-directed, because of the
requirements on w1 and mwe. The standard notion of directed set is recovered in
the limit, when S is the set of all atoms.

Define V|>, to be V restricted to elements that are greater or equal to v. A
set V' is called ultimately directed if for every v € V' and every finite set of atoms
S, there is some w > v such that V|>,, is S-directed.

Ezample 4. Consider the equality atoms. The set A* with the prefix ordering is
not P-directed, because the words aab and abb cannot be extended to words in the
same orbit. If we restrict A* to words where each letter appears exactly once, call
this set A®), then the set becomes (-directed; it even has a stronger property:

3 The dual approach would be to find a proof system that coincides with the semantics
in legal flat models. It seems that this is the approach taken in [6], although for a
different (and intuitionistic) logic, so the exact connection is not clear to the author.

4 Another idea would be to somehow relax, but not completely lift, the finite support
condition in the definition of sets with atoms so that some interesting illegal flat
models become legal. Such an approach is pursued in [7].
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every two elements are comparable up to atom automorphisms. Furthermore,
if a1 ---ay is a finite word in A®) | then A®) |>a1--a, 1S {ai,...,a,}-directed. It
follows that A(*) is ultimately directed.

Ezxample 5. This example generalises the previous one to arbitrary atom struc-
tures, e.g. the total order atoms. Choose some non-repeating enumeration of the
atoms ajas - --. We claim that

V ={n(a1--an):n € N,x is an atom automorphism.},

equipped with the prefix order, is ultimately directed. (Although the enumera-
tion of atoms is not a legal object, the set V' that it yields is.) It is not difficult
to see that for every by ---b, € V, the set V|>p,..,, is S-directed if and only if
S C{b1,...,b,}. This implies that V itself is ultimately directed.

Actually, we did not even use the property that aias--- was an enumeration
of all atoms, it could even have been an enumeration of some infinite subset of
the atoms. However, when the enumeration does use all the atoms, it has the
following property: for every v € V and every finite set of atoms S, there is some
node w > v such w supports all the atoms in S (i.e. an automorphism of the
atoms that fixes w must also fix all atoms in S). This additional property will
be useful in some constructions.

A disadvantage of the previous example was that it required some enumeration
of the atoms, which is an illegal object. This can be avoided by using a hack
called a fake atom structure. A fake atom structure is defined to be an isomorphic
copy of the atom structure, but where all elements of the universe have empty
support. In particular, even infinite subsets of fake atom structure are legal.

Example 6. Consider the equality atoms. Recall the standard set-theoretic en-
coding of natural numbers, where for instance 2 is encoded by {0,{0}}. Each
natural number is built without using atoms, and therefore the relational struc-
ture (N, =) is an example of a fake atom structure for the equality atoms: it is
constructed inside legal sets with atoms, does not use atoms, but is isomorphic to
the atom structure (a countable set of abstract atoms with equality only). Note
that any isomorphism of this fake atom structure with the real atom structure
would itself be an illegal object, since it would in particular induce an order on
the atoms.

Ezample 7. Choose some fake atom structure, and let V' be the set of isomor-
phisms between finite substructures of the fake atoms, and finite substructures of
the atoms, ordered by extension. One can think of a partial isomorphism f € V
as a finite tuple of atoms, indexed by finitely many many elements from the
universe of the fake atom structure.

Claim. For every f € V with range S, V| is S-directed.

The claim implies that V' is ultimately directed. This is because for every finite
set of atoms 5, every element of V' can be extended so that its range includes S.
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6.2 Stratified Models

We now propose our definition of models which will turn out to be equivalent
to (possibly illegal) flat models. Let S be a finite set of atoms. An S-stratified
model over a vocabulary Y consists of

— The frame. An partially ordered set with atoms V" which is called the frame.
The frame must be countable, S-directed and ultimately directed, and have
a least element called the root. Elements of the frame are called nodes.

— The local models. A labelling which maps each node v of the frame to
a legal flat model 2A(v), called the local model in v, whose vocabulary is a
subset of Y. This labelling must satisfy the following conditions:

1. The labelling function v — A(v) is weakly S-supported, which means
that it can be extended to some S-supported function.

2. If w > v, then the local model in w extends the local model in v in
the following sense. The universe of 2(v) is a subset of the universe of
A(w), and the interpretation of A(v) is obtained from the interpretation
of A(w) by restricting to the vocabulary and universe of (v).

3. For every predicate R in X there is a node w > v such that R is in the
vocabulary of the local model in w.

If v is a node in the frame of an S-stratified model 2, then the submodel in
node v, denoted by 2|>,, is defined by restricting the frame to nodes greater
or equal to v, and keeping the same labelling by local models. Submodels of an
S-stratified model are also S-stratified.

Semantics in stratified models. We now define the semantics of first-order logic
with orbit-finite boolean operations in stratified models. Suppose that 2 is an
S-stratified model and ¢ is an S-supported formula. If  has free variables, then
we also need a valuation v, which maps the free variables of the formula to S-
supported elements in the universe of the local model in the root of 2. Given
these ingredients, we can define the truth value, which is denoted by a triple
turnstile

2(,1/’5@.

We underline that the above is only defined when both the formula ¢ and the
valuation v are supported by the parameter S such that 2 is an S-stratified
model. The definition is by induction on the structure of (.

— For a predicate formula, define

A v E Rz, ..., Tn) (4)
to be true if there is some node w in the frame such that the local model
in w has R in its vocabulary and R(z1,...,x,) holds in that local model,

under the valuation v. Using the assumptions that the frame is S-directed,
and that the labelling by local models is weakly S-supported, one can show
that this definition does not depend on the choice of v, i.e. if it R(z1,...,2zy)
holds in some local model whose vocabulary contains R, then it holds in all
local models whose vocabulary contains R.
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— Negation is defined in the standard way.
— For an orbit-finite disjunction, define

mﬂV’E\/@i

i€l

to be true if there is some finite set of atoms 7' O S, a submodel B of 2 that
is T-stratified, and some i € I such that ¢; is T-supported and

%,V’E%.

The definition for conjunction is obtained by using De Morgan’s law.
— For a existential quantification, we define

A v ’E Jz.o(x)

to be true if there is some finite set of atoms T' O S, a submodel B of 2 that
is T-stratified, and some T-supported element a in the universe of the local
model in the root of B such that

B, v[r — d] )E o(x)

The definition for V is obtained by using De Morgan’s law.

Running example.[A stratified model describing a data word] We will describe
a (-stratified model, call it 2, that describes a data word (for equality atoms)
where all letters are different. The frame is non-repeating sequences of atoms,
which was shown in Example @ to be ultimately directed. In a node ag - - - a,, of
the frame, the local model looks as follows. The universe is always the natural
numbers, regardless of the node (the universe is not built using atoms, i.e. all of
its elements have empty support). The vocabulary contains the order predicate
<, regardless of the node, which is interpreted in the standard way. Furthermore,
the vocabulary contains the predicates ag(z), .. ., an(z), which are interpreted so
that predicate a;(z) holds exactly in position ¢, and nowhere else. In particular,
each local model has only finitely many positions satisfying the unary predicates.

Recall the property “< is a linear order and every atom appears in exactly
one position”, which was studied previously in the running example, and which
is expressed by the sentence

e A /\ Jzr alzr) A /\ Vr a(x) = —b(z).
a€A aF#beA

This property was false in all legal flat models, but it is true in the stratified
model 2 we have just described. To illustrate the semantics, we show that

Ql’E /\ Iz a(x).

a€cA



Modelling Infinite Structures with Atoms 27

(There are no free variables, so there is no valuation.) Recall that ’E is not
defined for any choice of model and formula: the formula needs to be supported
by a set S such that the model is S-stratified. In this case, the formula has
empty support and the model is @-stratified, so )E is defined. By unravelling the
semantics of A, we need to show that for every atom a € A, and every node
aj - - - an in the model, if the submodel A|>4...q, i S-stratified for some S > a,
then that submodel satisfies 3z a(z). It is not difficult to see that the submodel
in node ag - - - ay, is S-stratified for some S 5 a if and only if a € {ag - - - an }. Such
submodels satisfy 3z a(x). Observe that even when a is fixed, then the position
x that satisfies a(z) will depend on the choice of the node ag - - - a,,. For instance,
if the node is chosen to be abc then x will be the position zero, and if the node
is chosen to be cba then z will be position two. O

Running example.]An “isomorphic” model] Choose some bijection f of the nat-
ural numbers. Consider a (-stratified model that is defined the same way as in
the previous example, with the difference that in node ag - - - a,, the predicate
a;(x) holds exactly in position f(i). One can show that this model satisfies the
same sentences as the previous one. O

Stratified models are equivalent to (possibly illegal) flat models. The following
theorem shows stratified models are equivalent to (possibly illegal) flat models
that (possibly illegal) flat models, at least when restricted to uniformly supported
sets of sentences. A set is called uniformly supported if there is some support S
that supports all elements of the set. Every finite set of sentences is uniformly
supported.

Theorem 2. Let I' be a uniformly finitely supported set of sentences of first-
order logic with orbil-finite boolean operations. Then I' has a (possibly illegal)
flat model if and only if it has a stratified model.

The following proposition shows the left-to-right implication in Theorem [2

Proposition 1. Let S be a finite support.

1. For every (possibly illegal) flat model there is an S-stratified model which
satisfies the same S-supported sentences.

2. For every S-stratified model there is a (possibly illegal) flat model which
satisfies the same S-supported sentences.

In the proof of the first item in the proposition, we construct a stratified model
satisfying the following properties: all local models have the same universe; all
elements of this universe have empty support; the frame is obtained from Exam-
ple [l Therefore, Theorem B] would still be true under a definition of stratified
model that would require these properties.

Acknowledgement. I would like to thank Nathanaél Fijalkow, Bartosz Klin,
Sawomir Lasota, and especially Szymon Torunczyk for inspiring discussions.
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Counting in SPARQL Property Paths:
Perspectives from Theory and Practice
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Abstract. RDF and SPARQL are becoming increasingly popular and
are bringing many new and interesting research challenges. During the
development of these standards, the World Wide Web Consortium (W3C)
does not necessarily always have all the cards on the table in order to
make perfectly informed design decisions and therefore it partly relies on
input from the research community. This is a very interesting situation
for researchers since it can give the opportunity to immediately have re-
search results incorporated into practice. In this talk I will discuss some
experiences from our interaction with the W3C concerning the seman-
tics of property paths in SPARQL. Property paths are a relatively new
feature in SPARQL 1.1 and essentially correspond to regular expressions
that should be evaluated over RDF graphs.

The popularity of the Resource Description Framework (RDF) [5] and the
SPARQL Protocol and RDF Query Language (SPARQL) [3] is posing new chal-
lenges for computer science researchers. In brief, the RDF data model stores data
as triples of the form (z, p,y) where, intuitively, 2 corresponds to a subject, y to
an object, and p to a predicate that denotes a relationship between x and y. As
such, a collection of RDF triples can be seen as a graph in which the nodes are
the subjects and objects of triples in the collection and there is an edge labelled p
from node z to node y if and only if there is a triple (z,p, y) in the collection [4].

The SPARQL query language [3] represents a serious effort by the World
Wide Web Consortium in its quest for a query language for RDF that bears
a good tradeoff between coverage of use cases, ease-of-use, desirable features,
expressivity, and complexity. However, at the moment where design decisions
need to be made, the designers of SPARQL do not necessarily have all the cards
on the table, e.g., regarding tradeoffs between expressiveness and complexity.
Therefore, there are many aspects of the SPARQL language for which the World
Wide Web Consortium relies on input from the research community in order to
make well-informed decisions.

This situation can be win-win scenario for researchers and developers of
the language. The World Wide Web Consortium is open for comments and
input from the research community, which can in turn influence the further
development of the standard. We will discuss this interaction between theory
and practice with a focus on our own experience with some aspects of the
SPARQL 1.1 recommendation, more precisely, aspects of SPARQL property

L. Libkin, U. Kohlenbach, and R. de Queiroz (Eds.): WoLLIC 2013, LNCS 8071, pp. 29-B0] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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paths [1I6]. SPARQL property paths essentially correspond to regular expres-
sions that should be evaluated against paths in an RDF graph. As such, there
is a very close connection between navigational queries on graph databases (see
[2] for a recent overview) and current developments in the SPARQL language.

The word “counting” will be used with two different meanings. The first refers
to the multiset semantics that property paths currently have. The second refers
to counting operators that can make property paths exponentially more succinct.
We discuss recent findings regarding the impact of counting on the complexity
of evaluating property paths and how the development of SPARQL reacted to
these.
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Quantitative Approaches
to Information Protection
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Abstract. Secure information flow is the problem of ensuring that the
information made publicly available by a computational system does
not leak information that should be kept secret. Since it is practically
impossible to avoid leakage entirely, in recent years there has been a
growing interest in considering the quantitative aspects of information
flow, in order to measure and compare the amount of leakage.

In this talk, we revise the main recent approaches which have been
proposed to quantify and reason about leakage, the information-theoretic
approaches based on Shannon entropy and on Rényi min-entropy, and a
novel one based on decision theory. Furthermore, we study the relation
with differential privacy, a notion which has been proposed to cope with
the problem of statistical disclosure control in the area of databases.
Finally, we consider a generalization of differential privacy, which can be
naturally applied to protect sensitive information also in domains other
than databases.

The talk is based on the papers [1I23].
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Perspectives of Dynamic Complexity
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Abstract. Many current data processing scenarios deal with about large
collections of permanently changing data. In this context, it is often out-
right impossible to compute the answer for a query from scratch. Rather
some auxiliary data needs to be stored that helps answering queries
quickly, but also requires to be maintained incrementally. This incremen-
tal maintenance scenario can be studied in various ways, e.g., from the
perspective of dynamic algorithms with the goal to reduce (re-) computa-
tion time. Other options are to study the scenario from the perspective of
low-level parallel computational complexity [3] or parallelizable database
queries [I]. As the “lowest” complexity class AC? (with a suitable uni-
fomity condition) and the core of the standard database query language
SQL both coincide with first-order predicate logic, one naturally arrives
at the question which queries can be answered/maintained dynamically
with first-order predicate logic (DYNFO).

The most intensily studied query in this dynamic setting is the reach-
ability query on graphs, arguably the “simplest recursive” query. It has
been shown that it can be maintained in DYNFO on undirected [3] or
acyclic directed graphs [I]. However, whether it can be maintained on
general directed graphs is considered the main open question of the field.

Actually, it turned out that showing that a given query can not be
maintained in DYNFO is a very challenging problem, for which currently
no methods are available. Furthermore, even though AC? is a small com-
plexity class in the static setting, first-order logic is already quite pow-
erful in the dynamic world. These two observations have recently led to
the study of fragments of DYNFO, e.g., by restricting or forbidding quan-
tification, with the idea to start developing inexpressibility tools there.
A surprising result found along these lines is that on strings, quantifier
free predicate logic can exactly maintain the regular languages [2]. The
talk will give an introduction into dynamic complexity, survey some of
its most important results, and report about recent work on fragments
of DYNFO.
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Linear Time Proof Verification on N-Graphs:
A Graph Theoretic Approach
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Abstract. This paper presents a linear time algorithm for proof verifica-
tion on N-Graphs. This system, introduced by de Oliveira, incorporates
the geometrical techniques from the theory of proof-nets to present a
multiple-conclusion calculus for classical propositional logic. The sound-
ness criterion is based on the one given by Danos and Regnier for Linear
Logic. We use a DFS-like search to check the validity of the cycles in a
proof graph, and some properties from trees to check the connectivity
of every switching (a concept similar to D-R graph). Since the sound-
ness criterion in proof graphs is analogous to Danos-Regnier’s procedure,
the algorithm can also be extended to check proofs in the multiplicative
linear logic without units (MLL™) with linear time complexity.

Keywords: automatic proof-checking, natural deduction, classical logic,
linear logic, MLL ™, N-Graphs, graph theory, dfs.

1 Introduction

The pioneering work of R. Statman in his doctoral thesis Structural Complexity
of Proofs [15] showed that extracting structural properties of proofs in natural
deduction (ND) using appropriate geometric intuitions offers itself as a very
promising approach to the study of formal proofs. However, the lack of symmetry
in ND presents a challenge for such a kind of study. The obvious alternative, of
course, is to look at multiple-conclusion calculi. One already has in the literature
different approaches involving such calculi, such as, for example, Kneale’s tables
of development [9] (studied in depth by Shoesmith & Smiley [I4]) and Ungar’s
multiple-conclusion ND [16]. More recently, the development of a proof system
based on “natural deduction graphs”, N-Graphs for short, developed by A. de
Oliveira [I1J12], has brought an interesting ingredient, namely the combination
of the intuitive appeal of Natural Deduction with the structural tools and the
built-in symmetry of Sequent Calculus.

We are here concerned with the proof-checking in the N-Graphs system. In
particular, we present a linear time algorithm for proof verification on N-Graphs.
Unlike regular tree like formalisms such as sequent calculus or ND, N-Graphs, as
proof-nets for linear logic, have a notion of correction based on a global criterion
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expressed in terms of acyclicity and connectedness of a class of subgraphs [6].
For this reason, checking their correctness is not a trivial task.

The proposed algorithm can also be applied to check proofs in MLL™ with
linear time complexity. Although linear algorithms already exist for checking
MLL™ proof nets [710], our approach seems to be simpler than both. We use a
Depth-First-Search-like procedure to check the validity of the cycles in a proof
graph, and some properties from trees to check the connectivity of every switch-
ing (a concept similar to D-R graph).

2 N-Graphs

N-Graphs is a multiple conclusion proof system for the propositional classical
calculus where proofs are built in the form of directed graphs ( “digraphs”). Pro-
posed by de Oliveira [1112], it is a symmetric natural deduction (ND) calculus
with the presence of structural rules, similar to the sequent calculus.

The system incorporates ideas from different works. The derivations are based
on symmetric ND systems defined by Kneale [9] and Ungar [I6]. The implication
connective (“—”) is handled by a special edge that captures the discharge of
assumptions, similarly to Statman’s approach. Furthermore, it adopts the notion
of optical graphs from Carbone and embodies the geometrical techniques coming
from the theory of proof-nets [6] to define soundness criteria.

Several studies have been developed on N-Graphs since its first publication in
2001, like Alves’ development on the geometric perspective and cycle treatment
towards the normalization of the system [I] and Cruz’s definition of intuitionistic
N-Graphs [5]. A normalization algorithm was presented for classical N-Graphs
[3], along with the subformula and separation properties [2]. This work aims at
a systematic analysis of the soundness criteria, based on the pure structure of
the graph.

2.1 Proof-Graphs

Proofs are represented by digraphs. The vertices are labeled with formula-
occurrences and some receive special names [1T/12]:

Definition 1. (i) A branch point in a digraph is a vertex with at least three
edges attached to it. (ii) A focussing (defocussing) branch point is a vertex in a
digraph with two edges oriented towards (resp. away from) it.

The edges in a proof-graph define links, which represent the atomic steps in a
derivation. There are three kinds of links, as shown in Fig. [It focussing, defo-
cussing and simple links.

Definition 2. (i) A focussing link is a set {(uy,v), (uz,v)} in a digraph in which
v is a focussing branch point, as illustrated by Fig. . The vertices ui; and us
are called premises of the link and v is the conclusion. (ii) A defocussing link is
a set {(u,v1), (u,v2)} in a digraph in which u is a defocussing branch point, as



36 L. Andrade et al.

\VANANN

Fig. 1. Links in a proof-graph

illustrated by Fig. [l The vertices v1 and ve are called conclusions of the link and
u is the premise. (iii) A simple link is an edge (u,v) in a digraph which neither
belongs to focussing nor to a defocussing link, as illustrated by Fig. . Vertex u
1s called premise of the link and v is conclusion.

Definition 3 (proof-graph). A proof-graph is a connected digraph defined as
follows:

1. each vertex is labeled with a formula-occurrence;

2. there are two kinds of edges (“solid” and “meta”) and the second one are
labeled with an “m” ((u,v)™);

3. there are three kinds of links (simple, focussing and defocussing), divided
into logic (Fig.[@) and structural (Fig.[3) ones;

4. each vertex is labeled with a conclusion of a unique link and is a premise of
at most one link.

A logical link represents a derivation in ND (T — link acts as the law of the ex-
cluded middle). A structural link expresses the application of a structural rule as
it is done in sequent calculus: it enables weakening a proof, duplicating premises

LOGICAL LINKS

A B ANB ANB
AV B AV B A B
AV B T B
v7El/ \ ('F:lli':nk/ \ o hm \
A B A —-A A A— B
A B A -A A A— B
N/ N/ N/
A-TI: (L—link)
ANB €L B

Fig. 2. Logical links
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STRUCTURAL LINKS

L T A A A
) P A
1 —simple weak T—focussing weak contraction
A A A
L A 1 A A
T—simple weak L —defocussing weak expansion

Fig. 3. Structural links

(expansion link) and grouping conclusions in equivalence classes (contraction
link).

There is no link to emulate the interchange rule because the order of the
premises is not important for the application of derivation rules. The axioms are
represented by proof graphs with one vertex and no edges.

The focussing and defocussing links may also be classified according to their
semantic:

Definition 4. (i) The links A—1, L —link, — —E, T — focussing weak and ex-
pansion are called conjunctive. (i) The links V—E, T—link, 1L —de focussing weak
and contraction are called disjunctive.

Other relevant concepts for a given proof-graph G:

1. the solid indegree (outdegree) of a vertex v is the number of solid edges ori-
ented towards (away from) it. The meta indegree and outdegree are defined
analogously;

2. the set of vertices with indegree equal to zero is the set of premises of G
(PREMISS(G));

3. the set of vertices with outdegree equal to zero is the set of conclusions of G
(CONC(G));

4. the set of vertices with solid indegree equal to zero and meta indegree equal
to one is the set of canceled hypothesis of G (HY POT(G)).

2.2 Inadequacy

In a multiple conclusion calculus we have rules with more than one conclusion
(V — elimination) as well as rules with more than one premise (A — introduction).
This allows the existence of cycles and makes soundness difficult to prove. In the
tables of development, Kneale avoids this problem stating that formulas which
are already connected must not be connected again in any way [9]. However,
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without the presence of cycles a new problem arises: some tautologies cannot be
proved [I6], and so the system becomes incomplete.

Shoesmith & Smiley [14] and Ungar [I6] solved the inadequacy by defining
operations on derivations. With them, the links no longer correspond to a de-
ductive step. Sometimes they refer to a combination of derivations. A simpler
approach is the one used by the theory of proof-nets. It allows every link to rep-
resent a single deductive step, since it represents a logical relationship between
formulas. The characterization of which proof-structures are correct is based on
a geometrical concept, and so the cycles are permitted in a controlled way.

As a multiple conclusion calculus, N-Graphs also faced the inadequacy pro-
blem. The proposed solution [ITJ12] adopts some ideas from Shoesmith & Smiley
and Ungar for classical logic and the simplicity of Danos & Regnier’s solution for
MLL™. The main idea is to distinguish a link that represents a logical derivation
from the one that deals with the proof structure. The second kind of links is
represented by contraction and expansion links. A proof may contain cycles ,
which shall be controlled by these two structural links.

Expansion and Contraction Links. A cycle in Kneale’s tables of devel-
opment occurs when a conjunction is made on terms generated by the same
disjunction (Fig.[d). A valid cycle happens when a disjunction yields the same
formula twice and they are contracted to a single occurrence. The latter is similar
to the vV — elimination rule in ND.

To handle cycles de Oliveira proposes grouping conclusions into equivalence
classes using the contraction link. In the sequent calculus it is done by right
contractions. Though this link is focussing, its semantics is disjunctive. In Fig. [l
at the rightmost proof-graph, the cycle involving AV A is opened by a disjunctive
link and closed by another one (contraction) and therefore is valid.

AV A
AV A i‘/\/\A Ai}
A A A A o
ANA }A/A A/x:q
A\A/A

Fig. 4. Proof-graphs for AV AF AA A: an inadequate on the left and a sound one on
the right

In order to group assumptions similarly to single conclusion calculi we use
the expansion link. For example, to allow the conjunction of a formula with
itself (A A A), we need two instances of A, which are joined by an expansion. It
corresponds to left contraction in the sequent calculus and allow us to complete
the proof of AV A+ AA A. As the contraction link, the semantic of expansion is

! Sometimes we talk about “cycles” when in fact “semicycles” are meant (i.e. the
direction of edges is not relevant).
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contrary to its geometry (conjunctive defocussing). Thus the cycle that includes
AN A in Fig. @ is valid because it is opened by a conjunctive link (expansion)
and closed by another one.

Meta-Edge and the Scope of the Hypothesis. Besides expansion and con-
traction links there is the — —1I link. In the Kneale’s tables of development there
is no rule for discarding premises. Both Ungar and Gentzen systems are formu-
lated in such a way that when the — connective is introduced, it may eliminate
an arbitrary number of premises (including zero). In N-Graphs this introduction
is made in a more controlled way, which also complicates the task of identifying
inadequate proof-graphs. For example, the first proof in Fig. [l is not correct,
but the second one is.

A m, AV B
moY N\ Y\
A A A B
AlvB (AVB) > A
|
A— (AV B)
AV B

Fig.5. Meta edge: an invalid application on the left for H A — (A V B) and a sound
one on the right for - (AV B) —» A, B

2.3 Soundness Criteria

Similar to Danos-Regnier criterion [6], we define the following subgraphs associ-
ated to a proof-graph.

Definition 5. Given a pm?égmph G, (1) a switching graph S(G) associated
with G is a spanning subgrapidof G in which the following edges are removed: one
of the two edges of every expansion link, one of the two edges of every contraction
link and all meta edges; (ii) a switching expansion S.(G) associated with G is
a spanning subgraph of G in which one of the two edges of every expansion link
and all meta edges are removed. (iii) We say that the meta-condition holds for
G iff for every meta-edge (u,v)™ of a defocussing link — —I {(u,w), (u,v)™}
in G, there is a path or semipath from v to u without passing through (u,w) in
every switching expansion Se(G) and the solid indegree of v is equal to zero.

Definition 6 (N-Graph derivation). A4 proof-graph G is a N-Graph derivation
(or N-Graph for short) iff the meta-condition holds for G and every switching
graph associated with G is acyclic and connected.

2 A spanning subgraph is a subgraph G of G' containing all the vertices of G.
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The soundness and completeness of the system were proved through a mapping
between N-Graphs and LK [I1T2]:

Theorem 1 (map to N-Graph). Given a derivation II of Ai,...,Axt Ba,...,
B, in the classical sequent calculus, it is possible to build a corresponding N-
Graph NG(II) whose elements of PREMIS(NG(IT)) and CONC(NG(II)) are
in one-to-one correspondence with the occurrences of formulas A1,..., A, and
Bi,. .., Bm, respectively.

Theorem 2 (sequentialization). Given a N-Graph derivation G, there is a se-
quent calculus derivation SC(G) of A1,..., A, F Bi,...,Bn in the classical se-
quent calculus whose occurrences of formulas Ai,..., A, and Bi,...,Bn, are in
one-to-one correspondence with the elements of PREMIS(G) and CONC(G),
respectively.

Analysis of the Fragment A, v and —. If a proof-graph does not have
any — —I link, then meta-condition holds for it. In the next section we define a
method to check soundness of derivations in the {V, A, =} fragment of N-Graphs,
where the meta-condition is already satisfied.

3 Verification of Proof-Graphs

Given a proof-graph with no meta edge, the goal of the verification algorithm
is to check if every switching graph associated with it is acyclic and connected.
Danos—Regnier’s soundness criterion verifies the same, but on proof-structures
instead. The algorithm presented here is based on the types of cycles that may
exist in a proof-graph.

We propose a validation mechanism over a given cycle that determines if
there is a switching where it appears. If no such cycle is found in a proof-graph,
then every associated switching is acyclic. On a second step, we use a relation
between the number of edges and vertices in the switching graphs to confirm its
connectivity. This relationship was already found for D-R graphs [7].

3.1 Cycle Analysis

A valid cycle in a proof-graph is the one that is not present in any switching
graph associated with it. The only way a cycle may “disappear” from a graph
is by removing one of its edges. The edges which may be not present in a given
switching are the contraction, expansion and meta edges. They are the key for
the identification of valid cycles and here will be denoted volatile edges.

The volatile edges from a single expansion/contraction link have a strong
semantic connection while working with switchings. If one of then is present in
a given switching graph S(G), the other one is not. Because of this connection,
two edges from the same link will be denoted conjugated edges:
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Definition 7 (conjugated edge). Let e; and ez be two edges from an expansion
or contraction link in a proof-graph G. The conjugated edge of e is é1 = ea,
and vice versa, and e € S(G) <= ¢é ¢ S(G) for all switching S(G).

Let ¢ be a cycle in a proof-graph G. Ey (c) is defined as the set of volatile edges
of ¢. The cycles in a proof-graph may be classified into the following types (also
illustrated in Fig. [6):

1. cycles with no volatile edge;

2. cycles ¢ with a non-empty set of volatile edges Ey (c) = {e1,...,en},n >0,
where Ve; € Eyv(c) — é ¢ Ev(c);
3. cycles ¢ with a non-empty set of volatile edges Ey (¢) = {e1,...,en},n >0,

where 3 e; € Ey(c) — & € Ey(c);

AV B
A
AVB A A/\JB / \
Y\ N A A
A B A BvVC BvVC lr l
N4 N AV BAYC
A/\B \BVO \/
P (AVB)A(AVC)
AN(BVO)

Fig. 6. Cycles in a proof-graph

Analyzing each of these cases separately, it may be noticed that the cycles of
type 1 are always invalid ones, since there is no volatile edge within it and so it
is present in every switching graph associated with G.

The cycles of type 2 may not be present in some switchings of G. However,
when none of the volatile edges within the cycle is a meta edge, there will be at
least one switching where Ey (¢) C S(G), which means there will be switchings
where c appears. Therefore, the cycles of type 2 are always invalid in proof-graphs
with no meta-edge.

The last type of cycles is the most interesting, because it represents only valid
cycles. More than that, it defines all valid cycles when the proof-graph has no
meta edge. When a cycle ¢ contains at least one pair of conjugated edges, there
is no switching where ¢ may be present, because one edge from the pair must be
out of a given switching S(G), for every switching of G.

So we have the following lemma:

Lemma 1 (valid cycle). Let G be a proof-graph, and G’ a spanning subgraph
of G without all meta edges. A cycle ¢ in G' has at least one expansion or
contraction link iff ¢ is not present in any switching S(G) associated to G.
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Proof.

1. If a cycle ¢ in G’ has at least one expansion or contraction link, then c is
not present in any switching S(G).

Let [ be an expansion or contraction link in ¢. Let S(G) be a switching
associated to G. S(G) must eliminate one of the edges from [, wherefore ¢
will no longer be a cycle in S(G).

2. If ¢ is not present in any switching graph S(G) associated to G, then ¢ has
at least one expansion or contraction link.

Proof by contrapositive. Suppose there is a cycle ¢ where Ve; € Ey(c) —
é; ¢ By (c). Then there is a switching S(G) such that Ve; € Ev(c) | e; €
S(G). Therefore, ¢ is present in S(G). O

Corollary 1 (acyclicity). Let G be a proof-graph and G’ a spanning subgraph of
G without meta edges. Every cycle in G' has at least one expansion or contraction
link iff every switching graph S(G) associated to G is acyclic.

3.2 Connectivity Analysis

A tree is an acyclic and connected graph. Another way to define the soundness
criterion is to say that every switching graph associated to the proof-graph is
a tree. By definition, a tree with n vertices has exactly n — 1 edges [8]. We
may extend this tree’s property to define another lemma for proof-graphs, now
concerning its connectivity:

Lemma 2 (connectivity). Let G be a proof-graph such that all switching graph
S(G) associated to G is acyclic. Then every switching S(G) is a tree iff the
following formula is valid:

[E(G)| = [Le(G)] = [Le(G)] = [EM(G)| = V(G) - 1, (1)

where E(G) is the set of edges of G, Lg(G) and Lc(G) are the set of expansion
and contraction links of G, respectively, En(G) is the set of all meta edges of G,
and V(G) is the set vertices of G.

Proof. In every switching associated to G, all meta edges are eliminated, as
well as one edge from every expansion and contraction link. So every switching
has exactly |E(G)| — |Le(G)| — |Lc(G)| — |Em(G)| edges. If a switching S(G) is
acyclic, then it is a tree iff the number of edges is equal to the number of vertices
minus one, i.e., |[E(G)| — |Le(G)| — |Lc(G)| — |Em(G)| = |V(G)| — 1. o

3.3 The Algorithm

The algorithm proposed here uses the lemmas above and is divided in two proce-
dures. The first procedure is a variation of Depth First Search (DFS for short).
The idea is to find a spanning tree of the proof-graph, and whenever a cycle is
delimited by a back edge in the search, this cycle must be validated according
to Corollary [ The second procedure is the application of the formula from
Lemma [ to a given proof-graph.
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To validate the cycles efficiently, it is necessary to keep track of the volatile
edges visited so far by the search. Therewith, it is possible to identify the ex-
pansion/contraction links within the cycle. The original DFS algorithm defines
three states for the nodes: not visited (white), discovered (gray) and finished
(black) []. That is useful to prove some properties about the search. In this
algorithm the state of the edges are also important, since it is necessary to know
which edges belong to a given cycle. So we extend the concept of state to edges:
a discovered edge is the one traversed by the search in one way; a finished edge
is the one traversed both ways in the recursion; and a not visited edge is the one
not traversed yet.

Likewise, the timestamps d[v] and f[v] [4] are also extended to mark the step
when an edge is discovered and finished. In order to do that, new stamps d[n]
and ([n] are defined, where n may be a vertex or an edge of the graph. For n as
a vertex, 0[n] = d[n] and ([n] = f[n]. When n is an edge, d[n] is set when the
edge is traversed for the first time in the recursion, and ([n] when the edge is
traversed back while returning from the recursion.

Crossing an edge in the traversal is still an instantaneous event, as it is in the
original search. The timestamp set in d[e], for a given edge e = (u,v), is given
by max(d[u], §[v]), and the timestamp set in ([e] is given by min(¢[u], ([v]). The
following ordering is defined over 6 and ¢ (the intuition may be seen in Fig. [7)):

Definition 8. Given two elements, vertex or edge, of a graph G(V, E), u and
v, the relation < is defined as follows:

1. If u and v are both vertices or both edges, é[u] < d[v] <= o[u] < d[v] and
Clu] <o) <= (lu] < (fol;
2. If u is an edge and v is a vertez, d[u] < 0[v] <= d[u] < 6[v] and Cu] <

(o] = Clu] < ([v].

The property d[v] < f[v] is still valid while using § and ¢. It may be seen
more clearly when noticing that the values of d[e] and ([e] for an edge e =
(u,v) comes from the last node visited white passing through the edge. The
ordering given above ensures that when the edge e is traversed from v to-
wards u, u will be discovered after e, and will be finished before it. There-
fore, the parenthesis property [4] is also true for ¢ and (. In other words,
Ou] < dle] < dv] < (] < (le] < C[u).

After all this extensions, we present an algorithm which validates a cycle once
it is found in the DFS. The algorithm keeps track of the values of § and ¢ for all
vertices and edges, and an auxiliary stack of links. A link is activated when one
of its volatile edges is traversed, and is inserted into the stack when the second
one is traversed while it is still activated. While returning from the recursion,
this link is removed from the stack if it was inserted at this step, or deactivated
if it was only activated. When a back edge is identified, the cycle is considered
invalid only if the stack is empty or if min(dle1], d]e2]) < d[u], where e; and ey
are the two edges from the link at the top of the stack. The pseudocode of this
procedure is in Appendix.
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dlv] =5
o] =5
O
Clv] =15 8[u] = 6
forward
backward %
Clu] = 14 dw] =6
dw] =6
flw] =14
Clw] =14

Fig. 7. Ordering induced by ¢ and ¢. The following is true for an edge u = (v, w):
6[v] < O[u] < b[w] < (lw] < ¢[u] <o)

Soundness. When a back edge to a discovered node v is found by the search, we
have the following scenarios for an arbitrary volatile edge e of the proof-graph:

. e was not visited: in this case the expansion/contraction link which contains

this edge was not inserted into the stack, and so is not in the cycle;

. e was finished: its expansion/contraction link was deactivated or removed

from the stack while this edge was finished. In both cases, the link that
contains this edge may not be in the stack, and so is not in the cycle;

. e was discovered and é was not visited: the link [ = {e, é} is active, but not

yet in the stack and consequently not in the cycle;

. e was discovered and é was finished: by the parenthesis property we know

that € has activated and deactivated the link before it could be put into the
stack. The link is not in the cycle in this case;

. e was discovered, and also was é: in this case the link [ = {e, é} was added

into the stack. This link is not inside the cycle only if min(d[e], §[€]) < d[v].

The last item defines the case where a link is in the stack at the moment of a
cycle verification. The links in the stack are the ones that may be in the tree
path between the current node and the node v to where the back edge returns,

ie.,

in the cycle just found. The top of the stack is the last added link, and so

the closest to the current node among those on the stack. If the top one is not
in the cycle, by the parenthesis property, no other link in the stack may be in
this cycle. To prove the algorithm does such an analysis we have the following
lemmas:
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Lemma 3. If an expansion or contraction link | = {e,é} is in the stack when a
node v is visited, then v is a descendan® of e and é.

Proof. If the link [ is inside the stack, the second edge was visited while the first
one was discovered but not finished. In other words, d[e1] < d[es] < d[v], where
eq is the first discovered edge and es the second. With the parenthesis property we
have the final configuration d[e1] < dlea] < 0[v] < ([v] < (le2] < (les]. O

Lemma 4. If an expansion or contraction link I = {e,é} is in the stack when a
node u is discovered, then a back edge (u,v) to an already discovered node v where
d[v] < min(dle],d[é]) or é[v] = min(d[e],d[€]) defines a cycle that contains I.

Proof. The link [ is in the stack when u is discovered. By Lemma ] u is a
descendant of e and é. When a back edge (u,v) is found, a cycle is defined by
the path in the tree from v to u plus the back edge. As there is only one path
in the tree between u and v, we have three cases illustrated in Fig. B

1. v is a descendant of both edges of | and so min(dlei],
0lea]) < max(de1],dez]) < d[v]; In this case no edge from [ is inside the
cycle;

2. ez is a descendant of v and e; is not. Thus, min(d[e;],d[ez2]) < d[v] <
maz(d[e1], d]ea]). In this case the path from v to w in the tree passes through
e2, which is the only descendant of v. The link is again not in the cycle;

3. both edges of [ are descendants of v and then d[v] < min(dle1],dle2]) <
maz(d[e1], d]ez]). In this case the path in the tree from v to u passes through
e1 and eo, or only through e; and the back edge is e2. In both cases the cycle

contains the link [. O
u ; g
E v ENL
b A g
AN Ny k'

Fig. 8. Illustration of cases where a link [ is in the stack when a back edge if found

Since the DFS algorithm finds all cycles in a connected graph, and lemmas [3]
and [ prove that the verification is corresponding to the one given by Lemma [T]
the proposed algorithm is correct.

3 A node v is descendant of an edge e iff d[e] < §[v] < ¢[v] < ([e].
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Complexity. The core of the algorithm is a depth first search, which has linear
time complexity over the number of edges of the graph. The additional cost
finding expansion/contraction links from a given volatile edge may be reduced
to a constant time operation, if the implementation keeps in each edge a pointer
to its link. In the same way, the § information for edges and vertices may be kept
in the edge and vertex itself, reducing the cost of accessing it while validating
the cycle to O(1). The stack used to store the active expansion and contraction
links is maintained by the recursive search. The reading on the stack is restricted
to its top, witch keeps the cycle validation cost to O(1).

The linearity of the algorithm over the number of edges may be extended to
the number of vertices, since the graphs we are dealing with are proof-graphs.
Each vertex in a proof-graph may be premise and conclusion of at most one link,
and all possible links defined in Fig. [l have no more than two edges on a single
vertex. Hence, the number of edges in a proof-graph is limited by 4|V.

4 Danos—Regnier and Extension to MLL™

There are only two kinds of links in the MLL ™~ fragment of proof-nets: times (®)
and par (). The former operator is the multiplicative and, and thus conjunctive.
The second is the multiplicative or, and so disjunctive. Although they have dif-
ferent semantic, their geometry is the same: they are both focussing links with
two premises and one conclusion. In this context, a switching graph may be seen
as concept similar to D-R graph, defined as follows:

Definition 9 (D-R graph). Given a proof-structure P defined in terms of
graphs, a D-R associated with P is a spanning subgraph of P in which one
of the two edges of every par link is removed.

Danos—Regnier technique is independent of the logic involved and relies on the
structure of the rules [I3]. A link [ must be switchable iff its formulas were already
connected before. This occurs when the geometry is contrary to the semantic of
the link (i.e. when link is conjunctive defocussing or disjunctive focussing). So
the concepts of D-R graph and switching are the same in the context of linear
logic.

In Table [l we see that the times rule applies to two distinct proofs. Thus we
must not remove (4, A® B) and (B, A® B) edges in a D-R graph in order to keep
it connected. However, the other three rules are applied to only one previous
proof, and keeping the two edges of these links would create a cycle.

Table 1. Times, par, left and right contraction rules

FATFB,A A B, T IAAF A I'AA A
FA® B, T, A FApB, T TLAF A T'FAA
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In a general way, the proposed algorithm verifies if a switchable link is present

in all cycles of a graph. It is immediate that it can be applied to MLL™, where
par is the only switchable link. So what we propose here is another linear al-
gorithm for checking proof-nets. The first one was proposed by Guerrini and
uses unification for the verification [7]. Murawski & Ong also use union-find for
giving a linear algorithm for verifying Lamarche’s essential nets and proof-nets
[10]. Our approach, with a DFS-like procedure to validate Lemma [ seems to
be relatively simpler.
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Appendix: The Algorithm
Here we present the pseudocode of the algorithm defined in Section [3

Cycle validation algorithm

procedure visite_node (v,timestamp)
{Assuming v belongs to a proof-graph and the existence of a global flag valid_proof};

declare
BOOLEAN activated;
begin
v.color := GREY;
v.delta = timestamp; timestamp := timestamp+1;

for all edge e=(u,v) incident to v
if e.color = WHITE then
e.color = GREY; e.delta := timestamp;
1 := e.link; { retrieving the link that contains this edge };
activated := FALSE;

if e.volatile then
if l.active then { 1 is active iff its another edge is active }
stack_push(l); activated := TRUE;
else
l.active := TRUE;
if u.color = WHITE then
visite_node(u,timestamp);
else { found a back edge };
if stack_empty() then
valid_proof = FALSE;
else
1 := stack_top();
if min(l.el.delta,l.e2.delta) < u.delta then { Scenario 5 }
valid_proof := FALSE;
if e.volatile then
if activated then
l.active := FALSE;
else
stack_pop() ;
e.color = BLACK;
end loop;

v.color := BLACK;
timestamp = timestamp+1;
end.
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Abstract. The first order logic Ring(0, +, %, <) for finite residue class
rings with order is presented, and extensions of this logic with generalized
quantifiers are given. It is shown that this logic and its extensions cap-
ture DLOGTIM E-uniform circuit complexity classes ranging from AC®
to TCP. Separability results are obtained for the hierarchy of these logics
when order is not present, and for Ring(0, +, %, <) from the unordered
version. These separations are obtained using tools from class field the-
ory, adapting notions as the spectra of polynomials over finite fields to
sets of sentences in this logic of finite rings, and studying asymptotic
measures of these sets such as their relative densities. This framework of
finite rings with order provides new algebraic tools and a novel perspec-
tive for descriptive complexity.

1 Introduction

We study the first order logic for finite residue class rings, denoted Ring(0, +, %),
and extensions of this logic with built-in order < (denoted by Ring(0, +, x, <)),
and generalized quantifiers (modular quantifiers 379, and majority M, denoted
respectively by Ring(0, +, x, <)+ MOD(q) and Ring(0, +, x, <)+ M ). The struc-
tures for these logics are the finite residue classes Z,, (m positive integer) with
modular addition and multiplication. We show that the expressive power of this
logic, in the presence of built-in order, coincides with the first order logic for the
standard finite models with arithmetic operations as considered in [6J§]. There-
fore, from the descriptive complexity perspective, the computational complexity
classes that can be described with these algebraic models are the DLOGTIM E-
uniform circuit complexity classes, consisting of circuits of constant depth and
polynomial size for which a description can be efficiently computed from the size
of their inputs [§].

The perspective of finite residue class rings as instances of problems in these
circuit complexity classes allow us to use the extensive algebraic machinery
proper of finite rings and fields of integer polynomials, algebraic number the-
ory and, in general, tools from class field theory to study expressibility problems
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in these logics. More specifically, we use the notion of the prime spectrum of a
sentence, defined as the collection of primes p such that the sentence holds in
Z,. Using classical results of Ax and Lagarias [II2J10] on the nature of these
sets of primes for sentences in Ring(0,+,*), we separate Ring(0,+,*) from
Ring(0,+,%) + MOD(q) (for every natural ¢ > 1). Moreover, we use a much
studied asymptotic measure associated with infinite sets of primes, the so-called
natural density, together with a result of Friedlander and Iwaniec [7] on the na-
tural density of the set of prime values of polynomials, to separate Ring(0, +, %)
from Ring(0,+, *, <). The previous results suggest that the notion of density
of prime spectra may be useful to separate subclasses of Ring(0, +,*, <) + M.
To further that aim, we study the behavior of the density of the spectra of sen-
tences in Ring(0,+,*,<) + MOD(q) and prove that there exist sentences in
this extended ring logic whose prime spectrum has no natural density.

2 Preliminaries

We are interested in the uniform version of the circuit complexity classes ranging
from AC? to TCP. Recall that AC? is the class of languages accepted by polyno-
mial size, constant depth circuits with NOT gates and unbounded fan-in AND
and OR gates. Extending AC? circuits with unbounded M OD,, gates, for a fixed
integer ¢ > 1, one obtains the class ACC(q). For each integer ¢ > 1, a MOD,
gate reads its boolean input and returns a 1 if the sum of the input bits is divisi-
ble by ¢ (i.e. the sum is equal to 0 mod ¢); otherwise it returns 0. Joining together

all the ACC/(q) classes we get the class ACC, that is, ACC = U ACC(q). On

q>1
the other hand, extending AC? circuits with unbounded M AJ gates one obtains
the class TC?. A M AJ (or majority) gate returns a 1 if the sum of n bits given
as input is greater or equal to n/2; otherwise it returns a 0. The languages de-
cided with the use of MOD, gates can be decided by using M AJ gates instead.
This fact, together with all given definitions of these circuit classes, give us for
all ¢ > 1 (cf. [4],[8])

AC® C ACC(q) € ACC C TC®

A circuit family is uniform if a description of each circuit can be computed ef-
ficiently from the size of the input; otherwise it is non-uniform. The uniformity
condition is crucial to relate time and space complexity with size and depth, the
measures for circuit complexity, since it can be shown that in the non uniform
setting there are sets with trivial circuit complexity that are not recursive (see
[5]). However, many important lower bounds are only known for the non uni-
form classes (see the survey []), and the challenge is to translate these to the
uniform setting or find new methods that work for showing lower bounds within
uniform circuits.

Our approach to circuit complexity is through finite model theory, and as a
consequence we are working with circuit classes that are DLOGTIME-uniform,
for as it has been shown in [3], the languages in DLOGTIME-uniform circuit
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classes ACY to TCY are definable in first order logic with built-in arithmetic
predicates and some generalized quantifiers. This works as follows. Consider
first the basic logic FO(<, ®, ®), which is first order logic with built-in order
relation <, and two ternary predicates @ and ®. In a finite model for this logic,
denoted here as A,;, (m is the cardinality of the model, and its universe is
[An| ={0,1,...,m — 1}), the interpretation of < on A, is as a total ordering
on |A,|, and the interpretations of @ and ® are as truncated addition and
multiplication (e.g. any pair of elements that add up -or multiplies- to a quantity
greater than m is not a defined triple). Consider further the following generalized
quantifiers:

(G1) Modular quantifiers, 3() which for integers 7 and ¢, with 0 < r < ¢, and
first order formula ¢(x), the quantified formula 39 z¢(x) holds in A,, if
and only if the number of values for z that makes ¢(x) true is equal to r
modulo gq.

(G2) Majority quantifier, M, which for first order formula ¢(Z, z) with one free
variable z, (M z2)¢(@, z) holds in A, if and only if ¢(a, z) is true for more
than half of the possible values for z.

Let FO(<,®,®) + MOD(q), for a fixed integer ¢ > 1, be the logic FO(<, @, ®)
extended with modular quantifiers with moduli ¢; that is, the set of first order
formulas as before plus the quantifiers 39 with 0 < r < g.

Let FO(<,®,®)+MOD = | J(FO(<, ®,®)+MOD(g)), and FO(<, &, ®) + M

q>1
the logic extended with the majority quantifier M. Barrington et al proved

Theorem 1 ([3]). The languages in DLOGTIME-uniform class C are exactly
those definable in the logic L, where C is ACY, ACC(q), ACC or TC®, and L is
FOL,®,®), FO(L,®,®)+MOD(q), FO(<,®,®)+MOD or FO(<,®,®)+M,
respectively. a

3 The Logic of Finite Residue Class Rings and Uniform
Circuit Complexity Classes

In this section we define the first order logic for finite residue class rings, and
extensions with modular and majority quantifiers. We use Z to denote the inte-
gers, R for the reals and P to denote the set of prime numbers. For integers a
and b, b =4 a denotes that b is congruent to a modulo d, and (a, b) stands for the
greatest common divisor of a, b. For each m € Z, m > 0, we denote by Z,, the
finite residue class ring of m elements. Z,,, as an algebraic structure, consists
of a set of elements {0,1,...,m — 1}, and two binary functions + and * which
corresponds to addition and multiplication modulo m, respectively.

Definition 1. By Ring(0,+, *) we denote the logic of finite residue class rings.
This is the collection of first order formulas over the set of built-in predicates
{0, +, x}, where 0 is a constant symbol, and + and * are binary function symbols.
The models of Ring are the finite residue class 1ings Zy,, and in each Z,,, the 0

M.al litebooks. cogl
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is always interpreted as the 0-th residue class (modm), and + and * are addition
and multiplication modulo m.

By Ring(0,4,*, <) we denote the logic Ring(0,+,x*) further extended with
an additional (built-in) order relation <. In this extension each finite ring Zy,
1s endowed with an order of its residue classes, given by the natural ordering of
the representatives of each class from {0,1,...,m — 1}. Also, in this case, the
constant 0 represents the first element in this order.

We can further extend Ring(0, +, *) or Ring(0, +, *, <) with modular quantifiers
and the majority quantifier.

Definition 2. For every integer ¢ > 0, we denote by Ring(0,+,*) + MOD(q)
and Ring(0,+, %, <) + MOD(q) the extensions of the logics Ring(0,+,*) and
Ring(0,+, %, <) obtained by the additional requirement that these logics be closed
for the quantifiers 3Dz, for every r =0,1,...,q— 1. These quantifiers are in-
terpreted in Zy, as in (G1). We define Ring(0,+, %) + MOD = Ring(0, +, x) +
Uys0 MOD(q) and Ring(0, +, , <)+MOD = Ring(0, +, *, <)+~ MOD(q).
Finally, we denote by Ring(0, +, *)+MOD~+M and Ring(0, +, *x <)+ MOD+M
the extensions of the logic Ring(0,+, %) + MOD and Ring(0,+, *,<) + MOD
obtained by the additional requirement that these logics be closed for the majority
quantifier Mz, interpreted in Z,, as in (G2).

Our first theorem states that in the presence of a built-in order relation it is
logically indistinct to work with the standard finite models A,,, or with the finite
residue class rings Z,,. The proof of this fact is long and technically involved; so
we state this important result below and postpone the technical details and full
proof to the Appendix.

Theorem 2. For every formula ¢(z1,...,25) of FO(<,®,®), there exists a
formula ®(z1, ..., x) of Ring(0,+, *, <) such that for every finite structure Ay,
and integers ay, . ..,ar < m,
Am = ¢lar, ... ax) if and only if Zy, = P(aq,...,ax).

Conversely, for every formula ¢(x1,...,xx) of Ring(0,+,*, <), there exists
a formula ®(x1,...,x) of FO(<,®,®) such that for every finite structure Zi,
and integers ay, . ..,ar < m,
L = ¢(a1,...,ax) if and only if Ap E P(as,...,ax). O

The result also applies to the respective extensions of the logics with modular
quantifiers and the majority quantifier.

Remark 1. Definability (or expressibility) in the logic of finite rings is given
in terms of the finite residue structures Z,,. That is, whenever we say that a
property of integers P(x) is definable in Ring(0,+,*, <), or any fragment £
thereof, we mean that there exists a sentence ¢ of £ such that for every natural
m, P(m) holds in Z <— Z,, E ¢.

For a given circuit class C, we say that it is definable in the ring logic L if
every property P(z) decidable in C is definable in £ and, for every sentence ¢
in £, the set of natural numbers m such that Z,, = ¢, is decidable in C. a
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As a consequence of the logical equivalence in Theorem [2] any separation result
proved for fragments of Ring(0,+,*,<) + MOD + M can be translated into
a corresponding separation result in fragments of FO(<,®,®) + MOD + M,
with the respective implications to circuit complexity. More specifically, from
Theorem 2] and Theorem [I] we have the following definability of uniform circuit
classes in ring logics.

Theorem 3. 1) DLOGTIME-uniform AC° is definable by Ring(0, +, *, <).
2) DLOGTIME-uniform ACC(q) is definable by Ring(0,+,*,<) + MOD(q),
for every natural q.

3) DLOGTIME-uniform ACC is definable by Ring(0,+,*, <)+ MOD.

4) DLOGTIME-uniform TC® is definable by Ring(0,+,*, <)+ MOD+ M. 0O

4 The Prime Spectrum of a Sentence

In this section we separate the expressive power of Ring(0,+,*) from that of
Ring(0,+,*) + MOD(d) for every natural d > 1.

Definition 3. The prime spectrum of a sentence o of Ring(0, +, %, <)+ MOD+
M is defined as the set of primes Sp(c) ={peP : Z, =o}.

The set Sp(o) was introduced by James Ax in connection with his proof of de-
cidability of the theory of finite fields [2]. In particular, Ax proved the following:

Theorem 4 (J. Ax [2]). The spectrum Sp(o) of any sentence o of Ring(0, +, )
18, up to finitely many exceptions, a Boolean combination of sets of the form
Sp(3t(f(t) =0)), where f(t) € Z[t] is a polynomial with integer coefficients. O

Therefore to characterize the spectra of sentences of Ring(0, +, %) it is sufficient
to analyze the spectra of sentences of the form Jx(f(x) = 0) for polynomials
f € Z[z]. Given a polynomial f(z) € Z[z], we will indistinctly denote by Sp(f)
or Sp(3z(f(x) = 0)) the spectrum of the sentence Jz(f(x) = 0). A basic result
of Schur states that every non constant polynomial has an infinite number of
prime divisors; that is, Sp(f) is infinite for any f € Z[z] \ Z (see [9, Thm. 1] for
an elementary proof of this fact). If f is irreducible then the same can be said
about the complement of Sp(f), namely,

Sp(f)¢ = Sp(Vx(f(z) #0))={peP : Z, = Ix(f(x) =0)}
Thus, we have the following properties of spectra of the form Sp(f).

Theorem 5. (1) For any f € Z[z] \ Z, Sp(f) is infinite.
(2) If, additionally, f is irreducible, then Sp(f)¢ is infinite. O

This theorem justifies to consider two spectra as equal if they coincide in all but
a finite number of primes, and we denote this by Sp(f) =* Sp(g).
Let S denote any system of polynomial congruences such as:

(S): filzr, ..o, 2n) =p 0,0, fn(21, ..y @n) =5 0
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with each f; € Z[z1,...,z,]. Let X(S) be the set consisting of all p € P for
which S is solvable. Let B be the Boolean algebra of subsets of P generated by
all the sets X'(S), and let By be the Boolean algebra generated by sets X(.5),
where the polynomials in S are restricted to have at most k variables, i.e.,

filzr, . o 28) =p 0, .0, fr(x1, ..o, o) =5 0 (1)

The Boolean algebra B corresponds to the collection of spectra of sentences in
Ring(0,+, ) which, by Theorem Hl collapses to its first level B;. Lagarias in
[10] considered this algebra B and gave a characterization of the sets of integer
congruences {p € P: p =4 a}, for given positive integers d and a, that are in B.

Theorem 6 ([10, Theorem 1.4]). For any pair of integers a and d, the set
{peP : p=4a} is in the Boolean algebra B if and only if a is of order 1 or 2
inZq (i.e. a=q1 ora®=41), or (a,d) > 1. |

Rephrasing this theorem in terms of spectra of sentences we obtain:

Theorem 7. For any pair of positive integers a and d, with 1 < a < d, the set
{p eEP : p=4a} is the spectrum of a sentence in Ring(0,+, x) if and only if
a’>=41 or (a,d) > a

We use this theorem to separate Ring(0, +, *) from Ring(0, +, *) + M OD(d) for
d an arbitrary positive integer.

Remark 2. In Ring(0,+,*) + MOD(d) we have that Va < d,

Sp(3*Uz =2)) =" {peP:p=qal}.

Therefore, by Theorem[7] if we can find for every d an 1 < a < d that is relatively
prime to d, and such that a? %4 1, then we have a set of primes definable in
Ring(0,+,*) + MOD(d) that is not definable in Ring(0, +, ). Note first that
if there exists a < p with a® #, 1 then for every a, a? #,= 1. Also note that
for every prime p > 3 we have that 2% = 4 #, 1. Hence, for any prime p > 3
and any « there exist a < p such that (a,p) = 1 and a? #,. 1. Consider
now an arbitrary integer d and its prime decomposition: d = p{'p5? ... pon. If
one of the p; is greater than 3 then there exists a < p; such that (a,p;) = 1
and a® #,, 1. Recall that Zq = Z po1 X Lpoz X .. Zyon . Because of this ring
isomorphism, we will identify the elements of Zq Wlth the corresponding tuples
in7Z, a1 X Zpaz X ... Zpen . Then the element (1,...,a,...,1), with a in the i-th
coordlnate and 1 everywhere else, is relatively prime to d. The only elements that
are not relatively prime to d are the ones of the form (a1, aq,...,a,) where for
some i, a; = 0 or a; :pf with 1 < B < ;. Also note that (1,...,a,...,1)% #4
(1,...,1,...,1). Looking now at powers of 3 and 2, note that 3% =34 9 #p4 1,
and that 22 =32 4 #32 1 so we can repeat the above argument. Hence, for any
d such that there is a prime > 3 that divides d, or 3% or 2* divides d, we have
that there exists a < d such that (a,d) = 1 and a® #4 1. Hence, for such a d,
{p € P: p =4 a} is not expressible in Ring(0, +, *).
We summarize these remarks in the following propositions.
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Proposition 1. For every natural number d # 2°3%,0< a<3,0< 3 <1 and
d > 1, there exists a < d with (a,d) =1 and a® #£4 1. O

Proposition 2. For every natural number d # 2,3,4,6,8,12,24 there exists
a < d such that there is no sentence 0 € Ring(0, +, *) equivalent to 3%%(z = x).
Hence, in terms of expressive power, for every d # 2,3,4,6,8,12,24,

Ring(0,+,*) € Ring(0,+,*) + MOD(d). a

The problem with d = 2,3,4,6,8,12,24 is that for each one of these d, Ya € Z4,
either @ and d are not relatively prime, or a? =4 1. Hence for such integers we
can not use the canonical counterexample above to separate Ring(0, +, %) from
Ring(0,+, )+ MOD(d). However, we have obtained the desired inexpressibility
for these integers through direct combinatorial, yet convoluted, arguments. We
omit the details due to space restrictions, and just point out the general plan of
the proof. For each one of the integer values of d listed above, the key idea is
to express in Ring(0,+,*) + MOD(d) a property of the form {p: p =4~ ¢}, for
some ¢ < d” such that c? #4+ 1 for some integer . Then, from Theorem [ we
can conclude that this property is not expressible in Ring(0, +, *).

Theorem 8. For all integer d # 1, Ring(0,+, ) € Ring(0,+,*) + MOD(d).

5 The Density of the Prime Spectrum of a Sentence

In this section we prove that the expressive power of Ring(0, +, %) is different
from the expressive power of Ring(0, +, %, <). A way of discerning infinite sets

of primes is to compare their relative sizes. Given S C P, the natural density of
S is defined as §(S) = lim M,
t—oo [{p € P:p <t}
that if S is finite then §(S) = 0; and if S and T are two sets of primes such that
S =*T then §(S) = 4(T).
The following observation will be helpful for computing the natural density.
By the Prime Number Theorem, the number of primes less than ¢ is asymptotic

to t/Int. Therefore,

. HpeS:ip<t} Int )

whenever this limit exists. Note

We will also need the following well known theorem on the density of spectra of
irreducible polynomials (cf. [11], §5]).

Theorem 9 (Weak Cébotarev Theorem). If f(z) is an irreducible polyno-
mial in Z[z] of degree n, then §(Sp(f)) =1/n. a

From this theorem it follows that every element of the Boolean algebra B; has
rational density, and it is 0 if and only if the set is finite. Together with Ax’s
result (Theorem M) we obtain:

Theorem 10. The spectrum of any sentence in Ring(0,+, ) has rational den-
sity, and this density is O if and only if the spectrum is finite. O
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We are going to prove that this is not the case for the spectra of sentences in
Ring(0,+, %, <). More specifically, there exists sentences o € Ring(0, +, *, <)
such that the density of Sp(o) is zero, but the cardinality of Sp(o) is infinite.
An outstanding result by Friedlander and Iwaniec in [7] states that the poly-
nomial f(z,y) = 22 + y* has infinitely many prime values. More specifically,

Theorem 11 ([7]). There are infinitely many primes p of the form p = a®+b*,
for integers a and b, and the number of these primes p < t is O(t3/4). O

Using this result and ([2]) we obtain that the density of the set of primes
FI:={pcP:p=d*+b* abcZ}

Int
is of order tlim t?ﬁ = 0. By Theorem [I0 the set F'I cannot be the spectrum of
—00
a sentence in Ring(0,+, ). It remains to show that the set FI is definable in

Ring(0,+, %, <). We can in fact show a stronger result.

Theorem 12. Consider a polynomial in Z[x,y] of the form f(z,y) = h(z) +
9(y), with n the degree of h and d the degree of g. Assume that n,d > 1 and
that the leading coefficients of h(x) and g(x) are positive. Then there exists a
sentence ¢ € Ring(0,+, %, <) such that for almost every natural m:

Zm = @5 if and only if “m is prime and there exists naturals a,c < m such
that f(a,c) =m”.

Proof Sketch. The ith derivative of h(z) is a polynomial of degree n — ¢ with
positive leading coefficient, hence eventually increasing. Then, for some M, the
functions ¢, h, and the derivatives h(Y), () ... h(") are strictly increasing and
positive in [M, +00), and for every x > M, h(x) > h() (z)+ % +...+ %
Fix m > M + 1. Then, for every pair of integers b + 1,c € (M, m), if Z |E
h(b)+g(c) <m < h(b+1)+g(c) then h(b+ 1)+ g(c) —m < h(b) + g(c) < m. It
follows that for every M < ¢ < m the smallest value M < b+ 1 < m for which
Z = h(b+ 1)+ g(c) > m can be characterized as the smallest value b > M such
that Zn, = h(b+ 1) + g(c) < h(b) + g(c). This last statement is expressible in
Ring(0, 4+, x, <) by a formula ¥ (b, ¢). Putting together the previous observations

we obtain that for every m > M:
Ly, = 3b, c(p(byc) AN f(b+1,¢) =0) iff Z = 3b, c(b,c < m—1A f(b+1,¢) =m).0
As a corollary of this theorem we obtain:

Theorem 13. Ring(0,+, x) is properly contained in Ring(0,+, x, <). O

6 On the Existence of Spectra without Density

The results of the previous section suggest that the notion of density may be
useful for separating fragments of Ring(0, +, *, <) + MOD + M. Therefore we
study the behavior of the spectra for sentences in Ring(0,+, *, <) + MOD. We
first show that the addition of order to Ring(0, 4, %) enriches so much this logic
that we can code the modular semantics of Ring(0, +, *, <) within itself.
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Theorem 14 (Coding Theorem). For all o(Z) in Ring(0,+,*, <) there ex-
ists a formula TRAN,(T,y) in Ring(0,+,*, <) such that for every natural m,
for any b < m and any tuple @ < b <m, Zy = p(a) <= Zn = TRAN,(a,b).

Proof. The proof is by induction in formulas, and is given in the Appendix. 0O

Remark 3. A similar theorem holds for any fragment of Ring(0, +, *, <)+MOD+
M that contains Ring(0, +, *, <). O

Remark 4. In the rest of the section, when describing the spectrum of a sentence
as Sp(0) = {pn}new we assume that py <pa < ... <p, <... O

The second ingredient is to focus on sentences in Ring(0, +, *, <) that are “thin”
in the following sense.

Definition 4. A sentence 0 in Ring(0,+, *, <)+ MOD+M has a thin spectrum
if |Sp(0)] = w and there exists a real number r > 2 such that when listing the
elements of Sp(0) as p1 < pa < ... < pp < ..., we have that for almost all
natural numbers n, rp, < Ppyi-

Essentially the spectrum of a sentence is “thin” if the distance between consec-
utive primes in the spectrum increases exponentially.

Ezample 1. For every ¢ prime, let FIRSTPRIM E, be the property that says:

The cardinality of the structure is a prime number p and, if ¢* < p < ¢*+!

for some positive integer k, then there is no prime h such that ¢* < h < p.

Since Ring(0, 4+, %, <) = FO(<,®,®) it is easy to see that the property “z is a
power of y” (i.e., the usual exponentiation in Z) is definable in Ring(0, +, x, <).
It follows that FIRSTPRIME, is definable in Ring(0, +, *, <). On the other
hand, one can see that for ¢ > 6, FIRSTPRIM E, has thin spectrum. a

Definition 5. For a positive integer x, w(x) = |{q € P: ¢ < x}|. By extension,
for a given sentence o, we define n,(x) =|{g€P:q<xANZ=}|

Using the fact that the function F'(x) = % is strictly increasing in R, observe
that if the spectrum of a sentence € is thin, with Sp(0) = {pn}new, then for
almost all natural numbers n we have that

(me) > () ) 7 ()

In(pn)

These inequalities, together with the Prime Number Theorem, give us a charac-
terization of thin spectra in terms of the numbers 7 (py,):

Proposition 3. For a sentence 0 with thin spectrum Sp(0) = {pn }new we have
that, for almost all natural numbers n, 2m(pyp) < T(Pr+1)- O
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Our main interest on sentences with thin spectrum is that, in the modular logics
Ring(0,+,*, <)+ MOD(q) (¢ natural number), they generate sentences without
natural density. We begin by looking at the logic Ring(0,+,*, <) + MOD(2).
Consider the sentence PRIM E in Ring(0, +, *) which says that the size of finite
ring model is prime (it is enough to say that every element has a multiplicative
inverse). By Theorem [[4] and Remark [3 for every sentence 6 in Ring(0, +, *, <)
+MOD, we have that TRANy is the coding of 6 in the residue classes.

Theorem 15. If 0 is a sentence in Ring(0,+, *, <) + MOD(2) with thin spec-
trum then the spectrum of the sentence

P :=PRIME A 302y (TRAN@(Z’) A TRANPR[N[E(I'))
has no density. Note also that 1 is a sentence in Ring(0,+,*, <)+ MOD(2).

The sentence 1 above essentially says: “The size of the model is a prime ¢ and
the number of primes p < ¢ such that Z, = 6 is even”. This sentence has no
density because the increasing sequence of all primes alternates between intervals
of exponential length where any prime in it satisfies ¢, followed by intervals of
exponential length where no prime in it satisfies 1. Thus the limsup of the
density of v is strictly greater than 1/2 but the liminf is strictly less than 1/2.
The full proof of this theorem is in the Appendix. Since Example [l gives us a
thin sentence in Ring(0, +, *, <) we then have

Corollary 1. There exist sentences in Ring(0, +, x, <)+ MOD(2) whose prime
spectrum has no density. O

The previous result can be generalized to Ring(0,+, x, <) + MOD(q), for every
integer ¢ > 1; hence showing that in these logics we have sentences whose prime
spectrum have no density.

7 Final Comments

We have established the separation of subclasses of Ring(0,+,*,<) + MOD
using results from number theory and the notions of prime spectra of sentences

and their natural density. Given the fact that separation of Ring(0, +, *, <) from
Ring(0,+, %, <) + MOD(2) will yield that

DLOGTIM E-uniform AC® # DLOGTIM E-uniform ACC(2),

and that similar separations for fragments of the logic Ring(0, +, *, <)+ MOD+
M will yield separations for DLOGTIME uniform classes such as TC® and
ACC, we believe that it is relevant to understand the prime spectra of sentences
in Ring(0, 4+, *,<) + MOD + M. Of particular interest to us are the following
questions:

— Does every spectrum in Ring(0,+, *, <) has a density? If that is the case,
then this would separate this logic from Ring(0, +, *, <) + M OD(2) because
of Theorem
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— What can be said of the spectrum of a sentence in Ring(0,+, *) + MOD(n)
for n positive integer? The goal here is to separate Ring(0, +, %) + M OD(n)
from Ring(0, +, %) + MOD(m), for m # n positive integers.

— What can be said of the spectrum of a sentence in Ring (0, +, x, <)+ M? We
expect these sets to be much more “wild” that the spectra of sentences in
Ring (0, +, %, <) because of the expressive power of the majority quantifier.
Thus we believe that a different concept from natural density should be used
to study these spectra.

Acknowledgements. The authors gratefully acknowledge the fruitful com-
ments of the three anonymous reviewers that lead to an improvement of the
original manuscript.
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Appendix

We now proceed to prove that the expressive power of FO(<, ®, ®) is contained
in the expressive power of Ring(0, +, *, <). Recall that the built-in predicates of
FO(<, @, ®) are an ordering relation and two ternary relations: ®(x,y, z) and
®(z,y, 2), interpreted in finite models A,, as truncated natural addition and
multiplication. We have to see how to interpret these predicates in the arithmetic
of residue classes.

Lemma 1. There exists first order formulas ADD(z,y,z) and PROD(x,y,z)
of Ring(0,+, %, <) such that for every structure An, of FO(<,®,®), for every
a,b,c <m, Ap, |E ®(a,b,c) if and only if Z,, E ADD(a,b,c), and

Apm = ®(a,b,¢) if and only if Z,, = PROD(a,b,c).
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Proof. Note that in any model A,,, for any three elements a,b,c € A, An =
®(a, b, c) if and only if Z,, = a+b=cand forevery 0 <y < b, Zp, = a+y #0.

Note now that for any two elements d < e < m, if Z = e +d > m then
the reminder of dividing e + d by m is actually less than e, i.e Z,, EFe+d <e.
Thanks to this observation we have that for any three elements a, b, c € A, with
a,b# 0, A, E ®(a,b,c) if and only if Z,,, FEaxb=cand Z,, Fa<ax2<
a*x3 <...<axb. It follows that the desired formulas are the following:

ADD(z,y,z) = (x+y=2AVr <z(y+r #0))
PROD(z,y,z) i =(x=y=2=0)V((x£0Ay #0)A
(xxy=2)AVr<ylzxr<z*xr-+r)) O

The rest of this section is devoted to prove that the expressive power of Ring(0,
+, *, <) is contained in the expressive power of FO(<, @, ®).

We begin by showing how to simulate the modular addition in FO(<, 6, ®).
Suppose we are in Z,,, and let a,b < m. If a+b = ¢ < m then the sum (mod m)
of a and b coincides with the natural addition, that is, A, E ®(a,b, c). However,
if a+b > m then a+b=m+ ¢, with ¢ < m, and a + b =,, c. In this case
note that a +w = m and b = w + ¢, for some w < m. Thus, we can describe
in FO(<,®,®) the statement Z,, = a + b = ¢, whenever a + b > m, by a first
order expression that says that for some w, a + w = m (the cardinality of the
model), and b = w+ ¢, the latter being a natural sum (i.e. in A,,). We formalise
this idea below.

Lemma 2. There exists a formula SUM(z,y,z) of FO(<,®,®) such that for
every model Ly, of Ring(0,+,x, <), for every a, b, c < m,

ZmEa+b=c < A, = SUM(a,b,c)
Proof. Consider the following formula in FO(<, @, ®) of free variables z and y
COMP(z,y) = (Vu < yFw(®(z,u,w))) AVw(= & (z,y,w))

that says that y is the first element of the model such that Vz— @ (x,y, z). Then,
for a,b < m, A, = COMP(a,b) <= a+b=,,0, and we have
SUM (z,y,z) :=®(x,y, 2) VIw(COMP(z,w) A ®(w, z,y)). O

Next we show how to simulate the modular multiplication in FO(<, ®, ®). Let us
first explain the intuition behind. Our goal is to show that the modular operation
ab =, ¢ can be described by formulas of FO(<, ®, ®). To achieve this goal we
shall show that we can decompose a and b in the following form: pick the least
u < m such that u2 > m, and write a = kju+1%, and b = kyu + to, for some
ki, ko, t1, t2 < u. Note that u does not depend on a or b, but the decomposition
above does depend on u. Then ab can be decomposed as

ab=,, (k:1u + tl)(kigu =+ tz) = (k‘ﬂ{?g)uz + (k‘ltz)u =+ (k)gtl)u + t1to

Since k1ka, kite, kat1, kot; < m (by the way we chose u), these products are all
describable in FO(<, ®, ®). Finally, we show that for any h < m, the products hu
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and hu? are definable in FO(<, @, ®). The key in this last step is to decompose
u as (u— 1) + 1, and decompose u? =,, su+t, for s = 0,1 and ¢t < u. This last
expression follows by the characteristics of u. Then use these decompositions of u
and u? to decompose further (kyks)u?+ (kita)u+ (kot1)u-+tite into summands
so that each will be expressible in FO(<, @, ®), and then invoking Lemma [
we get that this sum, and hence the modular product ab =, ¢, is expressible in
FO(<, @, ®). We now present the formal details.

Lemma 3. Let m be a positive integer. Let u be the smallest positive integer
such that v < m and u? > m. Then:

1. u is definable in FO(<,®,®).

2. There exists s € {0,1} and w < u such that u* =, su+ w. Furthermore the
statement u® =, su +w is definable in FO(<,®,®).

3. For every a,b < m, there exists k1, ko, t1, to < u, such that a =, kyu+t, and
b =, kou+ts. Furthermore, the statements a =, kiu+t1 and b =, kou+1to
are definable in FO(<, 8, ®).

Proof. 1. Consider the following formula of FO(<,®, ®) in the variable u:
ROOT (u) :=Vt < uw(®(t, t,w)) AVw(— @ (u, u, w)) (3)

Then, for an element w in A,,, A, E ROOT(u) if and only if u is the
smallest element of A,, such that u? > m.

2. Since (u—1)? < m < u?, then if we divide u? by m we get u? = km + r, for
some k < m and some 7 < u? — (u —1)? = 2u — 1 < 2u. Hence, r = su +w
with s € {0,1} and w < u. Note finally that u? =,, su +w with s € {0,1}
and w < wif and only if (u—1)u+(1—s)u =,, w. Since the result of each one
of these products is less that m, and we proved that addition modulo m is
definable in FO(<, ®, ®), we can conclude that the statement u? =, su+w
with s € {0,1} and w < u is definable in FO(<, ®, ®).

3. If a,b < wthen a = 0u+a and b = Ou+b. If @ or b > u then the expressions
follow by simple division by « (which is definable in FO(<, ®,®)) and by
using the fact after division ki, ko, t1,t2 are less than w so that that the
products kiu, kou are directly definable using ® . The expresibility of these
formulas in FO(<, @, ®) is left to the reader. a

Lemma 4. Let m and u be as in the previous lemma. For every a,c < m, the
modular relations au =, ¢ and au® =, ¢ are expressible in FOL,®,®).

Proof. We have that au =, c if and only if

Judky, ty (/{21 <uNt < U/\ROOT(U) ANa =y kiu+ti Ae=, (k‘1u—|—t1)u) iff
Judky, ty (/{21 <uNt < U/\ROOT(U) ANa =y kiu+ti ANe=,, /{21’11,2 +t1u) iff
Huak)l,tl(/ﬁ <uNt < U/\ROOT(U) ANa=py kiu+t1 A

s, u,w(s=0Vs=1Aw<uAu?=,, su+wAc=,, ki(sut+w)+tiu)) iff
EIuEIkl,tl(kl <uNt < U/\ROOT(U) ANa =, kiu+1t A
s,u,w(s=0Vs=1Aw<uAu?=,, su+wAc=, ksu+kw+tiu))

M.al litebooks. cogl
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From the above equivalence and from Lemmas 2l and [B] we can conclude that
au =, ¢ is expressible in FO(<, @, ®). Analogously, note that

au’® =,, ciff Fk1,t1(k1 <u Aty <uAROOT(u) A
a =m kru+t A (ke + tl)u2 = ).

As in the previous case, note also that

c=m (kiu+t)u? iff Is,u,w(s =0Vs=1Aw<u
Au? =, su+wAc=y (kiu+t)(su+w))

and this last statement is equivalent to

ds,u,w(s=0Vs=1Aw < uAu® =, su+wAc =, kisu? +it1su+ kiwu+tiw)
which in turn, replacing u?, is equivalent to

s, u, w(s = 0Vs = 1Aw < uAu? =, sutwAc =, k1 s(sutw)+t; su+kiwuttiw)

From LemmasP and Bl we conclude from this expression that the relation au? =,,
c is also definable in FO(<, ®, ®). 0

We can now show that the modular product is definable in FO(<, @, ®).

Theorem 16. For every a,b,c < m, the modular product ab =, c is definable
in FO(L,®,®), i.e., there exists a formula PROD(x,y,z) of FO(<,®,®) such
that for every model Z, of Ring(0,+,*, <), for every a, b, ¢ < m,

Zm Eaxb=c < A, = PROD(a,b,c)

Proof. ab =,, c if, and only if, for the smallest u < m, for which u? > m, there
exists ki, t1, ko, to < u such that a =, kyu + t1 and b =,,, kou + t2, and

cC=m (kzlu + tl)(kgu -+ tz) =m (klkg)u2 + (k?ltg)u + (tlkg)u + t1to

By Lemma [ the relations (k1k2)u? =, z, (kit2)u =, y and (t1k2)u =,, z are
all definable in FO(<, ®, ®); u is definable and also the relations a =,, k1u + t1
and b =, kau+to are definable in FO(<, @, ®). Using Lemma 2] we can obtain a
definition for the relation ab =, ¢ in FO(<, @, ®) with a, b, ¢ as parameters. O

Proof of the Atomic Case for the Coding Theorem (Theorem [14]).
Case: Modular congruence. Fix an arbitrary natural m and three elements x, v,
z < m. We need to code the statement z =, z into Z,,. First consider the formula
in Ring(0,+,*,<): DIV (z,y, z,w) := (®(y,z,t) A D(t,w,2) NO < wAw < z,
which expresses the Euclidean division of x by y with quotient z and remainder
w (Recall that FO(<, @, ®) = Ring(0, +, x, <), hence the relations ® and ® are
definable in Ring(0, +, *,<)). Then the formula

MOD(z,y,z) :=3s,w,r(DIV(x,y,s,7) ANDIV(z,y,w,r)).
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that says that the remainders of dividing = by y, and z by y are the same, is
such that for every natural m, for every a,d < ¢ < m,

Zc=a=d <= Zn EMOD(a,c,d).

Case: Modular addition and multiplication. Fix an arbitrary natural m and three
elements z,y, z,w < m. We need to code the statements x +w =, z and zy =, 2
into Z,,. This is accomplished by the formulas: MOD(x + w, y, z) and
MOD(x xw,y, z). More precisely, we have that for every a,b,d < ¢ < m,

ZeEatb=d < Zp = MOD(a+b,c,d)
and Z. Eaxb=d < Z,, = MOD(ax*b,c,d).

Case: Linear order. Fix an arbitrary natural number m, and three integers
z,y,z < m. We need to code the statement: Z, = = < z. This is accomplished
by the following formula:

ORD(z,y,z) :=Ja,bla <b<yANMOD(a,y,z) N MOD(b,y, z))

which says that a =, x and b =, 2z and a < b < y. More precisely, we have that
for every natural m, for every naturals a,c < b < m,

Zy =a <c <= Zp|=ORD(a,b,c).

This completes the proof of the atomic case for the Coding Theorem. Next
the conjunction, negation and existential expressions follow directly from the
appropriate constructions. Assuming the TRAN process has been defined for
formulas ¢(T), ¥ (T), 0(T, z) we define:

— TRANyno(T,y) := TRANy(Z,y) N\TRAN, (T, y).

— TRAN_.d,(T, y) = ﬁTRANw(T, Y).

— TRAN=2,(T,y) := 32 < yTRANy(T, 2, y). |
Proof of Theorem
A ring model Z,, satisfy ¢ if and only if m is prime and the number of primes
g < m such that Z, = 6 is even. Let p1 < p2 < ... < p, < ... be the primes
in Sp(#), then Z,, = ¢ if and only m = p, for some prime p, and there exists
an integer j such that ps; < p < paji1. Likewise, Z,, = —¢ if and only if m is
not a prime, or if it is a prime, say p, then there exists an integer j such that
DP2j—1 < p < paj. Observe that

Ty (par) = Ty (Par—1) + {p € P : por—1 < p < par AN Zyp |= ¥}

and since no prime p, such that pap—1 < p < pox, can generate a model Z, of
1, we have that |[{p € P: pap—1 < p < por A Zy |= ¢}| = 0, and in consequence,
Ty (p2r) = Ty (P2k—1)- Using that Sp(f) is thin we have that for all integer k,

Ty (p2r) (Ww (ka—l)) for almost all & < 1
7(p2k) 7(pak) 2
Ty (P2k41) > T(pak+1) — Ty (P2k) _ (1 _ Ty (D2k) > for almost all S 1
T(p2ky1) T(P2r+1) T(P2k+1) 2

We then have that lim,, o T:;”((nr;) does not exists. O
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Abstract. We propose an expressive but decidable logic for reasoning
about quantum systems. The logic is endowed with tensor operators to
capture properties of composite systems, and with probabilistic predica-
tion formulas PZ"(s), saying that a quantum system in state s will yield
the answer ‘yes’ (i.e. it will collapse to a state satisfying property P) with
a probability at least r whenever a binary measurement of property P is
performed. Besides first-order quantifiers ranging over quantum states,
we have two second-order quantifiers, one ranging over quantum-testable
properties, the other over quantum “actions”. We use this formalism to
express the correctness of some quantum programs. We prove decidabil-
ity, via translation into the first-order logic of real numbers.

1 Introduction

This paper introduces a powerful new logic for reasoning about quantum com-
putation. Our Quantum Probabilistic Dyadic Second-Order Logic (QPDSOL)
is expressive enough to capture superpositions, entanglements, measurements,
quantum-logical gates and probabilistic features; it can express the correctness
of a wide range of complex quantum protocols and algorithms; but at the same
time it is logically tractable, in the sense of being decidable.

It is well-known that “classical” First-Order Logic is undecidable, and more-
over that “classical” Second-Order Logic, as well as its monadic and dyadic
fragmentfﬂ are not even axiomatizable. By moving to the quantum world, it is
natural to extend the range of first-order quantifiers to quantum “states” (i.e.
superpositions of classical states), while at the same time it is natural to restrict
the range of monadic second-order quantifiers to quantum-testable properties
(closed linear subspaces of the state space), and to similarly restrict the range
of dyadic second-order quantifiers to quantum “actions” (linear maps between
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state spaces). Indeed, it is widely accepted in the literature on Quantum Logic
and on Foundations of Quantum Mechanics that quantum-testable properties are
the only experimentally meaningful properties of a quantum system: any other
(non-testable, non-linear) properties have no physical/experimental meaning in
a quantum setting. Similarly, it is widely accepted in quantum computation that
all meaningful quantum programs are obtainable by composing quantum gates
(unitary maps) and quantum tests (measurements), and thus are quantum “ac-
tions” in the above sensel So restricting the interpretations of the unary and
binary predicates as above is a natural thing to do in a quantum setting: it
only restricts the second-order quantifiers to properties/actions that are physi-
cally meaningful. The resulting logic is indeed the natural “quantum analogue”
of classical (dyadic) second-order logic!

Surprisingly, this quantum analogue turns out to be much more tractable
than its classical counterpart: the above well-justified and natural restrictions of
range are enough to restore full decidability, even after the addition of “exotic”
features such as probabilistic predication and tensors!

In a sense, this is not as surprising as it may first appear. Our semantics for
second-order logic is “non-standard”: not all sets of states (whose existence is
guaranteed by the standard axioms of Set Theory) are accepted as “predicates”.
The second-order quantifiers are thus restricted to a limited range of predicates.
Such non-standard variations of second-order logic have been studied before.
Henkin’s weak semantics for second-order logic [11] involves a restriction on the
range of the second-order quantifiers (to some model-dependent class of admis-
sible predicates), that restores the axiomatizability of the logic. Some variants of
monadic second-order logic (for very restricted models) are even decidable [14].

But these classical results are conceptually very different from ours: none of
these weaker logics can be considered to be a genuine and natural variant of
second-order logic. In particular, Henkin’s semantics (restricting second-order
quantifiers to some arbitrary collections of subsets of the state space) is not a
independently-justifiable restriction. It does not even provide a unique, canon-
ical way to restrict the quantifiers (but a model-dependent one). In contrast,
our restriction of quantifiers to quantum-testable properties (and quantum-
performable operations) is natural, canonical (providing a unique collection for
each dimension) and amply justified on independent grounds by a whole body of
literature in Quantum Logic, Foundations of Quantum Mechanics and Quantum
Computation.

2 The converse is not obvious, and may even fail in practice. But from a theoretical
perspective, one can argue that the converse is true in a sense: for any quantum
action (linear map) f between systems H and H' there exists an entangled state
sf in H ® H' with the property that, if a local measurement performed on the H-
subsystem of (a system in state) sy yields state x, then after that a local measurement
on the H'-subsystem will yield the result f(z). In this way, any such action f can be
physically computed, in principle: first, prepare a large number of entangled states
s¢; then perform local measurements on the H-subsystem until one of them yields
the desired input value z; and then perform a measurement on the H’-subsystem,
yielding the output-value f(z).
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Indeed, seen from the perspective of the quantum world, our “non-standard”
semantics looks like the “true” semantics of second-order logic: it only eliminates
the predicates that are “physically meaningless”. Moreover, while in a sense being
a restriction of the classical (standard) semantics, in a different sense this can
be thought of as an extension of the classical semantics! Indeed, one can argue
that, if we restrict ourselves to classical states (i.e. n-long tuples of bits |0) or
[1), for any dimension n) then all the standard predicates of such classical states
are realized as quantum-testable predicates (and hence fall within the range of
our second-order quantifiers): for every set A C {|0),|1)}™, there exists a unique
quantum-testable predicate (linear subspace@) Py C ’H%Z’" such that a classical n-
state s € {|0), |1)}" satisfies P4 iff it belongs to the set A. So, insofar as classical
states are concerned, our range restriction for second-order quantifiers is not a
restriction at all: their range really includes (quantum counterparts of) every set
of classical states. It is only when we look at non-classical (superposed) states
that we see that the quantifier range is restricted (though in a natural way).

In conclusion, regardless of whether one considers it as a natural restriction of
the classical semantics for (predicates of) quantum states, or as a huge extension
of the classical semantics for (predicates of) classical states, we can still safely
claim that our logic really is the correct quantum (and probabilistic) counterpart
of the classical (dyadic) second-order logic.

As a consequence, we think that our decidability result is a significant contri-
bution to the logical understanding of quantum mechanics: it shows in essence
that, whereas the natural formulation of (dyadic) second-order logic in the clas-
sical world is undecidable, the natural formulation of (dyadic) second-order logic
for the quantum world is decidable.

The fundamental reason for this tractability is the one severe constraint put by
quantum mechanics on the “meaningful” properties and actions: linearityl Once
again, this does not really restrict the predicates/actions as far as classical states
are concerned (since any two classical states of the same space are orthogonal
to each other, a classical state cannot be written as a linear combination of
other classical states). But linearity does constrain the behavior of “meaningful”
predicates/actions on superposed states. And, in the end, linearity allows the
reduction of all the “meaningful” second-order objects (predicates/actions) to
their underlying linear expressions: matrices of (complex) numbers.

So this natural (and physically-imposed) linearity constraint reduces thus our
quantum version of second-order logic to the first-order theory of complex num-
bers. And now, a classical result comes to our help: while first-order logic is in
general undecidable (and the first-order theories of many useful structures, such
as the ring of natural numbers, are not even axiomatizable), the first-order the-
ory of complex numbers is decidable. This was pointed out by Alfred Tarski [I7]
as a corollary to the analogue result for the field of real numbers (proved in the
same paper by quantifier-elimination).

3 In fact, this is the linear subspace Pa generated by A.
* For unary predicates: having a linear subspace (not an arbitrary subset) as their
extension; for actions: being induced by a linear map.
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Our decidability proof makes essential use of Tarski’s decidability result, as
well as of the finite dimensionality; it translates effectively the probabilistic
dyadic second-order logic of finite-dimensional quantum systems into the decid-
able first-order theory of reals. This proof method is inspired by the one given
by Dunn et al. in [10], where the traditional (propositional) quantum logic of
any finite-dimensional Hilbert space was proved to be decidable. However, the
result in [I0] required that we first fix a particular Hilbert space (model of a
quantum system) of a finite dimension, so as to translate the logic of the space
into the finitary language of reals, thus limiting the scope of application by fixing
a finite dimension (and hence the number of quantum bits or qubits) throughout
the discourse. In contrast, our logic overcomes this limitation by using types and
tensors in the language, thus accommodating an unbounded number of qubits,
while preserving the logical tractability.

Our results in this paper can be seen as part of a wider on-going effort to-
wards bridging the gap between traditional quantum logic and the theory of
quantum computation. On the one hand, traditional quantum logic (as origi-
nated in [7]) has focused on axiomatics and logical properties of the lattice of
closed linear subspaces of an infinite-dimensional Hilbert space, with the goal
being “to discover the logical structure one may hope to find in physical theories
which, like QM, do not conform to classical logic” [7]. Quantum computation,
on the other hand, concerns encoding and describing computations on the basis
of quantum systems, and involves quantum ingredients such as superposition
and entanglement, in order to perform certain tasks much faster than classical
computers. The underlying theoretical framework for quantum computation is
given by finite-dimensional Hilbert spaces. Among the few treatments of such
finite-dimensional quantum logics and their decidability are the work of [SJI0].

Another contrast between quantum logic and quantum computation lies in the
treatment of “quantum entanglement”. In traditional quantum logic, entangle-
ment has been viewed as a problem-child, posing difficulties to the lattice-theoretic
setting [2I15] (though naturally treatable in a category-theoretical setting [TJI6]).
In quantum computing, however, entanglement is viewed as a computational re-
source, that allows us to go beyond the world of classical computing. Among the
papers that address this part of the gap between quantum logic and quantum
computation are [3I8], and [0, Chapter 17]. Our work strengthens the connection
further. The logic we propose in the following sections—dyadic second-order quan-
tum logic—is fit to deal with multi-partite systems that exhibit quantum entangle-
ment. Equipped with an explicitly typed language, with types for states,
predicates, and actions, with tensor operators connecting them, as well as with
probabilistic predication, our logic allows us to capture all the essential computa-
tional properties of composite quantum systems, and in particular it can encode
the correctness of a wide range of quantum algorithms.

The design of dyadic second-order quantum logic in this paper builds further
on the earlier work of Baltag and Smets on propositional dynamic quantum
logics [5lJ6]. It is well known that standard Propositional Dynamic Logic (PDL),
as well as its fragment called the Hoare Logic, plays an important role in classical
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computing and programming. In particular, PDL and Hoare Logic are among
the main logical formalisms used for classical program verification. The quantum
version of PDL extends the area of applicability to the verification of quantum
programs and quantum protocols. In [6], a quantum dynamic logic was designed
that was expressive enough to prove the correctness of basic non-probabilistic
quantum protocols such as teleportation and quantum secret sharing. The work
of [ used the tools of [I0] to prove the decidability of such a propositional
dynamic quantum logical system. While these results are important, note that
the logic in [4] was unable yet to capture the correctness of any probabilistic
quantum protocols. In this paper, we overcome this limitation and equip our logic
with a probabilistic predication operator, indicating that a state of a quantum
system will collapse to a state having property P with probability at least r
whenever a measurement of property P is performed. This operator allows us to
express the correctness of those quantum algorithms (such as quantum search)
that make essential use of quantum probabilities.

A remark is in order regarding the fact that each given program in our syntax,
and so each given sentence, uses only a given number of qubits (and thus it refers
to a Hilbert space with a given finite number of dimensions). We would like to
stress that our result is much more significant than, say, the decidability of
checking the correctness of a classical circuit of a given size applied to a problem
of given input size. This is because we do not fix the size of the input, but only
the dimension. This point is important, since for a given fixed dimension (greater
than 1) there are infinitely (in fact uncountably) many non-equivalent quantum
states of that dimension (while typically there are only finitely many inputs
of a given size). Hence, the algorithm for deciding satisfiability (on states of
a space of given dimension) cannot simply proceed by exhaustive search over
a finite domain (as in the case of models of bounded size). The correctness
statements presented in this paper really capture the correctness of a program
for uncountably many non-equivalent inputs

2 Preliminaries

According to quantum theory (see e.g. [12]), any quantum system can be de-
scribed by a Hilbert space H of appropriate dimension. Similar to the tradition
of [13], we identify (pure) states of the system with the “rays” in H (i.e. the one-
dimensional linear subspaces of H) and the “impossible state” (zero-dimensional
subspace, which we include as it allows us to discuss only total functions with-

—

out loss of generality). Given a vector |¢) € H, we will write |¢)) for the state
generated by |¢). Given a state space H of some quantum system, we write X

5 Moreover, these correctness statements, even when translated back into the arith-
metic of real numbers, do not boil down to simple equations involving addition and
multiplication of specific real numbers and /or matrices. Instead, they reduce to com-
plex first-order statements in the theory of real numbers, that involve in an essential
way quantification over uncountably many objects. It just happens that (due to
Tarski’s theorem) this theory is still decidable!
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for the set of all states, i.e. the set of all one-dimensional linear subspaces of H
and Oy (where Oy is the zero vector).

Any change of the state of a quantum system can be described by a linear
map on H. There are two important kinds of linear maps: unitary operators
and projectors. A unitary operator U is such that both UTU and UUT are the
identity operator, where (-)' is the adjoint operation on linear maps. In quantum
computation, unitary operators are the counterpart of logical gates in classical
computation. An operator A is a projector, if it is bounded, idempotent, i.e.
AA = A, and self-adjoint, i.e AT = A. Projectors are essential in describing
quantum measurements, which are the only way we extract information from
a quantum system. In this paper, our level of abstraction allows us to consider
not only linear maps on a Hilbert space but also those between different Hilbert
spaces. Every linear map A : H — H' from a quantum system # to a possibly
different system H’ naturally induces a unique function (also denoted by A) from

— e

the set of states Xy to the set of set of states X3/, given by A(|y)) := A(|v)))
for every |¢) € H. An action is any such function A : H — H' induced on state
spaces by some linear map A : Xy — Yy3. We can also define composition,
tensor product and adjoint of actions in a natural way via composition, tensor
product and adjoint of linear maps which induce the actiondd. We will use the
same symbols for operations on actions as those for linear maps.

In this paper, a property of a quantum system with state space H is just a
subset of X3,. However, according to quantum theory, not any subset of Xy
represents a property of the system that can be tested. A property is testable
iff it corresponds to a closed linear subspace W of H in such a way that the
states in the property are exactly those generated by vectors in W. Since this
correspondence is one-to-one and natural, we will always use the same sym-
bol to denote a testable property and its corresponding closed linear subspace.
Moreover, according to linear algebra, closed linear subspaces lie in one-to-one
correspondence with projectors in the following sense:

1. For every projector A on H, ran(A) (the range of A) is a closed linear
subspace of H, and for every vector 1)) € H, |¢) € ran(A) iff A(|)) = [¢).

2. For every closed linear subspace W of H, there is a unique projector on
‘H, called the projector onto W and denoted by ?H(VV)7 such that for every
vector [1)) € H, [v) € W iff 7 (W)([4)) = [v).

The state space of a qubit, the unit of quantum information, is of dimension
2. Given a fixed orthonormal basis {|0),|1)} of the state space of a qubit, the
two states generated by |0) and |1), respectively, correspond to the values 0 and
1 of a classical bit. Given several qubits indexed by elements in a finite set I,
they form a compound quantum system, and the state space for I is the tensor
product ),.; H; of the state space H; for each qubit i € I. A standard way of
obtaining an orthonormal basis of this state space is to take tensor products of
vectors in the fixed orthonormal bases of each H;. It is easy to see that there

6 Note that different linear maps could induce the same action, but the operations on
actions are still well-defined according to linear algebra.
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are 2/ vectors in this basis, and we will index them by elements in /2, the set
of all functions from I to 2 = {0, 1}, in such a way that |f) = ®;cr|f(7)),, for
each f € 12. We call a state of a compound system classical if it is generated by
a vector in this basis. Moreover, we write |0), for ®;cy [0),.

It is well known that an n-dimensional Hilbert space is isomorphic to C™. In
this case, every linear subspace is closed and every operator is bounded. More-
over, every state can be represented by n complex numbers if we pick a vector in
the state as its representative. Every property, identified with its corresponding
projector, can be represented by an n X n matrix of complex numbers. Every
linear map from an n-dimensional Hilbert space to an m-dimensional one can
be represented by an m x n matrix of complex numbers.

In this paper, for generality, we assume that we are supplied with countably
infinitely many qubits indexed by elements in w, the set of all natural numbers,
which we take to be non-negative integers. We further assume that an orthonor-
mal basis has been fixed for each qubit, and we obtain an orthonormal basis for
compound systems consisting of a finite number of qubits by applying the tensor
product in the way just described. Finally, we use Pg,(w) to denote the set of
all finite, non-empty subsets of w. For each 7 € Pxn(w), by 7-system we mean
the quantum system consisting of qubits indexed by elements of 7. Whenever
H., the state space of the 7-system, appears as a superscript or subscript in a
symbol, we simply write 7; for example, we write simply X for Xy, .

Moreover, for each 7, p € Pay(w) s.t. 7 C p, we know from linear algebra that
H, can be canonically embedded into H,, by “padding” all the vectors with |0)’s
for all the extra dimensions. Hence in this paper we write ©,_,, : H, — H,, for
this canonical embedding

97—)/} = Zfef2(|f> ® ‘0>p\7—) <f|

We also write @, : H, — H, for the canonical projection that reverses the
above embedding:

Opsr =2 jera |1) ({(F1 @ (O] 1)

Using the canonical embeddings and projections, one can generalize projectors
to arbitrary dimensions: For every space H, and every closed linear subspace
W, of some other space H,, we can define the generalized projector of H, onto
W,, denoted by ?7(W,), by putting:

(W) = Bpirsp © (7(W,) @100, (01, ) © Orsps

This is a linear map that takes a vector in H, and “projects” it onto W,,.
Physically, this action corresponds to a successful measurement of a p-property
performed on a T-system.

We introduce some notation. Given a binary relation R and a set A C
dom(R) = {z | y.(z,y) € R}, let R[A] = {b | Ja € A.(a,b) € R} be the
direct image of A under R. Given a set B C ran(R) = {y | 3z. (z,y) € R}, we
let [R]B = {a | Vb. (a,b) € R = b € B} be the so-called weakest precondition of



Quantum Probabilistic Dyadic Second-Order Logic 71

B under R. Note that when R is a function instead of a relation in general, [R]B
is sometimes called the inverse image of B under R. In general, given two sets
A and B, we write 4B for the set of functions from A to B. Given a positive
number N, let N ={0,1,..., N —1}. Given a linear map 7', let T be its matrix
representation under the fixed bases.

3 Quantum Probabilistic Dyadic Second-Order Logic

Syntax of QPDSOL. Our language consists of terms (for quantum states),
predicates symbols (for quantum testable properties), and function symbols (for
actions). The language is typed: each of these symbols comes with a type, which
is an element of Pxy(w), indicating the underlying set of qubits involved in that
state, property or action. E.g. terms of type 7 refer to the possible (pure) states
of the 7-system; predicate symbols of type 7 are unary predicates referring to
quantum-testable properties of the 7T-system; function symbols of type 7 — p
are dyadic predicates (restricted to functions) referring to actions. As the types
range over all of Py (w), the entire domain of discourse involves infinitely many
qubits; but each formula involves only finitely many types, each involving only
finitely many qubits, so that a formula can only talk about finitely many qubits.

For each pair of elements 7, p € Pxn(w), we include in the language a countable
set of state variables x, of type 7, a countable set of state constants ¢, of type
7, a countable set of predicate variables p, of type 7, a countable set of predicate
constants Ty of type 7, a countable set of action variables ar_,, of type 7 — p,
and a countable set of action constants C;_,, of type 7 — p. It is assumed that
these sets are pairwise disjoint, and that each of them is indexed by elements in
w without repetition.

Definition 3.1. For any 7, p € Pgn(w), we define by (triple) mutual recursion
the following sets of syntactic expressions: the set Term., of terms of type T
tr o= &7 | Cr | b, @ bry | @psr(tp)

(where 71,72 € Ppin(w) are such that 1 UTe = 7, 71 N2 = 0), the set P, of
(unary) predicate symbols of type T

Pro=p; | Tr |t | ~Pr | Pr O Pr | Pry @ Pry | apsr [B] | [aro)] Py

(where T1,To € Ppin(w) are such that 1 Uty =7, 1 N2 = 0), and the set A;_,,
of function symbols of type T — p

Qroyp 1= Arp | Crsp| 77y | O‘L—w | sy Qs | Qrymspy @ Qs
(where (i, 71, p1, T2, p2 € Ppn(w) are such that m Uty = 7, p1 Ups = p and
71 M Ty :plme :Q))

We write Term for the set U cp, () Term. of all terms, P for the set

UrePﬁn(w) P, of all predicate symbols, and A for the set Ur,pePﬁn(w) A, of
all function symbols. When 7 = p, we simply write P,7 for the function symbol
TP,
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Definition 3.2. We now define by induction the set L of formulas of our logic:

@ u=P2"(t;) |~ | @ A | Vo | Vpro | Vassre

where T € Ppn(w), tr € Term,, P; € Pr andr € [0,1] is a definable real number
(described below before Definition [3-3).

The intended meaning of our basic formula PZ"(t,) is that a quantum system
in state t. will yield the answer ‘yes’ (i.e. it will collapse to a state satisfying
property Pr) with a probability at least r whenever a binary measurement of
property P, is performed. The rest of our logical formulas are built from such
basic formulas using standard Boolean connectives, as well as three types of
quantifiers: first-order quantifiers V., ranging over quantum states, second-order
quantifiers Vp, over quantum (testable) predicates, and second-order quantifiers
Ya,_,, ranging over quantum actions.

The notions of free variables, bound variables, etc. are defined in the standard
way. As usual, a formula ¢ € £ is called closed if it has no free (state, predicate
or action) variables. A pure formula is a closed formula containing no (state,
predicate or action) constants.

Semantics of QPDSOL. Following standard practice, we introduce the notion
of frame (also known as structure in the semantics of first-order logic), by which
we mean a structure that fixes the (state, predicate and action) constants. Then,
given a frame, we define a model on it (also known as an interpretation in
the semantics of first-order logic), which can determine the denotation of each
remaining term, predicate symbol and function symbol. Finally, we define the
satisfaction relation.

Recall that we say that a real number r is definable if there is a formula
@(z) in the first-order language of (R, +,,0,1) such that (R,+,-,0,1) = @[r] A
Va(p(x) — x = r). We also say that a complex number z is simple if z = a + bi
for definable real numbers a and b. Extending the terminology, we say that a
state of the 7-system, a testable property of the 7-system and an action from
the 7-system to p-system are definable if they can be represented under the fixed
basis respectively by a 2|7I-tuple (with the state identified with the representative
of it), a 27l x 2/7l-matrix (with the closed linear subspace identified with the
corresponding projector), and a 2lel % 217 l-matrix (with the action identified with
a linear map that induces it) of simple complex numbers.

Definition 3.3. An H-valuation is a function V defined on a subset of PUAU
Term and satisfying the following conditions:

- V(t;) € X; if t, € Term,;
— V(P;) is a testable property of T-system, if Py € Py;
— V(ars,) is an action from X; to X, if ar—p € Arsyp.

Definition 3.4. A frame § is an H-valuation whose domain is the set of all
(state, predicate and action) constants and whose values are all definable.

Actually, for the decidability result to hold, a frame must be a computable
function in some sense. We neglect this technicality here.
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Definition 3.5. A model M on a frame § is an H-valuation whose domain is
P U AU Term, that extends § and that satisfies the following, for any terms
tr,tr ey, function symbols cr—p, Boospy Ori—p1s Qra—spy, and predicate symbols
P, Q+, P,, P;,,Q~, such that 71 N2 = 0 and p1 N pa = 0:

M(tr, @tr,) = M(tr,) @ M(tr,)
M(arp(tr)) = M(arop) (M(Er))
m(ar—m; Bp—m) = Qﬁ( p—m) © D:n(o“r—m)
M(al,,) = (M(ar-p))
m(aﬁﬁpl ® O“Fzﬂm) m(aﬁ HP1) ® m(a‘rzﬁm)
M(?7P,) =1 (M(F))

m(NP‘r) = Nm( )

M(P- N Q) = M(Pr) NIM(Q7)
M(Pr, @ Qr,) =M(Pr,) ® M(Qr,)
M(ar—p[Pr]) = M(0r ) [M(Pr )]
M([ovr ] Bp) = [M(ovr ) |19N(P)

To interpret quantifiers, for each (state, predicate, or action) variable v we in-
troduce an equivalence relation ~, among models on the same frame such that
M~y MY iff M(v') = M/ (V') for all variables v’ except possibly v.

Definition 3.6. The satisfaction relation between a model M and a formula is
defined recursively, where v is any (state, predicate, or action) variable,

r | (177U [9) 2 > rll [) 121 77 (0(Pr) [9) 1%,
M= P27(tr) <= for any vector|y)) € M(t,)
M=~y = Mo,
ME Ay = MEpand Mo,
M = Yop — M =, for al M ~, M.

Obviously, other Boolean connectives such as V, — and <> can be defined in the
usual manner. Existential quantifiers over states, predicates and actions can also
be defined in the usual manner. Moreover, this logic is at least as expressive as
the first-order language of the lattice L(C2?"), which is discussed in [10].
Now we introduce some useful abbreviations:
PE"(t;) & (~P)70 7 (tr) P="(t;) = P27 (t:) A PE'(t;)

PE7(tr) & =PZ"(t,) P27 (t;) < =P="(t,)
sy Lty = s30(t)

=ty = [sTHE) A (s L))V [(sr Lse) At Lt,)]

Essentially, the meaning of P="(t,) (or respectively P="(t,), P<"(t,), P27 (t,))
is that a quantum system in state ¢, will yield the answer ‘yes’ (i.e. it will
collapse to a state satisfying property P, ) with a probability < r (or respectively
=r, < r, > r) whenever a binary measurement of property P, is performed.
Moreover, M = s, L t, iff s; and ¢, denote two orthogonal states. (Note that
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the impossible state 0, is the only state that is orthogonal to itself.) Finally,
we have M = s, = t, iff s, and ¢, refer to the same state: the first disjunct
ensures that s; and t, are equal but neither denotes 6; (note that s=1(¢,) and
s, L t. are together satisfiable where either s, or ¢, is interpreted by 6:), while
the second disjunct ensures that both s, and ¢, denote 6;

We now define the notion of validity.

Definition 3.7. A formula ¢ of L is said to be valid in a frame §, written
S E o, if M E= @ for every model M on §F. A formula ¢ of L is said to be valid,

written = o, if § = ¢ for every frame §.

As in classical predicate logic, we have

Lemma 3.8. For every closed formula ¢ in L and every frame §, § = ¢ iff
there is a model M on § such that M = . For every pure formula ¢ in L, = ¢
iff there is a frame § such that § = .

4 Examples

Here we show how our language can be used to express many properties of quan-
tum algorithms. We start with introducing some notation that will be commonly
used in the following examples.

First, for each qubit 4, we introduce state constants 0; and 1; to denote the
state generated by |0), and [1),, respectively.

We furthermore have the following action constants for a single qubit ¢, and
for some, we provide the matrix representation (in the fixed bases) of linear maps
which are usually used to induce the actions interpreting these constants:

— I, interpreted as the identity action,
1

— H; the action induced by the Hadamard gate with matrix \/Li E 1

— X, the action induced by the Pauli X gate {? (1)}
— Z; the action induced by the Pauli Z gate {(1) (i]

We furthermore have an action symbol CNOT};; (i # j) for the controlled-NOT
action with control qubit ¢ and target qubit j usually induced by a linear map

with the matrix
1000

0100
0001
0010

For any distinct 7 and j, we also define an abbreviation for an action that inter-
changes the states of qubits ¢ and j:

FP;;  CNOT,;; CNOT;;; CNOT;
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We introduce an abbreviation CS(¢,) for the formula saying that a state ¢, is
a classical state:

CST(tT) = 3{.Z‘Z|Z € T} (t-r = Ricr&; N /\(.’L‘z =0;Vax; = li)),

PET

where 3{z; |¢ € 7} means a sequence of existential quantifiers on state variables
of type i € 7. Similarly, we introduce an abbreviation Unit(c,—,,) for the formula
saying that the variable a;_,, denotes (an action induced by) a unitary operator
on a T-system:

Unit(or—r) < YV, (aror; ai_w(xT) =z.).
Next, we write H®" for ®;c.H; and I®" for ®;c.1;. Finally, we recursively

introduce an abbreviation af_, . for the action obtained by iterating the action
o, for n times:

a2, = I®" (the identity map on T-system)
QL = ol iar, (forn>1)

4.1 Quantum Teleportation

In quantum teleportation, Alice and Bob, who are separated by a long distance,
share a pair of qubits in Bell state %(\Ob |0)5 + [1)5]1)5) (qubit 2 being with
Alice, and 3 being with Bob). Alice would like to let Bob have a qubit whose
state is the same as the state ¢ of her qubit 1 (which we represent as a state
variable of type {1}). She first interacts the qubit with her end of the Bell state.
Define

PRE(q) = (CNOT12; (H, @ 1)) ® I3 <q ® (CNOTa3; (Hz ® I3)(02 ® 03))).

She then measures her qubits 1 and 2, and depending on the result sends Bob
instructions as to any further operation that must be performed on his qubit 3.
The standard frame for Teleportation is the frame that interprets as intended
all the constants occurring in the Teleportation protocol: the constants 0; and
1; for each i € {1,2,3} as well as I, I3, H1, Hy CNOT12, CNOT23 and FP;3.
The correctness of the Teleportation protocol is equivalent to the validity in
its standard frame of the formula

Yq[(q ® 02 ® 03) = (017 ® 027 ® I3); (FP13 ® I2)(PRE(q))
Ag®12®03) = (017 @ 127 ® I3); (I ® I @ X3); (FP13 ® I2)(PRE(q))
Ag®R02®13) = (117®027® I3); (I1 ® [» ® Z3); (FP13 ® I5)(PRE(q))
ANMg®1la®13) = (11?7 ® 122 @ I3); (I ® I ® (X33 Z3)); (FP13 ® I)(PRE(q))]
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4.2 Quantum Search Algorithm

In the search problem, we are given a unitary operator O, which is usually called
an oracle, acting on N + 1 qubits (we assume them to be indexed by elements in
N + 1), such that there is a classical state |fo) with the property that, for each
classical state |f) and b € 2,

If) @1 —0b)y, if f= fo,
O(|f>®b>N):{|f>®|b>N, " iffGN%\{fo} 0

The aim of the algorithm is to find out the classical state |fo).

To formalize the correctness of this algorithm, we use an action variable O of
type N +1 — N + 1 to denote the oracle. Moreover, we assume that we have an
action constant PSn of type N — N for the action induced by the conditional
phase shift gate on the first N qubits, whose matrix under the fixed basis is the
following:

Z O2x(N-2)
Ov-2)x2 —Iinv—2)x(n-2)
Here Ogy(n—2) is the 2 by N — 2 matrix of only 0 entries, and similarly for
O(n—2)x2, and I y_gyx(n—2) is the N — 2 by N — 2 identity matrix.

As before, the standard frame for the (N +1)-qubit quantum search algorithm
is the one that interprets as intended all the above constants, as well as all the
constants 0; and 1;. For convenience, we make the following abbreviation

Oraclen+1(0) % Unit(0) A Fan | CSn(n) A Vyn (C’SN(yN)
= (N =yn = O(yYN®0N+1) = YUN®IN11 AO(Yyn ® I1n11) = yN®ON11)
AN Lyn = O(yn®0n+1) = yN®On4+1 A O(YNn®@1N41) = yN®1N41) )]

for the formula saying that O is an action induced by an oracle acting on the
(N + 1)-system satisfying Eq.(1).
The correctness of (N + 1)-qubit Quantum Search Algorithm (with N > 2) is
equivalent to the validity in its standard frame of the following formula:
YOVrN { Oraclen+1(0) A CSN(2N)
ANO(aNn®0N) = 2N®1IN AO(Zn®1N) = 2n®0N — (.’L‘N®HN(1N))>O'5

(EED: (01 (HN: P H™N) @ 1)< (0n@1v)) |

where K is the largest natural number less than v2/V.

4.3 Deutsch-Josza Algorithm

In the Deutsch-Josza problem, we are given a unitary operator O (usually called
an oracle) acting on N + 1 qubits (we assume them to be indexed by elements
in N 4 1), which is known to satisfy one of the following properties:
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(i) The oracle is constant (having the same value for all inputs): there is ¢ €
{0,1} s.t. O(|f) @ |b) y) = |f) ® |b@ i) 5 for all b € 2 and classical state |f),
with f € N2:

(ii) The oracle is balanced (equal to 1 for exactly half of all the possible inputs,
and 0 for the other half): there is X C N2 s.t. |X|=2N"1and O(|f) ®|b) y)
is [f)®[1—=0b)yif f€X,andis |f) ® |b),, otherwise, for all b € 2.

The goal of the algorithm is to determine which of the two properties holds for

0.

To formalize the correctness of this algorithm, we use an action variable O of

type N+ 1 — N + 1 to denote the oracle. For convenience, we introduce some
abbreviations: first, let us denote by ConOra(O) the formula

Unit(O) A [
VHCN(CSN(HCN) = O(rN®0N+1)= 2NR0N+1 A O(an®@1N11)= 96N®1N+1)
\/VI'N(CSN($N) — O($N®0N+1)i IN®Iny1 A O($N®1N+1)i $N®ON+1)]

saying that O is an action induced by a constant oracle; second, we denote by
BalOra(O) the formula (where k = 2V-1)

k
Unit(0) A 3zk..3a%, [( A CSN(x;;I))A A i L x;) /\VyN(CSN(yN) -
i=1 1<i<j<k
k
(\/ yN =2 — O(yn®@0n41) = yN®@IN+1 AO(UN®@1IN+1) = yN®ON+1)
i=1
k
/\(/\ yn L2y = O(yn®@0n41) = yNn®On41 AO(yn®@1ny1) = yN®1N+1)))]
i=1
saying that O is an action induced by a balanced oracle.
Finally, the correctness of the (N +1)-qubit Deutsch-Jozsa algorithm (for any
natural number N) is equivalent to the assertion that the following formula is
valid in its standard frame:

vo{ ConOra(0) V BalOra(O) —
[ (ConOm(O) & gONFD. O, H®(N+1)(0N R1ly)=0n® 1N)

A (BalOm(O) > H®(N+1); 0; H®(N+1)(0N ®1ly) LON® 1N> ] }

5 Decidability

The set of validities of QPDSOL on any given frame is decidable. Using the
same proof strategy, the validity problem for pure formulas over (the class of)
all frames is also decidable. In this section, we sketch the proofs of these results.
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The basic technique for proving these decidability results is a generalization
and extension of the method used in [I0]: We express validity of formulas of £
without free variables in a given frame § via truth of first-order sentences of
(R,+,-,0,1); then the decidability of our logic follows from Tarski’s theorem in
[17] which states that the first-order theory of (R, +,-,0,1) is decidable. This
idea is unfolded into several technical steps.

In the first step, we need to deal with intersection of testable properties. For
a function symbol of the form (Pr N Q,)7, it is well known that calculating
the matrix of the corresponding projector typically involves a process of taking
limits and hence can not be expressed in the first-order theory of (R, +,-,0,1).
The key to solving this is the observation that complex predicate symbols, i.e.
those built with N, ®, ~ and other operations, can be recursively eliminated from
our language with the help of quantifiers (over states). Let £* be the result of
this translation. Its formulas consist of those built as follows (where constraints
on the types are those given in Definition Bl and 32, but with the additional
requirement that for each singleton 7 = {i}, there exists a constant 0, that

o~

denotes |0),, so as to facilitate the translation of generalized projectors):

tr = | ¢ | Tr, @ Zry | Apyr(2))
P‘r L= DPr | T‘r
Qrspti= arsp | Crsp | a;_ﬁ | ari—spy @ a/rz—mz | Pr?

== (1) | 0 (1) |~ | 0 A 0 | Ve | ¥prg | Yaprrp
With the possible exception of the constants 0, we have that £* C £, and the
semantics of L* is the same as for £. One can define a function V : £L — L* by
recursion (and hence it is computable) s.t. M | ¢ < M = V(p) for every model
M. To illustrate why this is the case and how it helps to solve the problem, we
exhibit one case in its definition:

V(@Z"(PrnQr)?(tr))) :Hy‘raz‘r[ V(t: = yr ©27) A ny(ZT) A" (yr)
AN Vur (V(Pfrzl(u‘r)) A V(Q:I(UT)) - Z:O(UT)) ]

where x, is a state variable, t; is a term and ¢, = y, @ z, is defined to be
Vo, (v7%yr) AvZ%(zr) — v70(¢,)), which means that ¢, “lies on the plane gen-
erated by” y, and z,.

In the second step, we define for each frame §, a function TRz : L* — Lc,
where L¢ is the first-order language of (C, 4+, -,~, <, C), where - is the conjugate
operator, < is a binary relation between complex numbers such that a+bi < c+di
iff a < ¢, and the last component C is the set of numbers named by a constant.
Towards this aim, we first formalize in L¢ the matrix representation of the
interpretation in § of terms, predicate symbols and function symbols. This is
possible because every term, predicate symbol and function symbol involves only
finitely many qubits indicated by its type. In fact, one can define by recursion
a computable function §? from the set of terms, predicate symbols and function
symbols that can occur in formulas in £* to the set of finite sets of terms in
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Lc. For the base case, we define §*(z.), §*(p,) and §*(a,,) to be the sets of
variables indexed by "2, "2 X7 2 and "2 X7 2 in such a way that different state,
predicate or action variables are mapped to disjoint sets of variables. Moreover,
T4 (cy), F4(T,) and Sﬁ(CTﬁp) are indexed in a similar way but they are sets of
constants. Care must be taken to ensure that the constants are defined according
to the interpretation in §. For complex symbols built with operations, we can
mimic the manipulation of vectors and matrices. For example, assume that we
have defined §(z,) to be the set of variables {x[f] | f €72} and §*(y,) to
be {y[g] | g €° 2} respectively, then we can mimic the Kronecker product of
matrices and define %(z, ® y,) to be the set of terms {x ®@ y[h] | h €7Y7 2} s.t.
x®y[h] = x[h[7] ¢ y[h|p], where -¢ is the symbol for multiplication in L¢. Using
the function §, we proceed to define TR in such a way that given a model 90t on
the frame §, M | ¢ iff (C,+,-,7,<,C) Em TRz (¢), for every ¢ € L*. Here the
subscript in “Eor” is an interpretation (added to the structure (C, +,-,7, <, C))
of the free variables in TRg(y) according to the model . In defining TRy as
such, care is taken in order to verify that quantification over (finitely many)
variables in §*(z,), §*(p,) or Su(aTHp) in the input formula really corresponds
to quantification of z,, p; or a-—,, in the translated formula.

In the third step, we focus on the behaviour of TRz on the set of closed
formulas. Since the definition of frames ensures that the matrix representation
of the interpretation of constant symbols only has simple complex numbers as
entries, the translation TRg(y) of a closed formula ¢ of £* in a given frame §
is actually a first-order sentence of (C,+,-,7, <,S), where S is the set of simple
complex numbers (see page [[Z). A consequence of this is that pure formulas
of £ are translated via TRz into first-order sentences of (C,+,-,7, <), because
there are no constants in a pure formula. Therefore, by Lemma [3.8 and the
property of TRz by definition, we know that on a given frame §, § E ¢ iff
(C,+,-,%,<,8) E TRz o V(¢), for every closed formula ¢ € L.

The final step is to reduce the first-order theory of (C, +, -,7, <, S) to the first-
order theory of the reals. This is a simple translation, where each simple complex
number is mapped to a pair of definable real numbers, and addition and multi-
plication are mapped according to complex arithmetic. Thus the decidability of
our logic follows from these reductions and Tarksi’s theorem. To summarize, we
have the following decidability result.

Theorem 5.1. The set {¢ € L | ¢ is closed and § = ¢} is decidable, for any
given frame §. Moreover, the set {¢ € L | ¢ is pure and |= ¢} is decidable.

6 Conclusions

This paper extends decidability results from [10] and [4] to a language that is
much more versatile in its ability to express quantum algorithms and their cor-
rectness. Our techniques can be applied to a wider range of quantum logics,
giving a general recipe for showing decidability as long as definability of the
sentences and operators can be done along the lines presented in this paper.
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In addition we have described how to express the correctness of Quantum Tele-
portation, the Quantum Search algorithm and the Deutsch-Josza algorithm;
however this is not an exhaustive list of algorithms whose correctness can be
expressed in our language. The Fourier transform can easily be expressed in our
language and this may lead to a wealth of further examples, notably those involv-
ing the hidden subgroup problem, such as order-finding and factoring; however
we leave these for future work. Other future tasks involve finding a complete
axiomatization and determining the complexity of the decision procedure.
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Structural Extensions of Display Calculi:
A General Recipe
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Abstract. We present a systematic procedure for constructing cut-free display
calculi for axiomatic extensions of a logic via structural rule extensions. The suffi-
cient conditions for the procedure are given in terms of (purely syntactic) abstract
properties of the display calculus and thus the method applies to large classes of
calculi and logics. As a case study, we present cut-free calculi for extensions of
well-known logics including Bi-intuitionistic and tense logic.

1 Introduction

Driven by the rising demand of researchers and practitioners, the last decades have wit-
nessed a tremendous growth in research on logics different from classical logic and also
the definition of many new logics. The usefulness of these logics and the key to their
application often lies in the existence of analytic calculi, that is, calculi in which proofs
proceed by stepwise decomposition of the formulae to be proved. Indeed, analytic cal-
culi have been widely applied to establish fundamental properties of the logics and are
themselves the focus of much research.

Since its introduction by Gentzen [8]], the sequent calculus has been the favourite
framework for defining analytic calculi. However, this framework is not powerful
enough to formalise all interesting logics. For this reason a huge range of extensions
of the sequent calculus have been introduced, in many cases for the sole purpose of
obtaining analytic calculi for particular logics. General and well-known formalisms in-
clude hypersequents [1]], bunched calculi [13]], labelled deductive systems [7/16] and
the calculus of structures [[12]. Since the construction of an analytic calculus is often
tailored to the specific logic under consideration, a large numbers of papers in the liter-
ature deal with this topic and yet many interesting logics still lack an analytic calculus.
The display calculus [2] is a powerful and semantic-independent formalism that can be
used to capture a variety of different logics ranging from resource-oriented logics [4]] to
substructural [9] and temporal logics [14]. The beauty of the display calculus lies in a
general cut-elimination theorem for all calculi obeying eight easily verifiable syntactic
conditions [2l17]; this makes the display calculus a good candidate for capturing large
classes of logics in a unified way, irrespective of their semantics or connectives.

Nonclassical logics are often introduced by adding properties — expressed as Hilbert
axioms — to known systems. Systematic procedures to automate the construction of
new analytic calculi from such Hilbert axioms are highly desirable. In this direction
e.g. [5l6l16/14115011] introduce methods to extract rules out of suitable Hilbert axioms.

L. Libkin, U. Kohlenbach, and R. de Queiroz (Eds.): WoLLIC 2013, LNCS 8071, pp. 81-093] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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More precisely [I5l6] generate sequent and hypersequent rules, [11] nested sequent rules,
[[LS]] sequent rules for certain modal axioms, and [[16]] labelled rules; finally [[14] trans-
forms suitable modal and tense axioms (called primitive tense axioms) into structural
rules for the display calculus. [14] also provides a characterisation as it is shown that
each such rule added to the base system is equivalent to the extension of the logic by
primitive tense axioms.

All the above results start with a specific logic and introduce calculi for (some of) its
axiomatic extensions, e.g., Full Lambek calculus with exchange FLe for [5l6], or the
tense logic Kt for [14/11]. This paper proposes instead a recipe that utilises the more
common Hilbert axioms to construct analytic calculil. In particular, given a suitable
base calculus for a logic, we identify a hierarchy of axiom classes — computed as a
function of the invertible (logical) introduction rules of the base calculus — and show
how to translate axioms from suitable classes into equivalent structural rules. More in-
vertible rules in the base calculus lead to larger sets of axioms in each suitable class, and
then to the construction of cut-free calculi for more logics. In the case of intermediate
logics, for example, we capture more logics than the hypersequent calculi in [].

The emphasis is not to define such calculi for specific families of logics but to pro-
vide a methodology to construct them in a uniform and systematic way starting from a
display calculus satisfying general conditions. Since the conditions are given in terms
of (purely syntactic) abstract properties of the display calculus, the method applies to
large classes of calculi and logics. As a case study, we present analytic calculi for ax-
iomatic extensions of propositional (Bi-)intuitionistic logic, bunched, modal and tense
logics. This allows for the automated introduction of (infinitely many) analytic display
calculi for logics.

2 Display Calculi in a Nutshell

Given a language £, we write ForL to denote the formulae of £. We identify a logic
with the set of theorems in its Hilbert calculus.

Belnap’s Display Calculus [2]] — introduced under the name Display Logic — gener-
alises Gentzen’s sequent calculus by supplementing the structural connective (comma)
with new structural connectives. A (display) sequent X F Y is a tuple (X,Y") where X
and Y are structures which are built from formulae and structure constants using the
structural connectives of the calculus. Structure X (resp. Y') is called the antecedent
(succedent) of the sequent. A display calculus consists of initial sequents and rules and
includes the cut-rule. The rules of the calculus are usually presented as rule schemata.
Concrete instances of a rule are obtained by substitution of a formula (resp. structure)
for each schematic formula (structure) variable. Following standard practice, we do not
explicitly distinguish between a rule and a rule schema. A derivation in the display cal-
culus is defined in the usual way. In this paper we use A, B,C, D, ... (possibly with
subscripts) to denote formulae and X, Y, U, V. .. to denote structures.

A structural rule in the display calculus is constructed from structure variables us-
ing structural connectives and structure constants. The logical rules usually introduce

! In the direction of general results, [10] shows how to extract display calculi starting from the
algebraic Gaggle-theoretic semantics of a logic.
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exactly one logical connective, as the primary connective in a formula that is the whole
of the antecedent or succedent of the conclusion. The cut-rule has the following form,
where X, Y are structures and A is a formula:

XEA ALY
XFY
The calculus obtained by the addition of structural rules is a structural rule extension.
A rule is admissible in C if the conclusion is derivable when the premises are derivable.
A rule is invertible in C if the premises are derivable when the conclusion is derivable.

cut

Definition 1 (equivalent rules). Let Ro and R1 be sets of rules. We say that R
and R are equivalent wrt C if each rule in R; is admissible in C + R1_; fori =0, 1.

By viewing a sequent X F Y as the zero-premise rule with conclusion X F Y, we can
define in the obvious way what it means for two sequents to be equivalent, and for a
sequent to be equivalent to a rule.

Let Z be a structure. Any structure that occurs in Z is called a substructure of Z.
Trivially, Z is a substructure of itself. The defining feature of a display calculus is that
it satisfies the display property.

Definition 2 (display property; a-part, s-part). Let Z be an occurrence of a substruc-
ture occurring in a sequent X & Y. Using the invertible structural rules (the ‘display
rules’) a sequent of the form Z = U or U & Z can be derived for suitable U. In the
former (resp. latter) case, the occurrence Z is said to be displayed as an a-part (s-part)
structure.

Since a formula is itself a structure, the display property applies to a formula occurring
in a sequent but not to its proper subformulae.

A calculus is said to be cut-eliminable if it is possible to eliminate all occurrences of
the cut-rule from a given derivation in order to obtain a cut-free derivation of the same
sequent. A display calculus has the subformula property if every formula that occurs in
a cut-free derivation appears as a subformula of the final sequent. An important feature
of the display calculus are Belnap’s conditions C1-C8 on the rules of the calculus.

(C1) Each (schematic) formula variable occurring in a premise of a rule p # cut is a
subformula of some formula in the conclusion of p.

(C2) Congruent parameters is a relation between parameters of the identical structure
variable occurring in the premise and conclusion sequents of a rule.

(C3) Each parameter is congruent to at most one structure variable in the conclusion.
Ie. no two structure variables in the conclusion are congruent to each other.

(C4) Congruent parameters are all either a-part or s-part structures.

(C5) A formula variable in the conclusion of a rule p is either the entire antecedent
or the entire succedent. This formula is called a principal formula of p.

(C6/7) Each rule is closed under simultaneous substitution of arbitrary structures for
congruent parameters.

(C8) If there are rules p and o with respective conclusions X - A and A - Y with
formula A principal in both inferences (in the sense of C5) and if cut is applied
to yield X - Y, then either X I Y is identical to either X - Aor A - Y;oritis
possible to pass from the premises of p and o to X F Y by means of inferences
falling under cut where the cut-formula always is a proper subformula of A.
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Belnap’s general cut-elimination theorem states that C2—C8 constitute sufficient con-
ditions for a calculus to be cut-eliminable and Cl1 is the subformula property. Only
condition C8 is non-trivial to check. However, C8 is not relevant for structural rules.
This further motivates the interest in structural rule extensions of the display calculus.

Definition 3. Let C be a display calculus and let L be a logic in the language L. We
say that C is a calculus for L to mean that for every A € ForL: C derives A iff A € L.

Given a display calculus C, we denote by L¢ the language determined by the connec-
tives introduced by its logical rules. We do not exclude the possibility that a display
calculus C for a logic in the language £ derives B for some B ¢ For L. This can occur
only when the subset relation £ C L is strict.

3 The Recipe

Suppose that C is a display calculus for a logic L in the language £ satisfying C1-C8.
We show how to define structural rules 71,. .., 7y, so that C + {ry,...,r,} is a cut-
eliminable calculus for the axiomatic extension L + {A1,..., A, } (4; € ForL). Our
method is constructive and works whenever the base calculus C is ‘expressive enough’
(i.e., it is amenable), and the axioms A; have a certain syntactic form.

Definition 4 (amenable calculus). Let C be a display calculus satisfying CI-C8. As-
sume that we have two functions | and r mapping structures into ForL¢ such that
I(A) =r(A) = Awhen A € ForLc, and for an arbitrary structure X

(i) X F(X)and n(X) & X are derivable in C.
(ii) X FY derivable implies (X ) - r(Y') is derivable C.

Let there be a structure constant 1, and let the following rules be admissible in C for
arbitrary structures X, Y such that the premise and conclusion are well-defined in C.

IFX I XHI

Y F X xry T

Let there be binary logical connectives \V/,\ € L¢ such that - € {V, A} is associative
inC—A-(B-C)F(A-B)-Cand (A-B)-CH+ A-(B-C) are derivable — and
commutative in C — A - B+ B - A is derivable. Also, for A, B € ForL¢:

(a)y AF X and B\ X implies V(A, B) - X
(b)y X F Aimplies X - V(A, B) for any formula B.
(a)n X+ Aand X = B implies X = N(A, B)
(b)n A+ X implies N(A, B) & X for any formula B.

A display calculus satisfying the above conditions is said to be amenable.

Requiring that (I and rI are admissible in C is weaker than requiring that C contains
weakening rules. Indeed, the rules [I and rI are admissible in the bi-Lambek calcu-
lus [9]]. The function [ (resp. r) ‘interprets’ the structural connectives in the antecedent
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(resp. succedent). Above, we use the notation A and V to reflect that in a classical cal-
culus, the connectives conjunction and disjunction satisfy the respective properties.

Our recipe abstracts and reformulates for display calculi the procedure in [5/6],
defined for (hyper)sequent calculi and substructural logics. To transform axioms into
structural rules we use: (1) the invertible logical rules of C and (2) the display calculus
formulation, below, of the so-called Ackermann’s lemma that allows a formula in a rule
to switch sides of the sequent moving from conclusion to premises.

Lemma 1. The following rules are pairwise equivalent in an amenable calculus where
A € ForL, S is a set of sequents and Z (#X) is a structure variable not in S.

S 1 S Al—Zp2 S 5 S ZFA

XFA XFZ AF X 7Fx

Proof. Suppose that we have concrete derivations of the premises S U {A F Z} of p.
Applying p1 to S we get X - A. Applying cut with A = Z we get X - Z and thus it
follows that po is admissible in a calculus containing p; .

Now suppose we have concrete derivations of the premises S of p;. Observe that
r(A) F Ais derivable. Applying ps to SU {r(A) - A} we get X I A as required. The
proof that §; and &5 are equivalent is analogous.

We now give an abstract description of the axioms that we can handle. The description
is based on the invertible rules of the chosen display calculus C and is inspired by the
classification in [5] of formulae of FLe. We identify three classes of formulae in the
language of £ from which the logical connectives can be removed using the invertible
rules of C at various levels. The class Z; consists of formulae with no logical connective
(so there is no need for the invertible rules). Logical connectives in formulae in Z; can
be eliminated by repeatedly applying the invertible rules starting with sequents (thus
obtaining sets of sequents). Logical connectives in formulae in Z, can be eliminated
by repeatedly applying the invertible rules to formulae, sequents and to the premises of
rules obtained via Lemmal[Il (thus obtaining sets of structural rules).

Definition 5 (inv). The function inv takes a sequent X + Y and applies all the in-
vertible logical rules in C that are possible and returns the (necessarily finite) set
{X; b Yi}icn of sequents for some index set (2.

Definition 6 (soluble). A formula A € ForL is a-soluble (resp. s-soluble) if the se-
quents in inv(A &) (resp. inv(E A)) do not contain any logical connectives.

Definition 7. Let C be an amenable calculus for L. The classes Ly,11, T of formulae
of ForL are defined in the following way: A € ForL withinv( + A) = {U; b Vi}icn
for some finite (2 belongs to

Ty if A contains no logical connectives

11 if each a-part formula in U; &V is a-soluble and each s-part formula in U; & V; is
s-soluble

Ts if each a-part formula in U; = V; is s-soluble and each s-part formula in U; & V; is
a-soluble
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A propositional variable is both a-soluble and s-soluble so Zy C Z; and Zy C Zy. Note
that every a-part (resp. s-part) formula B occurring in a sequent in inv( + A) thatis a-
soluble (s-soluble) must be a propositional variable and thus B is s-soluble (a-soluble)
in that sequent. It follows that Z; C Z,.

Remark 1. The above classes are a function of the invertible rules of the base calculus.
In particular, these coincide with the classes in the hierarchy of [5] that can be handled
by structural sequent rules, when the base calculus has the same invertible rules. More
invertible rules lead to larger classes of formulae in Z; and Z, (see Section [4.2).

Henceforth a rule whose conclusion is constructed from structure variables and struc-
ture constants using structural connectives, and whose premises might additionally con-
tain propostional variables will be called a semi-structural rule.

Proposition 1. Let C be an amenable calculus for L. Suppose A € ForL with
inv(e A) = {U; b Vi}ieq. If A € Iy then there are equivalent semi-structural rules
{pi}icn so that C + {p;}icq is a cut-eliminable calculus for L + A.

Proof. Clearly - A is equivalent to {U; F V;};cq, in C. We show how to construct
a semi-structural rule equivalent to each U; + V. Suppose that U; - V; consists of
a-part formulae C4, ..., C, and s-part formulae D, ..., D,,. Starting with U; -+ V;,
display each C; (as C; = W; for suitable ;) and apply Lemma/[Ilin turn, to obtain an
equivalent rule of the form below left. Start with this rule and display in the conclusion
each D; (as W,,; b D; for suitable W, ;) and apply Lemma [l in turn, to obtain an
equivalent rule of the form below right:

ZHCy ... ZnFCy Z1FCy ... ZyFCy DiFZngr ... Db Zngm
Zn '_ Wn Wn+m l_ Zn+'m

Observe that W, 4, = Z,, 4+, is constructed only from structure variables and structure
constants using structural connectives. Since A € I, every C; (resp. D;) formula is s-
soluble (a-soluble) and so the following is a semi-structural rule equivalent to U; - V;:

inv(Z1 = Ch) ... inv(Z, F Cp) inv(D1 b Zpy1) ..o inv(Di B Zngm)
Wn+m '_ Zn+m

i

By inspection it may be verified that p; satisfies Belnap’s conditions with the possi-
ble exception of C1 and C4 since the same propositional variable might appear in the
premises as an a-part and s-part formula. However, since no propositional variable oc-
curs in the conclusion of p;, cut-elimination for C+{p; };c » proceeds without difficulty.

Notice that the calculus C + {p; }ic 2 in the above result has cut-elimination but not in
general the subformula property. If we restrict our attention to a subclass of Z, satis-
fying the additional condition of acyclicity then the propositional variables appearing
in each p; can be suitably removed. In this way we obtain structural rules satisfying
C1-C8 so the resulting calculus is cut-eliminable and has the subformula property.

Definition 8 (proper structural rules; extensions). A proper structural rule (exten-
sion) is a structural rule (extension) that satisfies C1-C8.
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Our transformation of semi-structural rules into proper structural rules mirrors the
‘completion’ procedure in [6]] and amounts to applying the cut-rule in all possible ways
to the premises of the former rules. Below we present formally the transformation.

A (possibly empty) set S of sequents is said to respect multiplicities wrt p for some
propositional variable p if it can be written in one of the forms below:

{pFU|pgULU{VEpleverypinV I piss-part} U{S|p & S} (1)
{UkplpgUtU{pkV]everypinpt Visa-parttU{S|p &S} (2)

An alternative definition is that (i) no S € S contains both an a-part and s-part occur-
rence of p—eg. p - p cannot be in S, and (ii) there do not exist S1, Sy € S such that Sy
contains multiple a-part occurrences of p and Ss contains multiple s-part occurrences
of p. Eg. if both occurrences of pinp ® p = X (resp. Y F p ® p) are a-part (s-part) for
a structural connective ®, then it cannotbe that p @ pF X e SandY Fp®p € S.
Let S be a set of sequents respecting multiplicities wrt p. If it is not the case that p -
U e SandV + p € S (upto display equivalence) then define S, as {S € S|p ¢ S}.
Otherwise, depending on the form of S as (I) or (Z)), define respectively S, as follows:

{S| Sis asubst. instance of V I p € S s.t.each occ. p — U forsomep U € S} U{S|p & S}
{S| Sis asubst. instance of p - V € S s.t.each occ. p — U forsome U Hp € S} U{S|p & S}

In the above, notice that distinct occurrences of p in V' F p (resp. p F V') may be
substituted for distinct U; so long as p = U; (U; F p) is in S. Also observe that the
substitution instance .S contains no occurrence of p since p ¢ U.

Intuitively, if S contains sequents of the form p - U and V' + p then S,, is obtained
by (i) applying the cut-rule in all possible ways on p (using the sequents in S as the
premises) and then keeping only those conclusion sequents of the cut-rule that do not
contain p, and (ii) retaining {S € S|p € S}.

Lemma 2. If S respects multiplicities wrt p, then p does not occur in S,.
Proof. Follows immediately from the form of S and the definition of S,,.

Let V(S) be the set of propositional variables occurring in a set S of sequents.

Definition 9. A finite set S of sequents is acyclic if V(S) = () or for every p € V(S):
(i) S respects multiplicities wrt p, and (ii) S, is acyclic.

Definition 10. Suppose that A € Ty and let {p;}ic o be the equivalent semi-structural
rules obtained using Prop.[Il We say that A is acyclic if the set of premises of each rule
in {p;}ieq is acyclic.

Remark 2. Every axiom in Z; is acyclic. This follows from the observation that for
every A € T, the premise of each semi-structural rule obtained using Prop. [Il has the
form p - L or L F p where L is a schematic structure variable.

Lemma 3. Let S be an acyclic set of sequents and p € V(S). Then the semi-structural
rule p with premises S and the semi-structural rule p,, with premises S, are equivalent
w.r.t. an amenable calculus C.
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Proof. Let S be an acyclic set of sequents. Suppose that S does not contain sequents of
the form p = U and V' + p. Then S has one of the following forms

and S, is {S € S|p & S}. Suppose the case above left (the other case is similar).
One direction is immediate, and to show that p,, is admissible in C 4 p it is enough to
apply p using the derivable sequents {r(I) - V;[p — r(I)]}1<i<nt+1 — obtained from
the derivation of r(I) I I using the rule rI — for the missing premises.

Now suppose that S contains sequents of the form p = U and V + p. Clearly p is
admissible in C + p, — it suffices to apply the cut-rule to concrete premises of p and
then apply p,. For the other direction, assume, to fix ideas that the premises S of p have
the form (d)) (the other case is similar, use (a),, and (b)\ instead of (a), and (b)), i.e.,

{pFUi|lpgU;;1<i<n}U{VEpleverypin VI piss-part} U{S|p &S}
Then the premises S, of p, have the following form:

{S| S is a subst. instance of V - p € S s.t. each occ. p — U; forsome 1 < i <n) yU{S|p & S}

Suppose that we are given concrete instances of the premises of p,,. Repeatedly using
(a) and the display rules, obtain the set S;:

{S| S is a subst. instance of V I p € S s.t. each occ. p — Ai<i<nt(U;) JU{S|p & S}

Making use of (b), derive the set { A1<i<,1(V;) F Vi } of sequents. By inspection, this
set together with S yield concrete instances of the premises of p (in particular, p has
been instantiated with A1<;<,1(V;)). Applying p to these and noting that p and p,, have
the same conclusion, we have that p,, is admissible in C + p.

Theorem 2. Let C be an amenable calculus for L and suppose that A € T is acyclic.
Then there is a proper structural rule extension for L + A.

Proof. Let {p;}ic be the semi-structural rules computed from A in Prop. [Il No-
tice that each p; might violate (only) Belnap’s conditions C1 and C4 due to the
presence of propositional variables in the set S of sequents that are its premises.
Let V(S) = {p1,p2,...,pn} be such variables and p/ be the rule with premises
((--- (Spy)ps - - -)pn_1 )pn - By inspection of the construction of p} from p follows that p
is a proper structural rule (in particular, observe that any structure variable that appears
only as an a-part (resp. s-part) structure in every sequent in S has the same property in
((---(Spy)ps - - )pn_1)pn)- Since A is acyclic, so is S and hence, by (repeteadly apply-
ing) Lemmal2]it follows that p} is equivalent to p;.

By repeating this process to all {p; }ic(; we obtain a new set of rules {p} };cq such
that C + {p]}icq is a proper structural rule extension of L + A.

4 Case Studies

We apply the recipe in Section[3]to obtain many existing results uniformly, and to show
that new calculi can be defined in an automated way. When dealing with a concrete
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base calculus we can provide an explicit description (grammar-like) of the class Z of
axioms that can be transformed into equivalent structural rules to obtain cut-eliminable
display calculi. We present this grammar for the case of intermediate logics to compare
our results with those in [5]].

4.1 Bi-intuitionistic Logic

Bi-intuitionistic logic (also known as Heyting-Brouwer logic) is the logic which results
when the dual — 4 of implication (alias coimplication) is added to the language of in-
tuitionistic logic. Here we show how to construct cut-free display calculi for infinitely
many axiomatic extensions of this logic in a uniform way.

The language Lyp of Heyting-Brouwer logic HB is obtained from the language Ly,
of intuitionistic propositional logic Ip by the addition of — 4. To simplify the language,
we abbreviate —p :=p — 1 and ~4p := T —4 p. Wansing [18] give a proper display
calculus 0HB for HB. Our presentation here differs in that we use the invertible forms
for Ar and VI. Equivalence with the original rules can be shown using the structural
rules of contraction and weakening in JHB.

The set of structures Gtr(Lyp) generated from Lyp has the following grammar:

X u=AcForLyg|I|(XoX)|(X eX)

The initial sequents of JHB are of the form p + p for any propositional variable p,
and I - T and L F I. Now we present the structural rules. In the first row, below, we
use a double line to separate the premises from the conclusion to indicate that a rule
is invertible and also ‘combine’ two rules into a single one for the sake of brevity. The
first two columns (counting from the left) in the first row are the display rules of JHB.

YEXoZ XeYFZ IoXFY XFYel
XoYFZ XFYeZ XFY XFY
XFYoZ XeZFY XolkY X+HIeY
XkY XkY XkYeZ XoZbY

X+FYeZ XoZFY X+HZeY ZoXFY

XFYeY XoXFY XE(YeZ)eoU (XoY)oZFU
XFY XFY X+Ye(ZeoU) Xo(YoZ)FU

The logical rules of JHB are given below:

I-FX X1 AoBF X
TFx X1 " ArBrx M
XA X+B ,  AFX BrX X+-AeB
X+-AAB AVBF X XFAVB
XA yen XrtAoB . BeAFX .
ASBFXoY XFASB B AFX ¢

XEB YHA

—2a T
XOY"B—)dA
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Define the functions [ and r from Str(Lyp) into ForLyg:

I(A) = r(4A)=A

I(I) = r(I)=L1
I(XoY)= (X) 1Y) r(XoY)=1I(X)—=rY)
I(XeY)=1(X)—al(Y) r(XeY)=r(X)vry)

It is easy to check that JHB is amenable. (Note that A and V are associative and com-
mutative connectives in JHB). We have the following result.

Proposition 3. Every logical rule except —1 and — g7 is invertible.

Theorem 4. Let A be any (acyclic) axiom within L. Then there is a (proper) structural
rule extension of SHB for HB + A.

The following examples contain analytic display calculi for two axiomatic extensions
of HB introduced in [19].

Example 1. Let A; be the axiom (p — ¢) V (¢ — p). Then inv(- A;) is the sequent
F (poq) e (gqop). Since each formula in that sequent is a propositional variable, it is
a,s-soluble. Thus A; € Z;. From Prop. Il we obtain the equivalent semi-structural rule
(below left). The set S of premises of this rule can be written {X F p}U{p - V}U{Z F
¢, qF Y} ThenS, ={X+FV,ZtF qqFY}. Hence Sy ={X+FV,ZFY}.SoS
is acyclic and is equivalent to the proper structural rule below right:

Xtp qFY ZFq ptV XtV Zvry

IF(XoY)e(ZoV) & IF(XoY)e(ZoV) &

Thus dHB + p] is a cut-eliminable display calculus for HB + A; with subformula
property. In practice, p} can be obtained from p; on sight, by applying the cut-rule to
the premises in ‘all possible ways’.

Example 2. Let Ay be =((p —a q) A (@ —a p)). A2 € ;. Applying our recipe we get
the equivalent rule ps such that YHB + ps is a proper display calculus for HB + As.

X+HZ Ury
(XeY)o(UeZ)F1I

P2

4.2 Intuitionistic Logic

We discuss intermediate logics and compare our algorithm for display logic with the
algorithm in [5] that works for hypersequent calculus — a simple generalization of
Gentzen calculus [[1] whose basic objects are multisets of sequents.

The calculus JHB ™ obtained by deleting the logical rules for — 4 is a display calculus
for Ip — soundness of HB™ relies on the fact that Ip is a conservative extension of
HB, and completeness follows from cut-elimination for HB. Observe that in fHB™ —
unlike in Gentzen’s calculus LJ — the V7 rule is also invertible. Following the idea of
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the classification in [3]], which is sketched below for the connectives of Ip (= FLe with
weakening and contraction), we can define Z, axioms for Ip and JHB™ as follows

Ty = prop. variables Z,1 =L | T |Zp = Zons1 | Zns1 AZng1 | Znt1 V Znta

The class Z is larger than the class of axioms that can be captured by structural hy-
persequent rules over LJ (see [15]). The latter consists of all axioms within the class Ps
defined by the following grammar: Ny, Py contains the set of atomic formulae, and

P7L+1 =1 ‘ T ‘ ML ‘ Pn+1 /\Pn+1 | Pn+1 vpn+1
Noy1 5= L[ T | Po | Poy1 = Noga [ N1 ANt

(the classes P,, and V,, stand for axioms with leading positive and negative connective,
i.e. having left (resp. right) logical rule invertible). It is easy to see that Ps C I5.

By applying our recipe and making use of the weakening, commutativity and con-
traction rules in JHB™ we can show the following:

Proposition 5. There is a proper structural rule extension of VHB™ for Ip + A, for any
set A of axioms in Ps.

Proof. By [5, Lemma 3.4] any P3 formula can be written as a conjunction of formulae
(*) Vi<i<n (@f A...Aal, — (%) where each 37 has the form @} V...V @, (T} is a
conjunction of propositional variables or _L). Hence inv(I - A) consists of sequents of
the following form, where q; is some propositional variable occurring in 62

II—((a%o...oa}“)o(q%o...oq}nl))o...o((a{\[o...oagN)o(q{vo...oquN))

Note that each aé— is an a-part formula and each q;'- is an s-part formula. Now, fol-

lowing Prop. [I] we apply Lemma [I] and obtain that A is equivalent to the following
semi-structural rule, where L is a structure variable (corresponding to o) and Qj is a
structure variable (corresponding to qj-).

{inv(L} F e hicicniacj<n, {gj F Qih<isniagj<m,

Tr ((Lo..oLh)o(Qle.co@by) e e ((L¥ o oL )0 (@ ... Q)

where the structure variables Li,...,LY ,Qi,...,QN  are distinct. By [5
Lemma 3.4], each o] in () has the form A1<k<q,; (Uj, — v;k) where Uj, is T or
a conjunction of propositional variables. Hence each set inv(L] - «%) consists of se-
quents of the form

i

o

i i
Lj"(“j1°~-~°“jaj ;

Observe that each propositional variable u;  1s an a-part formula and each proposi-
tional variable v is an s-part formula. Since the calculus has contraction on o in the an-
tecedent, we may assume without loss of generality that the u7; are distinct for fixed ¢.
If some u}, = vj then the sequent is derivable as follows by repeated use of the weak-
ening, commutativity and display rules for o:
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i i
v; Fvj

(uly o...ou}aij) F ol

Ljo(ujio...0ouj,, ) vj

L (ufy o...oué-aij) o vl
Thus we can delete those premises of p’ such that u; P = v;- to obtain an equivalent
rule p. The premises S of p have the following form:

{UbplpgUtu{pkVipgV}iu{S[p¢S}

Let S, betheset {U F V[p & Uyp & V}U{S|p & S}. Arguing as in Lemma 3]
we can show that p is equivalent to the rule pj, obtained by replacing the premises S
with S;,. While S;, does not contain p, it may contain a sequent with (i) multiple a-part
occurrences of some propositional variable or, (ii) an a-part and s-part occurrence of the
same propositional variable. Obtain the rule p, from p; by contracting multiplicities
and deleting sequents witnessing (ii). Denote the premises of p, by S,. Repeat for all
propositional variables in S to obtain ultimately an equivalent proper structural rule.

Hence we can get proper structural rule extensions of dHB™ for all intermediate logics
that can be formalized by hypersequent calculi using the algorithm in [5]. But we can
do more. Consider the axioms (Bdy) (k > 1), defining intermediate logics semanti-
cally characterized by Kripke models of depth < k, belong to the classes Poy, in the
classification in [5]]; these axioms are recursively defined as follows:

(Bdi) p1V-pr  (Bdit1) pit1V(pit1 — (Bd;))
For k& > 2, no axiom within Ps3 is known to be equivalent, yet these all belong to Z;.
Example 3. The proper structural rule equivalent to the axiom (Bdy) is

YFX ViU
IFXe(Yo(Ue(Vol)))

In contrast no equivalent hypersequent structural rule is known.

Although our algorithm is inspired by that in [5]], the key point is that the expressive
power of the display calculus permits a base calculus for Ip in which the Vr rule is
also invertible, leading to cut-eliminable structural rule extensions for more logics (see
Remark[T)). This justifies the use of the more complex machinery of the display calculus.

Example 4. 6HB™ +p/; (cf. Example[T) is a cut-free calculus for Ip+ A, (= Godel logic)
with subformula property. Classical propositional logic C'p is obtained as Ip + p V —p.
Since p V —p € I; we can define a proper structural rule extension of JHB™ for Cp.

4.3 Bunched Logics

Bunched logics [[13] provide a powerful framework to reason about resources. They
are obtained by combining an additive propositional logic with a multiplicative linear
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logic [4]. The combination led to the definition of four systems: BI, BBI (Boolean BI),
dMBI (de Morgan BI) and CBI (classical BI). Brotherston [4] obtains display calculi
for these logics by freely combining a calculus DLy, (resp. DLy ) for intutionistic
(classical) propositional logic with a calculus D L ps (resp. D Lgpspr) for multiplicative
intuitionistic linear logic (multiplicative classical linear logic).

Using the calculus HB™ for intuitionistic logic instead of DL;y, new calculi for
BI and BBI can be obtained. These calculi can be extended with the structural rule
for classical logic (see Example H) to obtain new calculi for dMBI and CBI that are
structural extensions of the calculi for BI and BBI.

More generally, our algorithm yields proper structural rule extensions over dHB™
for a large class of intermediate logics. Taking the free combination of such calculi with
{DLpn, DLgn} yield cut-eliminable calculi for new bunched logics (intermediate
between BI and CBI) which may express interesting properties on resources.

4.4 Modal and Tense Logics

The modal language L5 is obtained from the propositional classical language by the
addition of the modal operators < and [J. The tense language L is obtained from £ g
by the addition of the tense operators ¢ and M. The normal basic modal logic K and
tense logic K't are conservative extensions of classical propositional logic C'p, obtained
by the addition of the usual axioms (see [3]).

The display calculus § Kt [14] for Kt is well-known. Here we use the invertible form
of the rules for Ar, VI and —!. The set of structures Gtv(L k) generated from L, has
the following grammar:

Xi=AeForli|I|(XoX)|eX|xX

The initial sequents of § Kt are of the form p - p for any propositional variable p, and
I+ T and L F I. In the following we use a double line to separate the premises from
the conclusion to indicate that a rule is invertible. The display rules of 6 Kt are:

XoYHFHZ XoYHFHZ XFYoZ
XFZoxy YFE*xXoZ XoxZFY
XFYoZ *XFY X Y
*YoXFHZ *Y X Y FxX
*x X FY XExxY X oY
XFY XFY X Y

The remaining structural rules of § Kt are given below.

XFHZ XkHZ IFY XFI
ToXFZ XtIoZ Y X Al
X+HZ X+Z IFY XFI
YoXFHZ XoYHFHZ oI-Y X el
XoYHFHZ ZFXoY XoXFHZ ZFXoX
YoXFHZ ZFYoX X+Z Z+X
Xi10(X20X3)FHZ ZF X1 0(X20X3)

(X10X2)0X3|_Z Z'_(X10X2)0X3
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Name Axiom Rule Name| Axiom Rule

D | DA OCA | (xe+x)eXFY/XFY | B |ASOCA [resxXFY/eXFY
OOA - OCAleX F+xexY/xexX FeY| 4 |HUA—>UOUAleXFY/eeX Y
5 |CA—-OCA |xexX FY/xexX ey | T 0A— A XFY/XFY

Fig. 1. Some 7> axioms and corresponding proper structural rules

The logical rules of Kt are given below.

I-X XFI A X
Trx X1 " Arx
XbxA AoBEX XFEA X+-B
X+ A AABF X XFAAB
AFX BFX XtAoB |, XoxY - A BbsXoY
AVBF X XFAVB ASBF+XoY
XoAFB N AF X &) X FeA Or
XFASB OAF X X FOA
soexAF X ol XFA or oA X ol
CAF X xoexX FOA ®AF X
XFA A X Xt xeoxA
xea ¥ BAFresx N Xrma W

Define the functions [ and r from Str(L k) into ForL ;.

I(A)=A r(A)=A
(I)=T r(I) =L
1(xX) = —r(X) r(xX) = —l(X)
I(XoY)=UX)ANIY) r(XoY)=r(X)VvrY)
l(eX) = #I(X) r(eX) = Or(X)

It is easy to check that  K't is amenable.
Proposition 6. Every logical rule with the exception of I, Or, @1 and B is invertible.

Theorem 7. There is a proper structural rule extension of § Kt for axiomatic extension
of Kt with acyclic Is axioms.

A procedure to define proper structural display logic rules for primitive axiomatic ex-
tensions of K and Kt was introduced by Kracht’s [14]. A primitive tense axiom has the
form A — B where both A and B are constructed from propositional variables and T
using {A, V, <, } and A contains each propositional variable at most once.

Kracht’s method to extract structural rules is very different from our method, and
relies on being able to transform the axiom into a primitive tense formula. Eg. the axiom
OA — A must be rewritten as the primitive tense formula A — < A. [17] rewrites the
familiar B axiom A — O A in the primitive tense form as (AAOB) — O(BACA).
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Example 5. Fig. [l contains some examples of Z, axioms (see Table IV in [17]) and
corresponding rules generated using our procedure. Contrast our strucutural rule for the
B axiom with the rule generated by Kracht’s method (see [17]):

xex(XoxexY) Z
YoxexXFZ

In contrast with out method, Kracht’s result provides a characterisation (a necessary and
sufficient condition). Indeed

Theorem 8 (Kracht). Let L be a tense logic. Then L is an axiomatic extension of Kt
by primitive tense axioms iff there is a proper structural rule extension of 6 Kt for L.

It follows that every acyclic Z, axiom is equivalent to a primitive tense axiom.
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Different? Equivalence for Argumentation
in Light of Logic
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Abstract. In recent years, argumentation theory and logic have moved
closer to each other, a development due in large part to Dung’s mathe-
matically precise definition of an abstract argumentation framework as
a digraph and the intuitively plausible semantics for argumentation that
can be formulated using this structure. This work raises some questions,
however, regarding the relationship between an abstract argumentation
framework — a directed graph — and the underlying argumentative struc-
ture that it is taken to represent. One such question, which we study
in this paper, is the question of when two arguments should be consid-
ered the same, a question which has been surprisingly controversial, and
which also, as we will demonstrate, gives rise to interesting technical
results and future challenges.

1 Introduction

Abstract argumentation in the style of Dung [I1] has gained much popularity
in the Al-community, we point to [10] for an overview. Its appeal seems due in
large part to the mathematically simple and precise basis which Dung uses to
introduce his semantic notions. His argumentation frameworks are nothing but
directed graphs, and semantics for abstract argumentation are defined in terms of
the underlying graph-structure. This suggests logical modeling, a challenge that
has been taken on in recent work, e.g., in [SI6II5]. Whereas these contributions
rely on modal logic, we will follow [I3[14l20] and use Lukasiewicz logic to study
argumentation. The formalization we propose is very simple, in some sense naive,
but our purpose is not to provide a new form of representation for the semantic
structures themselves, which are already nicely represented in terms of digraphs.
What we want is a logic for reasoning about them, to allow us to state and explore
their properties in a succinct way. In the following, we take this route to shed
new light on the question of equivalence.

* Tam very thankful for helpful comments from Truls Pedersen, Piotr Kazmierczak and
Michal Walicki. I also thank BNCQECAT 2012 for accepting a preliminary version
of this paper for a presentation at their conference, and the anonymous reviewers,
for making helpful suggestions for improvements.

L. Libkin, U. Kohlenbach, and R. de Queiroz (Eds.): WoLLIC 2013, LNCS 8071, pp. 96-[[10] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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In Section 2], we briefly present abstract argumentation and Lukasiewicz logic,
as well as the connection between them. In Section [B] we exploit this connection
to describe notions of equivalence arising from well-known semantics for argu-
mentation. Then, in Section dl we address the problem of characterizing logical
equivalence, concluding with a result which employs a new notion of bisimulation
to give a sufficient condition for when two argumentation frameworks behave the
same way, and have the same logical properties.

2 Background

We fix a countably infinite set of atoms I7, which we think of as abstract argu-
ments. Given some set A C II, an argumentation framework over A, a framework
for short, is a digraph, F = (A, R) with R C A x A a set of directed edges, called
the attack relation. If (a,b) € R, we say that a attacks the argument b. We use
the notation R~ (z) = {y | (y,x) € R} and R"(z) = {y | (z,y) € R}, extended
pointwise to sets, such that, for instance, R*(X) = ,cx R (). For general
relations o C X x Y, we drop + as a superscript and use a(z) = {y | (z,y) € a}
and o~ (y) = {z | (z,y) € a}. This also extends pointwise to sets. For two frame-
works F and Fq, we say they are isomorphic if there is a (graph-)isomorphism be-
tween them, i.e., a bijective function i : A — Ay such that R3 (i(a)) = i(R*(a))

A framework F = (A, R) is a subframework of a framework Fo = (Ag, R2)
iff A C Ay and R C Ro. A subset of arguments X C A gives rise to the
induced subframework X = (X, Rx) with Rx = {(z,y) e R |,y € X}. F\ X
denotes the subframework of F induced by A\ X. A backwards infinite walk is
a sequence A = x122%3... such that ;41 € R~ (z;) for all ¢ > 1. Notice that
in finite argumentation frameworks, there can be backwards infinite walks, but
they must involve one or more arguments twice, i.e., they involve cycles.

Some of the most well-known semantics for argumentation, first introduced
in [II] and [I9/9] (semi-stable semantics), are given in the following definition.

Definition 2.1. Given any argumentation framework F = (A, R) and a subset
A C A, we define D(A) = {z € A| R (x) C RT(A)}, the set of vertices
defended by A. We say that

— A is conflict-free if RT(A) C A\ A, i.e., if there are no two arguments in

A that attack each other.

A is admissible if it is conflict free and A C D(A). The set of all admissible

sets in F is denoted a(F).

A is complete if it is conflict free and A = D(A). The set of all complete

sets in F is denoted c(F).

A is preferred if it is admissible and not strictly contained in any admissible

set. The set of all preferred sets in F is denoted p(F).

A is stable if RT(A) = A\ A. The set of all stable sets in F is denoted s(F)

— A is semi-stable if it is admissible and there is no admissible set B such that
AURT(A) C BURT(B). The set of all semi-stable sets in F is denoted by
ss(F).
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We also mention the grounded semantics, which can be seen as an application
of the complete semantics. It collects those arguments that are present in every
complete set, i.e., it can be defined as g(F) = c(F)[

For any e € § = {a,¢,p, s, ss}, we also say that S € €(F) is an extension (of
the type prescribed by €). Given S € €(F),z € A we say that x is accepted (by
S) if x € S and that it is defeated if R~ (x) NS # 0. If neither of these obtain, x
is said to be rejected. Moreover, such a status holds skeptically if it obtains with
respect to all S € €(F), and credulously if it obtains for some S € e(F).

Clearly, these notions have logical structure. Viewing x as a formula, we might
as well say that it is skeptically accepted just in case it follows as a logical conse-
quence from the framework and credulously accepted if it is mutually consistent
with it. Moreover, if x is defeated, we should be able to say, taking the logical
view further, that —z is true. Notice that the notion of rejection does not coin-
cide with defeat, the obvious example being the self-attacking argument, which
is skeptically rejected under any semantics, yet cannot be defeated. It follows
that the logic we need for expressing properties of arguments is not classical,
but three-valued

We will use the following (infinitary) propositional language L:

gu=a | \N@| 0| o0

where a € A and & C L is a (possibly infinite) set of formulas. We remark that
if we restrict attention to finite frameworks, the finitary language will always
suffice. We define ¢ A1, ¢ <> ¥ and L (contradiction) standardly, and we will
also use the following abbreviations.

Vo= N\{-0|ocd}, Mopu=-¢—¢ !6:=-1"0

The appropriate semantics is Lukasiewicz’s three-valued one, defined as follows,
see for instance [5].

Definition 2.2. Given an assignment 7 : I — {0,1/2,1} its extension, T, is
defined inductively on the complexity of formulas.

! This said, the grounded set has attracted quite some interest in more application-
oriented works on argumentation. It is useful, in particular, because it can be com-
puted in linear time [11].
The logical view allows us to offer further qualification for our claim that it might
be more appropriate to view the grounded set as an application of the complete set.
Indeed, a similar perspective can be taken on all so-called unique status semantics, of
which the grounded is an example (like ideal and eager semantics [126]). They start
from existing semantics and impose some more or less sensible rule for ”picking the
winners”, arriving at a unique extension. It follows — in logical terms — that anything
satisfiable (credulously acceptable) is tautologically true (skeptically accepted), and
this holds already at the level of individual atoms/arguments, effectively rendering
any logic based on the semantics, like we propose here, void of content. It seems to
us, however, that the difficulty on agreeing on the correct rule for picking winners
suggests that a more flexible, and structurally rich, approach, by way logic, is often
more appropriate than committing oneself to a particular unique-status approach.

V]
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|
Bl

(a) = w(a) for alla € IT
Eﬂqﬁ) 1—7(¢)
(

Bl

b - ) = min{L, (1 - 7(6)) + 7(6)}
A®) = min{z(¢) | 6 € B}

Ell

Bl

The consequence relation of Lukasiewicz logic is E1,C 2L x L, defined such that
& =1, ¢ iff for all w: IT — {0,1/2,1}, we have that 7(¢) = 1 whenever w(¢) =1
for ally € &.

The meaning of the abbreviations !¢ and "¢, due to Tarski, can now be ex-
plained: they say of ¢ that it is true and not false respectively, and they do so
in a definitive way; they cannot themselves obtain the status of being undeter-
mined (evaluate to 3). For 7 : I — {0,1/2,1} we define 7' = {z | n(z) = 1}
and similarly for 7 and e,

Using Lukasiewicz logic, we can encode extensions of a framework as logi-
cal formulas. We define, in particular, for all A C A, the (possibly infinitary)
conjunction ¢;q(A):

Pia(A /\Z‘/\ /\ AN /\ Z 4>z

z€A yERT(A) 2€A\(AURY (A))

¢ia(A) characterizes A logically by being made true by exactly those assignments
that agree with A on A. That is, such that for all 7 : IT — {0,1/2,1}, we have
7 = ¢i(A) if and only if 7' N A = A and 7% N A = RT(A). We can now write
every extension as the following formula, defined for all € € S:

(F) =1\/{gia(A) | A € (F)}

Clearly, this representation, being constructed by brute force by taking the dis-
junction of all extensions that the framework admits under €, provides a faithful
view. We have, in particular, the following simple fact, the proof of which is
trivial and omitted.

Fact 2.3. For any F = (A, R) and any € € S, we have €(F) = {x' N A | 7 1
¢(F))}

The representation provides what we want, namely a logic for reasoning about
consequences of a given semanticsJ As we observed earlier, credulous acceptance
should amount to mutual consistency, and it does; we have that a € A is credu-
lously accepted just in case ¢(F) Aa £ L. Since ¢¢(F) can never evaluate to 1
(because we put ! in front of the conjunction), we also have the relevant instance

3 We mention that Lukasiewicz logic offer a less trivial characterization of ¢.(F). In
[14], it is established that ¢.(F) is in fact equivalent to the formula {x +> A{-y |
y € R™(z)} | z € A}, which is linear in the size of the framework, and thus provides
a representation of the complete semantics which is more useful, computationally
speaking. See also [1], which builds on a series of similar observations and develops
them within a framework of quantified boolean logic.
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of the deduction theorem, i.e., the above is equivalent to &y ¢c(F) Aa — L.
Skeptical acceptance, on the other hand, becomes logical consequence, such that
a is skeptically accepted with respect to € just in case =z ¢.(F) — a. For a more
complex example of what we can express, consider the following scenario, with
a framework for which it is a logical consequence that if we defeat b, then we
can neither accept nor defeat ¢. This, in particular, is what the formula on the
right says in logical language.

Fral Jb—>c_) ¢ulF)Fr-b—co e

Although our logical representation is simple, examples such as these suggests
its usefulness. Since we have a logical language, we can now express arbitrarily
complex properties and interactions, as long as they arise in a truth-functional
way from the basic notions of acceptance, defeat and rejection.

3 Notions of Equivalence for Argumentation

In the literature, if equivalence is considered, it seems typical to consider a
very simple notion whereby two frameworks are regarded as equivalent if they
have the same sets of extensions. In terms of logic, this equivalence arises at
the level of the theories describing the extensions; it obtains just in case the
theories have the same set of satisfying assignments, i.e., just in case they are
logically equivalent. Another notion of equivalence, which is more subtle, and
also seems more interesting from the point of view of applications, is the notion
that follows as a logical consequence of the extensions. Rather than saying that
the frameworks are the same, this is the notion which says that two arguments,
in the same framework, behave the same way. Such a notion of equivalence has,
as far as we are aware, only been studied in one previous paper [17]. In this work,
however, the focus is on the grounded semantics, and on a notion of semantics
which introduces new distinctions between arguments, distinctions that do not
arise from the grounded semantics itself, but from new notions that the authors
find appealing. While introducing new notions might be appropriate, it is not
the same as investigating equivalences that arise from semantic notions already
established, which is our aim here.

Given the simple logical footing we have provided above, it is simple to account
for the behavioral equivalences we have in mind, and to do so in a way that
makes it clear that they arise from existing semantics, and do not represent new
proposals. It seems, in particular, that the notions of equivalence we capture in
the following definition do not require, and, indeed, can not possibly be given
any other justification than that which one might find occasion to provide in
support of € itself.

Definition 3.1. Structural equivalence: For any two frameworks F and Fo, we
say that they are structurally equivalent under € € S if =r ¢c(F) ¢ éc(F2).

Behavioral equivalence: For any framework F and a,b € A, we say that a and b
are behaviorally equivalent under € € S if =1, ¢<(F) — (a <> b).



The Same, Similar, or Just Completely Different? 101

The following trivial fact explicates the equivalent semantic characteristics, and
both points follows trivially from Fact

Fact 3.2. For any two frameworks F,Fs and arguments a,b € A:

(1) F and Fy are structurally equivalent under € € S iff €(F) = €(F2)
(2) a and b are behaviorally equivalent undere € S iff VA€ e(F):ac A& be A

As we mentioned, the notion of structural equivalence has already received some
attention and recognition in the argumentation community. Moreover, nice re-
sults have been obtained in [I83], where the authors investigate conditions under
which structural equivalence is preserved under various ways in which an argu-
mentation framework can be extended. This is particularly interesting because
extending a framework is not a logically monotone operation; adding arguments
and attacks to a framework does not, for any of the semantics we consider, cor-
respond to adding formulas to the theories characterizing its extensions. Rather,
it introduces new notions of logical revision that have yet to be defined and
explored from a (monotonic) logical point of view. We think doing this is an in-
teresting challenge for future work, but we do not pursue it further in this paper.
Moreover, we note that the results obtained in [I8J3] are limiting in the sense
that they demonstrate that structural equivalence tends to be preserved under
expansion/revision only in case of frameworks that are isomorphic. This seems
to indicate that the notions of expansion needs to be restricted, or else that
structural equivalence itself might be of limited relevanceld It also suggests the
appropriateness of considering other notions of equivalence, and in the following
we will offer a contribution in this regard, by lifting the notion of behavioral
equivalence such it can also be applied to relate different, but behaviorally sim-
ilar, frameworks.

First, let us first consider a class of frameworks that serves to motivate what
is to follow, namely those that consist of a single cycle of attack. Under all
semantics we consider here, these fall into one of two categories: those that have
even length and those that have odd lengthﬁ

Now, it is a basic fact of argumentation that no odd cycle has a non-empty
admissible set, and hence no argument is acceptable with respect to any se-
mantics from Definition 2.1} in any odd cycle. In particular, all odd cycles are
structurally equivalent in the sense of Definition Bl So far so good, but for the
even cycles, structural equivalence fails: no two even cycles of different length

* The only straightforward notion we know of which does not give rise to severe col-
lapses, is the notion of weak expansion. But as noted in [3], it appears to be of limited
interest, since it disallows introducing any new attacks on arguments already present
in the framework. We also mention [4], which introduces another notion of equiva-
lence based on considering the minimal change needed to enforce a set of arguments.
This notion (or related /competing ones) might be interesting with respect to specific
heuristics for instantiation, as explored in [7], but will not be addressed further here.
Indeed, some have claimed that there is only one category; that even and odd-length
cycles should be treated the same way since they are both ungrounded chains of
arguments. This requires new semantic notions however, as presented in [2].

(3]
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are structurally equivalent. In our opinion, this is unsatisfying. To illustrate
further, consider two arbitrary even length cycles, F and Fy depicted below.

F Fy
Tl <=—— T2 Tl <=—— Ty <—— T3
l T l T How do we reason about F and Fy?
Ty —— T3 e — T5 —— T4

Well, suppose that the argument x; from F has some proponent. Then this pro-
ponent should recognize that his argument is attacked by the argument xo and
then become a proponent of argument 3 as well, since this argument attacks xo
and therefore defends x7. This is when the reasoning stops in F, the proponent
notices at this point that although z4 attacks x3, it is in turn attacked by x1, so
his argument, while not conclusive, is at least admissible. In F5, the story, in all
essential aspects, is the same; a proponent of x; realizes he should also support
x3, but now, since the cycle is longer, he also comes to support x5 for the same
reason.

The observation we want to make is that even when the length of cycles differ,
if they have the same parity, they are still — logically speaking — the same. But
on the level of the frameworks, we have no notion of equivalence that allows
us to recognize this sense of sameness. On the level of arguments, however, the
notion of behavioral equivalence does detect it. For it follows, for any even cycle,
that every other vertex is behaviorally equivalent. In Fo, for instance, we have
@s(F2) L (z1 ¢ 25 ¢ 25) A (22 ¢ 24 <> 26). Now, in our opinion, this example
serves to illustrate two things. First, that the notion of behavioral equivalence
is often more informative and useful than that of structural equivalence, and,
second, that behavioral equivalence should indeed be lifted to frameworks.

Formally, it seems natural to do so by first defining the behavioral contraction
of a framework, that is, the framework resulting from collapsing all arguments
that are behaviorally equivalent. Given a framework F, such a contraction is an
obvious candidate for a canonical framework, since it captures, in a minimal way,
how F behaves under e. Towards formalization, we will, given € € S, start by
partitioning A into equivalence classes | J,c 4{lale = {b € A | ¢c(F) Fz a < b}}.
Then we can provide the following definition.

Definition 3.3. Given a framework F = (A, R), its behavioral contraction un-
der € € S is the framework C.(F) = (C.(A),Cc(R)) where

Ce(A) = {lalc | a € A}
and
(lae, [be) € C(R) & Fd’ € [a]e, b € [b]c - (a/,0)) € R

Given two frameworks F and Fa, we say that they are behaviorally equivalent
if there are frameworks i(Cc(F)) and i2(Cc(F2)), isomorphic to Cc(F) and C.(F2)
respectively, such that =1, ¢c(i(Ce(F))) <> ¢e(i2(Cc(F2)))

That is, we regard two frameworks as being behaviorally the same if their be-
havioral contractions are structurally equivalent under renaming of arguments.
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In fact, it seems to us, coming from logic, that this definition is fairly standard,
following, for instance, the notions of equivalence arising from the use of various
kinds of bisimulations in modal logic. So, is it adequate? Does it indeed capture
a notion of equivalence arising logically from the underlying semantics? It is not
hard to answer this in the affirmative. Formally, for ¢ € £, we let I1(¢) denote the
atoms appearing in ¢. Then, for any function f : II(¢) — II, we denote by f(¢)
the formula resulting from replacing x in ¢ by f(z) for each « € IT1(¢). Now, given
frameworks F and Fo which have behavioral contractions that admit isomor-
phisms i(Cc(F)) and i2(Cc(F2)) such that =7 ¢c(i(Ce(F))) <> ¢pc(i2(Cc(F2))), we
let f: A— C(A) and f2 : Ay — Cc(A3z) be defined by f(a) = [ale, f2(a2) = [az].
for all @ € A,as € As. Then it is easy to verify that our definition is logically
adequate, in the sense that logical consequences of F and Fy (under € € S) are
preserved under behavioral equivalence, in the following sense:

(1) : ¢e(F) =L ¢ < i(f(0c(F))) 2 i(f(9)) & ia(f2(9e(F2))) i i2(f2(9))
for all ¢ such that IT(¢) C A

(2) 1 6e(F2) Er 6 & ia( f2(0(F2))) i ia(f2(8) < i(F(6(F)) ki i(F(6)
for all ¢ such that IT(¢) C As
3.4
The usefulness of this result depends on how difficult it is to establish behaviora)l
equivalences, either between arguments, or between frameworks, and in the fol-
lowing we will study this problem. However, its appropriateness seems beyond
doubt. If we can establish behavioral equivalence, we can move freely between
frameworks, analyzing the argumentation scenario at hand in the structure for
which it is easiest to do so. It is a logical truth, in particular, that no informa-
tion is lost by doing so. If the feeling is to the contrary, if it appears that the
notion gives rise to unacceptable collapses or over-simplifications, this is due to
the semantic notions themselves, not the notion of equivalence they give rise to.

4 Characterizing Behavioral Equivalence

Having demonstrated how a notion of behavioral equivalence arises from argu-
mentation semantics, and having provided a logical basis for it, we now turn to
the question of obtaining results that structurally characterizes when two argu-
ments and/or frameworks are behaviorally equivalent. First, we investigate the
link with relations that happen to both preserve and reflect all extensions of a
given semantics.

Definition 4.1. Given two frameworks F and F3, € € S and a relation o C
A x A, we say that o is an e-relation, if the following two conditions hold:

(1) For all A € €(F),a(A) € €(Fa)
(2) For all Ay € €(F2),a™ (Az) € €(F)

If there is an e-relation between F and Fo, we write F =€ Fo
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Clearly, if F =° F, there is a close relationship between the arguments, and
how they interact, in these two frameworks. After all, any e-extension in one
gives rise to an e-extension in the other. Does it follow that two argumentation
frameworks are behaviorally equivalent if and only if there is an e-relation be-
tween them? It turns out that the answer is yes for the preferred, semi-stable
and stable semantics, and no for the complete and admissible semantics. To show
the latter claim first, consider the following two argumentation frameworks.

F: Fo:

It is not hard to verify that under admissible and complete semantics, F and F»
are both their own behavioral contractions — no two arguments are equivalent in
either framework — and then, since they are not structurally equivalent (under
any renaming), it follows that they are not behaviorally equivalent. Still, the
relation « = {(x, x2), (¢, 22), (¥, y2), (v, y2) } both preserves and reflects admis-
sible and complete sets. It follows that existence of an e-relation does not imply
behavioral equivalence for these semantics. Next, let us show that existence of
an e-relation does imply behavioral equivalence with respect to preferred, semi-
stable and stable semantics.

Proposition 4.2. For any two frameworks F and Fy and any € € {p, ss, s}, we
have F =€ Fo if and only if F and Fy are behaviorally equivalent.

PROOF. (<) Define f : A — C.(F), f2 : Ay — Cc(F2) by f(a) = [a], f2(a2) =
[az]c for all a € A, as € As. Clearly, we have that f and fo are e-relations between
F,F2 and C.(F),C.(F2) respectively. Since F and Fy are behaviorally equivalent,
there are isomorphisms 4,4 such that =1 ¢c(i(Cc(F))) <> de(iz2(Ce(F2))), and it
follows that f; oiy oio f is an erelation between F and Fp. (=) The orbit
of a partitions A and A into equivalence classes [a]o and [ag]q, defined for all
a € A, az € Az as the least set A (resp. Az) such that a € A (resp. az € As) and
a (a(A)) = A (resp. a(a™ (A2)) = Az). To complete the proof, we will show
that the partitioning of A and A into behavioral equivalence classes is a refine-
ment of the partitioning induced by «. By definition of orbit and the fact that
equivalence is transitive, it suffices to show (1): for all a,b € A, if as € a(a)Na(d)
then ¢¢(F) =1 a <> b and (2): for all az,by € A, if a € a™ (az2) N o™ (b2) then
oc(F2) Ez az < ba. We show (1) for € = p, the other cases are similar. As-
sume towards contradiction that as € a(a) Na(b) for some preferred set P such
that a € P,b ¢ P. Since « preserves and reflects extensions, we know that
P’ = a~ (a(P)) is a preferred set. Clearly, we have P C P’ and, moreover, we
have b € P’ since ag € a(b) Na(a) C a(P). This contradicts maximality of P,
required by definition of preferred sets. O

Note that a-relations are c-relations, and are also e-relations for all other seman-
tics. So existence of an a-relation (and c-relation) also establishes behavioral
equivalence with respect to the other semantics. Moreover, note that the failure
of a-relations to establish a-behavioral equivalence is down to some arguments



The Same, Similar, or Just Completely Different? 105

not obtaining any definite status. It holds, in particular, for every ¢ € S and
e-relation « that if az € a(a) N a(b), then there can not be any admissible A
such that a € A and b € R*(A). The reason is that this would imply existence
of c € R™(b)N A, which in turn would imply a,b,¢c € A’ = o~ (a(A), meaning A’
is not independent, hence not admissible, contradicting that « is an a-relation.

Moreover, the argument used in the proof of Proposition also shows that
for any two a,b € A, if they are in the same equivalence class induced by the
orbit of some a-relation, it means that they are equivalent in the looser sense of
satisfying VA€ a(F):a€ A=3A' D A: A ca(F)Nbe A

Having found an alternative characterization of behavioral equivalence, using
e-relations, we can study behavioral equivalence by proxy, working with the more
straightforward and manageable Definition 1] in place of Definition Bl We do
so in the following, when we investigate bisimulations [

Definition 4.3. Given argumentation frameworks F and Fs, a relation 8 C
A x Ay is said to be a bisimulation if we have:

forth: For everyx € A,y € R™(x), for all zo € B(x) there is y2 € Ry (z2)NB(y)
back: For every xo € As,ys € Ry (z2), for all x € B~ (xg) there isy € R~ (z) N
B~ (y2)

Notice that the definition asks for mutual simulation of incoming attacks. For
e € {a,c,p, s, ss}, it is not hard to see that existence of bisimulations are neither
necessary nor sufficient for existence of e-relations. The problem is that a bisim-
ulation does not ensure that attacks are absent when they need to be in order
to ensure conflict-freeness. It is easy to see, for instance, that an even cycle is
bisimilar to a single self-attacking argument.

However, as we show in the Appendix, bisimulations behave well with respect
to defense, and they only fail to preserve conflict-freeness in specific circum-
stances. To illustrate, assume that you have two arguments a,b in some frame-
work F such that a and b are not in any conflict, and that you then relate them
by a bisimulation S to some ag,bs in Fo with by € R~ (az2). It then follows by
B being a bisimulation (”back”), that there must be some ¢ € §7(bz) such that
¢ € R~ (a). So an attacker of a, namely ¢, was merged with a non-attacker of a,
namely b. Such a collapse has to occur when bisimulations fail to preserve and
reflect extensions. Let us attempt to limit it, by offering the following definition.

Definition 4.4. Given two frameworks F and Fa, a bisimulation § C A X As is
finitely collapsing (called an fc-bisimulation) if the following holds:

global forth: For every backwards infinite walk A = zixoxs... in Fo, there
exists some i € N such that |8~ (x;)] =1

global back: For every backwards infinite walk A = xixoxs ... in F, there exists
some i € N such that |5(z;)| =1

5 We should mention that bisimulations also feature in the work of Grossi [T6ITH],
but there with respect to the authors interpretation of argumentation frameworks
as Kripke models, and hence in the standard modal logical sense.
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The main result, established in the Appendix (Theorem [E3), is that fe-
bisimulations are e-relations with respect to all semantics we consider. From
this, we obtain immediately the following corollary regarding behavioral
equivalence.

Theorem 4.5. Given a framework F and a reflexive relation « C Ax A. If « is
a bisimulation and every backwards infinite path contains at least one argument
which is only related to itself, then all arguments related by « are behaviorally
equivalent under all € € {p, ss, s}.

As an example of an instance of equivalence witnessed by this result, consider

the following framework.
F:

a/(—\b/z—\c
SN—7 SN~——

Here, we have that a and ¢ are behaviorally equivalent, and this is witnessed by
the reflexive bisimulation which relates a and ¢ and maps b only to itself.

5 Conclusion

We presented a simple representation of argumentation semantics in terms of
Lukasiewicz logic, allowing us to express complex claims concerning arguments,
their semantic status, and their interactions. We showed its merit by studying
equivalence, arriving at notions that are all logically derived from existing seman-
tic notions. We argued for the importance of the notion of behavioral equivalence
between arguments, and we lifted it to the level of frameworks, taking quotients,
and without making any new claims about the nature of argumentation, beyond
those already present in the semantics we considered. We followed up on this
by addressing the problem of finding nice structural characterizations of behav-
ioral equivalence, providing a result linking the logically defined notion with the
concept of an arbitrary relation between frameworks that preserve and reflect
solutions. Moreover, we provided a sufficient condition for behavioral equivalence
in terms of bisimulations.

We believe our work shows both the appropriateness and usefulness of the sim-
ple logical representation in Lukasiewicz logic, and, moreover, that it suggests the
merit of investigating further the notions of equivalence that this representation
allows us to recognize.

Appendix

First, we show that bisimulations behave nicely when it comes to defense.

Fact 5.1. Consider arbitrary frameworks F,Fo and some bisimulation  C A x
As. Then we have

(1) For all AC A, B(D(A)) = D(B(A)) - B preserves defended arguments and
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(2) For all Ay C A, 87 (D(A2)) = D(8~ (A2)) — B reflects defended arguments.

Proor. (1) Given A € A, we show both inclusions. (C) Consider arbitrary
y € D(A), y2 € B(y) and z2 € R, (y2). Then by 8 being a bisimulation (”back”),
it follows that there is z € 87 (z2) such that z € R (y). Since y € D(A) it
follows that there is z € A such that € R~ (2). Then by 3 being a bisimulation
("forth”) it follows that there is zo € S(z) such that zo € R (22), meaning
zo € Ry (B(A)). We conclude ya € D(B(A)) as desired. (2) Consider arbitrary
ya € D(B(A)), y € B~ (y2) and z € R~ (y). Then by S being a bisimulation
("forth”), it follows that there is z2 € B(z) such that zo € R~ (y2). Since y2 €
D(B(A)), it follows that there is 22 € S(A) such that 2o € R~ (22). From § being
a bisimulation (”back”), it follows that there is € 8~ (z2) such that x € R~ (z).
It follows that y € D(A), meaning that y, € S(D(A)) as desired.

(2) The argument is symmetric to that used to show (1). O

The next result concerns the relationship between various semantics.

Theorem 5.2. Given frameworks F and Fo, if 5 C A x As is a bisimulation,
then if B preserves and reflects admissible sets, it also preserves and reflects
preferred, semi-stable and stable sets.

PROOF. For all semantics, we only show preservation. Reflection can be shown
symmetrically. Stable: Assume that S C A is stable. We know §(S) is conflict-
free and must show Az \ 3(S) = R5 (B3(S9)). Consider arbitrary x5 € As \ B(S).
Then 5~ (x2) € A\ S, so there is y € S such that y € R~ (8~ (z2)). By S being a
bisimulation ("forth”), we have xo € RJ (B8(S)) as desired. Preferred: Assume
that S C A is preferred. Then 8(S) is admissible. Assume towards contradiction
that there is Ay D B(5) which is admissible in F5. Then 57 (Az) is admissible in
F and since 5(8~ (A2)) 2 Az D B(S5), we have 5~ (A2) D S, contradiction. Semi-
stable: Assume that S C A is semi-stable, i.e. that S is admissible, and that
there is no admissible A C A such that SUR™(S) € AURT(A). Assume towards
contradiction that $(S) is not semi-stable. Then there is Sa C As such that a)
SoURT (S9) D B(S)URS (B(S)). By B being a bisimulation (”forth”), we have b)
B(RT(S)) € RF(B(S)) and also ("back”) that c) B~ (R3(S2)) € RT(B7(S2)).
We will show that 87 (S2 U RS (S2)) = B7(S2) UB~(RF(S2)) D SURT(Y),
which is a contradiction since it allows us to conclude, by applying c), that
B~ (S2) URT(B7(S2)) D SURT(S). We show inclusion first.

~~

)
2 B7(B(S) URS(B(S)))
B~(B(S)) U B~ (R3 (B(S)))

B (S2URS (S2))" 2
Py
“SB7(B(S)) U BT (BRH(S)))
D SURT(Y)

To show that the inclusion is strict, consider zo € (S2 U Rg(S2)) \ (B(S) U
Ry (B(9)). For arbitrary € B (x2), observe first that since 2o ¢ 3(S), we have
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x & S. We also have 22 ¢ Ry (8(5)) and from b) it follows that x5 & 3(RT(S)).
Then we conclude that x ¢ R*(S). O

Interestingly, a bisimulation that preserves and reflects admissible sets might not
preserve complete sets, as shown by the frameworks F and Fo below. Here, we
have the bisimulation 8 = {(a, a), (e, a), (b,b), (d,b), (f,b), (¢, c)} which also pre-
serves and reflects with respect to the admissible semantics. We notice, however,
that {a} is a complete set in F while 3(a) = {a} is not complete in Fy since d is
defended by {a}.

F: Fs:
d—>eCf aCb—>c
L
a b——c¢

S~—~7

The main theorem now follows, stating that fc-bisimulations are e-relations with
respect to all € € S. We remark that it is sufficient to show that fc-bisimulations
preserve and reflect admissible and complete sets, from which it follows by The-
orem that they also preserve and reflect preferred, stable and semi-stable
sets.

Theorem 5.3. Given frameworks F and Fa, if there is an fc-bisimulation  C
A x Ay, then F =°Fy for all € € {s,a,p,ss,c}

PrOOF. Admissible: Let 5 C A x Az be an arbitrary fc-bisimulation. We show
that [ preserves admissible sets. Then, by symmetry, 8 also reflects them, since
the inverse of 5, 5~ C A x A is clearly also an fc-bisimulation. Let £ C A be
an admissible set in F and consider Ey = S(F). If x2 € R (y2) for y2 € Es, then
there is y € F such that y» € B(y), and by /3 being a bisimulation ("back”), there
is some z € R~ (y) such that xo € B(z). Since E defends itself, it follows that
there is z € R~ ()N E. Then, by 3 being a bisimulation (”forth”), it follows that
there is some zy € R; (x2) such that zo € B(z), meaning zo € E,. This shows
that Eo C D(Es3). To show that Fs is conflict free, assume towards contradiction
that there is xo,b’ € Fy with x5 € R; (V). Then, by definition of Es, there is
x,b € E with x5 € f(z) and b’ € B(b). Also, we know that z ¢ R~ (b) since E is
conflict-free. But by § being a bisimulation ("back”), there must be z € R~ (b)
such that x2 € §(2). Since E is conflict-free, we know that z € R=(E) C A\ E
Now we have xo € Fo N B(x) N B(2) such that z attacks E, and this is the first
step towards showing that there exists an infinite backwards walk A = y1y2y3 . . .
in As such that for all ¢ > 1, we have |8~ (y;)| > 2. This will contradict the
assumption that ( is an fc-bisimulation (”global forth”). We take y; = z2 and let
wy = x, v1 = z. Then for all i > 2, we define y;, w;, v; inductively, assuming that
Yi—1,W;—1,v;—1 have been defined such that w;—1 € F,v,.1 € R™(E) C A\ E
and y;—1 € B(w;—1) N B(vi—1). The construction is visualized below.
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A A A

v v v 7.
Y=Y,y ——b

Since E defends itself against all attacks, we can find w; € ENR ™ (v;—1). Since
we have y;—1 € B(v;—1) it follows by £ being a bisimulation (”forth”) that we
can find y; € f(w;) N R~ (y;—1). But we also have y;_1 € S(w;—1), so by 3 be-
ing a bisimulation ("back”), we find v; € 87 (y;) " R~ (w;—1). Since w;—1 € E
and E is conflict-free, it follows that v; € R™(E) C A\ E. So y;, w;,v; can
be found for all i € N, proving existence of A that contradicts ”global forth”.
Complete: We know that 8 preserves and reflects admissible sets, and now we
assume that S C A is complete. Consider arbitrary x5 € Az \ (B(S)URS (B(9))).
By 3 being a bisimulation (”forth”), we get 8~ (z2) NRT(S) = 0, which implies
B~ (z2) € A\ (SUR™(S)). Then, since S is complete, there is y € A\ (SUR™(S))
such that y € R™(8~ (z2)). Then, since S is a bisimulation (”forth”), it fol-
lows that there is yo € B(y) N R, (w2). Since xo € Ry (B(S)) it follows that
ya & B(S). Assume towards contradiction that yo € R (22) for some 25 € 5(9).
Then there is z € SN 7 (z2) and also, since f§ is a bisimulation (”back”),
there is 2’ € R™(y) N B~ (22). Since y & RT(S), 2/ ¢ S. Since 3 is a bisimula-
tion ("forth”) and z2 € B(S) and B(S) is conflict-free, 2/ ¢ R*(S). It follows
that 2/ € A\ (S UR'(S)). To contradict global forth, we prove existence of
a backwards infinite walk A\ = zjzox3... in Fo such that for all ¢ > 1 we
have |57 (x;)| > 2. We take x1 = 29, v1 = 2z/,w; = z and for all i > 2,
we assume that we have x;_1,v;_1,w;_1 with x;_; € B(S) UR5(8(S)) and
w;—1 € (SUR+(S)) ng- (.Z‘Z‘_1), Vi—1 € (.A\ (SUR+(S))) ng- (xi_1). There are
two cases. I) x;,_1 € B(5). Then since 5(S5) is admissible and w;—1 € 87 (x;_1),
we have w;_1 & R1(S) by 3 being a bisimulation (”forth”). Since S is complete,
we find v; € R™(vi—1)N(A\ (SURT(S))). Since 3 is a bisimulation (”forth”), we
find z; € Ry (zi—1) N B(v;), and since B(S) is admissible, z; € Ry (8(S)). Then,
going back, we find w; € 7 (2;) "R~ (w;—1), and since w;_1 € S and S is admis-
sible, w; € R*(S). 1) z;—1 € Ry (B(S)). Since w;—1 € B~ (wi—1) N (SURT(S))
and ((9) is admissible, we have w;_1; € R*(S). We choose w; € SNR™ (w;_1).
By f being a bisimulation (”forth”), we find ; € B(w;)NR5 (z;—1) and (”back”)
v; € B7(z;) NR™(vi—1). Since v;—; & RT(S), v; € S. Also, by 8 being a bisim-
ulation ("forth”) and z; € B(v;) N B(S) and B(S) being conflict-free, we have
v; € RT(S). Having established the claim for € € {a,c}, the claim follows by
Theorem 0.2 for all € € {a,c,p, ss, s}. O
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Abstract. We introduce a new variant of dependence logic (D) called
Boolean dependence logic (BD). In BD dependence atoms are of the
type =(z1,...,Tn,a), where « is a Boolean variable. Intuitively, with
Boolean dependence atoms one can express quantification of relations,
while standard dependence atoms express quantification over functions.

We compare the expressive power of BD to D and first-order logic
enriched by partially-ordered connectives, FO(POC). We show that the
expressive power of BD and D coincide. We define natural syntactic
fragments of BD and show that they coincide with the corresponding
fragments of FO(POC) with respect to expressive power. We then show
that the fragments form a strict hierarchy.

Keywords: Dependence Logic, Partially-Ordered Connectives, Expres-
sivity, Existential Second-Order Logic.

1 Introduction

Dependence is an important concept in many scientific disciplines. A multitude
of logical formalims have been designed to model dependences, for example, in
database theory, social choice theory and quantum mechanics.

Dependences between variables in formulae is the most direct way to model
dependences in logical systems. In first-order logic the order in which quantifiers
are written determines dependence relations between variables. For example,
when using game theoretic semantics to evaluate the formula

VrodriVaedxs ¢,

the choice for z; depends on the value for xz(, and the choice for z3 depends
on the value of both universally quantified variables xy and x5. The first to
consider more complex dependences between variables was Henkin [8] with his
partially-ordered quantifiers ().
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In ([I) z; depends only on xy and z3 depends only on z5. Enderton [6] and
Walkoe [I7] observed that exactly the properties definable in existential second-
order logic (£S0) can be expressed with partially-ordered quantifiers. Building
on the ideas of Henkin, Blass and Gurevich introduced in [3] the narrow Henkin
quantifier (2). In (2) the value of the Boolean variable «; depends on value of the
first-order and Boolean variables in the tuple a, while the value of ay depends on
the value of the tuple y. The idea of Blass and Gurevich was further developed by
Sandu and Véaénénen in [13] where they introduced partially-ordered connectives
(3); here v is a tuple (Y00,701,7v10,711) of formulae. In this paper we adopt the
approach based on Boolean variables from [3] for our definition of partially-
ordered connectives. Hence in this paper, a partially ordered connective is as in
(2) with the exception that x and y are not allowed to contain Boolean variables.
However the expressive power of partially-ordered connectives defined here and
in [I3] coincide. For recent work on partially-ordered connectives see e.g. [7UT15].

The first to linearize the idea behind the syntax of partially-ordered quan-
tifiers were Hintikka and Sandu [9JI0], who introduced independence-friendly
logic (ZF). ZF-logic extends FO in terms of so-called slashed quantifiers. De-
pendence logic (D), introduced by Vaaninen [16], was inspired by ZF-logic, but
the approach of Vadnédnen provided a fresh perspective on quantifier dependence.
In dependence logic the dependence relations between variables are written in
terms of novel atomic dependence formulae. For example, the partially-ordered
quantifier () can be expressed in dependence logic as follows

VzodzVeodzs(=(x2, x3) A ©).
The atomic formula =(x2,x3) has the explicit meaning that x3 is completely
determined by 2 and nothing else.

In recent years, research related to dependence logic has been intense. A vari-
ety of closely related logics have been defined and various applications suggested,
see e.g. [TH4IBITTIT2/T4].

In this paper we introduce a new variant of dependence logic called Boolean
dependence logic (BD). In BD dependence atoms are of the type =(z1, . .., zn, @),
where « is a Boolean variable. Boolean dependence atoms provide a direct way
to express partially-ordered connectives in the same way as dependence atoms
express partially-ordered quantifiers. The partially-ordered connective (2) can
be expressed in Boolean dependence logic as follows

VxIaVy3B(=(y, 5) A ¢).

Intuitively, with Boolean dependence atoms one can express quantification of re-
lations, while standard dependence atoms =(z1, .. ., z,, y) express quantification
over functions. Since in second-order logic it is clear that functions and relations
are interdefinable, the question arises whether there is any significant difference
between D and BD. We show that in terms of expressive power there is no differ-
ence. On the other hand, in BD one can define directly natural fragments that
correspond to logics with partially-ordered connectives.

Our results can be seen as a contribution to the analysis of fragments of £SO.
In particular we are able to separate natural fragments of £ESO. We also give new
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insight concerning interdefinability of functions and relations in the framework
of dependence logic.

The structure of the paper is as follows. In Section 2 we define Boolean de-
pendence logic, BD, and its fragments BBD, RBD and V-BD. In addition we
define the extension of first-order logic with all partially-ordered connectives,
FO(POC), and its fragments FO(POC™), POC[FO] and POC[QF]. In Section
we prove a normal form for BBD and using this normal form show that the ex-
pressive power of BBD, RBD and Y-BD coincide with FO(POC™T), POC[FO]
and POC[QF], respectively. In Section [ we show that BD, BBD, RBD and
V-BD form a strict hierarchy with respect to expressive power.

2 Preliminaries

2.1 Boolean Dependence Logic

Boolean dependence logic BD is a variant of dependence logic where the conse-
quents of dependence atoms are Boolean variables instead of first-order variables.
We use «, 3,... to denote Boolean variables and z,y,... to denote first-order
variables. Tuples of variables are denoted by @,y and «, B, respectively.

Definition 1. Let 7 be a relational vocabulary. The logics D(7) and BD(T) are
defined by the following grammars. The rules common to both D and BD are

pu=m=xy | ~a =22 | R(x) | ~R(@) | (0 v o) | (p A @) | Vap | Tzp.
The additional grammar rule for D is p = =(x1,...,Z,), and the additional
grammar rules for BD are ¢ = a | —a | =(x1,...,Zn, ) | Jap.

In order to define the semantics of D and BD we first need to define the concept
of a team. Let 2 be a model with the domain A. Assignments over 2 are finite
functions that map first-order variables to elements of A and Boolean variables
to elements of {1, T}. If s is an assignment, x a Boolean or first-order variable,
and a € {1, T} or a € A, respectively, then s(a/x) denotes the assignment (with
domain dom(s)u{x}) which agrees with s everywhere except that s(a/x)(x) = a.

Let A be a set and {x1,...,&n,q1,...,Qy,} a finite (possibly empty) set of
variables. A team X of A with the domain dom(X) = {x1,...,2n,010,...,Qm}
is any set of assignments from the variables {z1,..., 2k, a1,...,Q,} into the
set Au{L, T} If Xisateamof A, F: X - Aand G: X — {1, T}, we use
X (F/z) to denote the team {s(F(s)/z) | s € X}, X(G/a) to denote the team
{s(G(s)/a) | s€ X} and X (A/z) for the team {s(a/x) | s € X and a € A}. For a
set W € dom(X) we call the function F' W-determined iff for all s,s’ € X, with
s(x) = s'(x) for all x € W, we have that F(s) = F(s).

Definition 2. Let 2 be a model and X a team. The satisfaction relation A E=x ¢
1s defined as follows.

AExl < VseX:AUsl={L, whenl is a first-order literal
AExa <o VseX:s(a)=T
AEx o & VseX:s(a)=1
AExpnty o AExpandAExy
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AExpvy < UkypandAkE=z ) forsomeY v Z =X
AEx =(x,a) < Vs, s'e X :s(x)=s(x) implies s(a) = s'(a)
AEx =(x,y) < Vs, s'e€X:s(x)=s(x) implies s(y) = s'(y)

AEx Iy < AEx(Fm Y for some F: X — A
AEx Iy < AEx(pa) ¥ for some F: X — {1, T}
Alx Yoy < Akxum ¥

Definition 3. Let ¢ € BD. The set Fr(p) of free variables of a formula ¢ is
defined as for FO, except that we have the new cases

Fr(a) = Fr(—a) = {a} Fr(=(z,q)) = {@,a} Fr(3ag) = Fr(p)\{a}

If Fr(¢) = &, we call ¢ a sentence. We say that the sentence ¢ is true in the
model 2 and write A |= ¢, if A =5, ¢ holds.

Definition 4. Let V = {x;,,...,2;,} where i; <ij41 for all j <n. By =(V,a)
and =(V,y) we denote =(x;y,...,2;,,a) and =(24,,...,2;, ,Y), respectively.

2.2 Partially-Ordered Connectives

According to the definition of Sandu and Véadnénen [13], a partially-ordered
connective is an expression of the form

Vl’ll [N Vl’ln \/ble{O,l}
D= | : S
VZm1 -« YZmn \/bme{o,l}
that binds a tuple v = (¢b)pefo,13» of formulae. Here it is assumed that all
the variables x;; are distinct. We denote the set of all such partially ordered
connectives D by D. By FO(D) we denote the extension of first-order logic by
all partially-ordered connectives D € D. Furthermore, by D[FO] and D[QF] we
denote the logics consisting of formulae of the form D (©p)pef0,13m, where D € D
and p are first-order formulae or quantifier free formulae, respectively.

We will deviate from the definitions of [13] in two ways: First, we will replace
the disjunctions \/biE (0,1} by existentially quantified Boolean variables Jc;; this
makes it easier to relate logics with partially-ordered connectives to fragments
of BD. Second, in order to simplify the proofs in Section B, we will relax the
restriction that the variables z;; should be distinct, and that the tuples x; =
(241, .-, Zin) should be of the same length.

Definition 5. Let ; = (2i1,...,%in;), 1 < @ < m, be tuples of first-order
variables, and let o;, 1 < i < m, be distinct Boolean variables. Then

Ve, dog
C = . .
Va,, da,
is a partially-ordered connective. The pattern of C is @ = (n1,...,%m, E),
where E describes the identities between the variables in the tuples x1,...,Tm:

E = {(i,5,k 1) |1 <ik <m,1<j<ng,l << ng,xy =aw} IfCisa
partially-ordered connective with pattern w, we denote C by Ny 101 ... Ty Q.
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Definition 6. The logic FO(POC) is defined by the following grammar:
pu=al—alz =z [~z =z | Rz [ -Rx| (o ve)| (e
Vep | 3z | Ne @10 ... @@ @ | "Ny @100 - . T, -

FO(POC™) is the fragment of FO(POC) that allows only positive occurrences
of partially-ordered quantifiers. In other words, FO(POC™) is defined by the
grammar above without the last rule =Ny 11 . .. Tmam ©. The logic POC[FO]
(POC|QF]) consists of all formulae of the form Npxic...Tma, @, where
p € FO (p is a quantifier free formula of FO).

The semantics of these logics is defined in terms of models and assignments in the
usual way. The clause for a formula starting with a partially-ordered connective
C = Nyxi01 ... Tpay, with pattern 7 = (nq, ..., nm, E) is the following:
A, s =Cp < there exist functions f; : A™ — {1, T}, 1 <i<m,
such that for all tuples a; € A", 1 <i<m:
if aj ...a,, is of pattern 7, then 2, s’ = ¢, where
SI = 5(a1/x17 ceey am/xma fl(al)/ah ceey fm(am)/am)-
Here “aq ...a, is of pattern 7” means that a;; = ay whenever (3,4, k,1) € E.
Note that s’ is well-defined for all tuples a; ... a,, that are of pattern .
It is straightforward to prove that the partially-ordered connectives IN; defined
here have the same expressive power as those defined in [I3].
A logic L' is at least as expressive as L (L < L) iff for all sentences ¢ € L
there is a sentence ¢’ € £’ such that for all structures 2 it holds that 2 |= ¢ iff
A = ¢'. We say L and L' are equivalent (L= L") iff L < L and L' < L.

Proposition 1. FO(POC) = FO(D). Moreover, POC[FO] = D[FO] and
POC[QF] = D[QF].

2.3 Fragments of BD

In this section we define fragments of BD that correspond to, with respect
to expressive power, the fragments FO(POC"), POC[FO] and POC[QF] of
FO(POC).

Let ¢ be a BD-formula or a FO(POC)-formula, and and let ¢ be a subformula
of p. We define V,,(¢) to be the set of all first-order variables x such that there
exists a formula ¢ such that for some quantifier @, @x#0 is a subformula of ¢ and
1 is a subformula of ). In other words, V,,(¢) is the set of first-order variables
x that are quantified in ¢ and bound .

Definition 7. We define the following sublogics of BD.

1. BBD is the restriction of BD to formulae ¢ such that for every subformula
3z of ¢ and each occurrence of a dependence atom =(x1,...,Zn,q) in P
it holds that V,(v¥) € {z1,...,zn}.

2. RBD is the restriction of BD to formulae where no dependence atoms occur
inside the scope of an existential first-order quantifier.

3. Y-BD is the restriction of BD to formulae without existential quantification
of first-order variables.
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It is easy to see, that every V-BD formula is an RBD formula, every RBD
formula is a BBD formula and every BBD formula is a BD formula.

Proposition 2. V-BD < RBD < BBD <BD <D
Proof. The first three inclusions follow by the observation made above. For the

last inclusion we show that for every BD-sentence ¢ there exists a D-sentence
¢’ such that for all structures 2

A= iff A= (4)
W.l.o.g. we can restrict our attension to models with at least two elements. Let
¢ = Jx;er(r) # 7 A P*), where ¢* is the sentence obtained from ¢ by

replacing every subformula of type da;1¢ by 3z, ((xal =XT Vo =21) A w),
every atomic not negated Boolean variable a; by z,, = =T, every atomic negated
Boolean variable —«; by z,, = x1, and every BD dependence atom =(x, ;) by
the first-order dependence atom =(x, z4,). Clearly ) holds for any model 2 of
cardinality at least two.

3 Equivalences

In this section we prove a normal form for BBD. Using this normal form we
show that BBD = FO(POC™), RBD = POC[FO] and V-BD = POC[QF]. In
addition we show that BD = D.

Definition 8. A formula ¢ € BD is in variable normal form if no variable in
Fr(yp) is quantified in @, and if each variable is quantified at most once in .

Definition 9. A sentence ¢ € BBD is in @-normal form if ¢ is in variable
normal form and there exists a formula ¥ € BBD such that the following holds.

1. ¢ = YxIad, for some (possibly empty) block of universal quantifiers Ve
followed by a (possibly empty) block of existential Boolean quantifiers Icx.

2. FEach quantifier in ¥ occurs in some block of quantifiers 3xVyda, where at
least x is non-empty.

In other words, a sentence ¢ is in @Q-normal form if each quantifier in ¢ is pulled
to the nearest existential first-order quantifier and then each universal first-order
quantifier is pulled past Boolean quantifiers.

Definition 10. A sentence ¢ € BBD is in dependence normal form if ¢ is in
Q-normal form, and for every maximal non-empty block of Boolean existential
quantifiers da in @ there exists a subformula Ela((/\iel =(ac,~,oz,')) A w) of ¢
such that the Boolean variables «;, i € I, are exactly the variables quantified in
da and every dependence atom in v is in scope of some quantifier in 1.

More informally, a sentence in @-normal form is in dependence normal form if
there is one-to-one correspondence between Boolean existential quantifiers and
Boolean dependence atoms such that each quantifier Jo is immediately followed
by the corresponding dependence atom =(x, ), and conversely each dependence
atom is directly preceded by the corresponding Boolean quantifier.
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Proposition 3 (Lemma and Propositions and [A3] in the Ap-
pendix). Every sentence in BBD has an equivalent sentence in dependence
normal form.

Let ¢ € BBD be a formula in dependence normal form. We say that a subfor-
mula ¢ of ¢ is dependence mazimal (with respect to ¢) if it is either a maximal
subformula containing no dependence atoms, or it is of the form JyVaIa v,
where JyVaxIa is a maximal and non-empty block of quantifiers.

Theorem 1. BBD = FO(POC")

Proof. We will first prove that BBD < FO(POCY). Let ¢ be a BBD sentence
and 2 a model. By Proposition Bl we may assume that ¢ is in dependence normal
form. We translate ¢ into an equivalent FO(POC™) sentence ¢* by substitut-
ing each maximal block of quantifiers along with the corresponding dependence
atoms in ¢ by a partially-ordered connective.

More precisely, we define a translation ¢ — ™* for all subformulas ¢ of ¢
that are dependence maximal or Boolean combinations of dependence maximal
subformulas. The translation is defined recursively as follows:

(i) If ¢ is a maximal subformula without dependence atoms, then let * := 1.
(i) If ¢ = EIyVa:EIa((/\KiSm =(Vo(¥) u {yz;}, o)) A 19) is dependence maxi-
mal, we define
Y* 1= YN, LoopT1Q . . . Ty Oty U, (5)
where x( are exactly those variables in « that are not in any x;, 1 <1i < m,
and «p is a fresh Boolean variable not occurring in 9*.
(iii) If ¢ =¥ ®mn for ® € {A, v}, then * = 9* @ n*.
Note that since ¢ is in dependence normal form, ¢* is defined, and clearly
©* € FO(POC™). Thus, it suffices to prove that ¢ and * are equivalent for all
dependence maximal subformulas 1 of ¢ and their Boolean combinations: if 2
is a model, and X is a team on 2 such that dom(X) = V,,(¢), then
AExy © A sl=v* forall se X.
The proof is done by induction on the definition of the translation.
(i) If @ is without dependence atoms, the claim holds by [16, Cor. 3.32].
(ii) Assume that ¢ = 3yn is dependence maximal, where
n=vada(( N\ =) uf@iha) A 0).
1<i<m
Then ¢* = 3y Ny xgapxi0y . . . Loy, 9. We will show that for every team Y
A=y n e A skE Nyzopz1ag - .- Ty, 9 for all s € Y.
It is easy to see that the claim for ¢ follows from this.

Let & be a model, and Y a team on 2 with dom(Y) = V,,(n). Now A =y 7
if and only if there are functions Fy,..., F, : Y(A"/x) — {1, T}, for n = ||,
such that

ez (N =) v {@idiai) Ad, where Z = V(A" /@, /o). (6)

1<i<m
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Assume that (@) is true. For each s € Y, let ff: A™ — {1, T}, 1 <4< m,bethe
functions such that ff(a;) = F;(s(a/x)), whenever a; € A™ is the restriction of
a to the variables in ;. Note that f? is well-defined, since by the first conjunct
in @), F; is V(1) v {x;}-determined. Let fj(ao) := T for all ag € A™.

If a; € A™ are tuples such that aga; ...a,, is of pattern m, then we see
that the assignment s’ := s(ao/xo, ..., @m/Tm, fi(a1)/a1,..., f5(am)/am) is
in Z. Since 2 [z 9, by induction hypothesis we have 2, s’ = 9*. Since ag
does not occur in ¥*, A, s" |= 9*, where s” = s'(T/ap). Hence, the functions
f7, ¢ < m, are as required in the truth condition of N, and we conclude that
A, s = Ny xoap11 .. Tty 9* for all se Y.

Assume on the other hand that, for each s € Y, ff : A™ — {L, T}, i < m,
are functions witnessing that 2, s = N o101 ... Lo, 9*. Then we define
Fi,...,Fy Y(A"/x) — {L, T} by setting F;(s(a/x)) := f(a;), where a; € A™
is the restriction of a to the variables in x;. The functions F; are then obviously
V(1) U {x;}-determined, whence A =z A <;c,, =(Vo(n) v {xi}, ;) for Z :=
Y (A" /x, F /o). Furthermore, if s’ € Z, then it is of the form

s' = s(ao/xo, ..., am/Tm, [i(a1)/cq, ..., [5(am)/am),
whence 2, s’ = 9*. Thus, by induction hypothesis, 2 =z ¢, and we conclude
that 2A |=y .

(iii) The case ¢ = ¥ ®n for ® € {A, v}, is trivial.

For the direction FO(POC*t) < BBD, assume that ¢ € FO(POC') is a
sentence; assume w.l.o.g that ¢ is in variable normal form. We define recursively
a translation ¢ — T for all subformulas 1) of ¢ as follows. If ¢ is a literal,
we let ¥t := . Furthermore, we define (9 @ n)* := 9" @t for ® € {A, v},
Azt ;= Fz¥" and (Vo) := Vadt. Finally, if ¢ = Ny x10q ... pmam 9, then
we define

bt = Vmﬂal...ﬂam(( A =V,@) u{zi},a) Aw),
1<i<m
where « lists all variables in the tuples @1, ..., .
It is now easy to prove by induction that for every subformula 1 of ¢

AEx vt o A sk forallse X
holds for all models 2 and teams X on 2 such that dom(X) = V,,(¢).

Corollary 1. RBD = POC[FO] and YV-BD = POC[QF].
Proof. The equivalences follow immediatelly from the proof of Theorem [Il

Theorem 2 (Theorem [A]] in the Appendix). BD =D

4 Separations

Lemma 1. Let 2 be a model, B a submodel of A and ¢ a V-BD-sentence. If
A = then B = p.

Proof. By Corollary [[l V-BD = POC[QF], and by [7, Lemma 6] POC[QF] is
equivalent with strict X}. For strict X} the claim follows from [2, Lemma 1.2].
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Proposition 4. V-BD < RBD

Proof. By Proposition2] V-BD < RBD. Since by Lemma [ the truth of a V-BD-
sentence is preserved under submodels, it is enough to give an RBD-sentence
for which this does not hold. Clearly 3z3y x # y is such a sentence.

Definition 11. Let L be a logic (or a fragment of a logic), T a vocabulary and
A, B first-order structures over 7. Then we write A =, B if and only if the
implication A = ¢ = B |= ¢ holds for all sentences ¢ € L.

Let N,[FO,] denote the set of all sentences in POC[FO] which are of the
form N;x1a1 ... Tmam, @, where @ is a first-order formula with quantifier rank
at most r. We will next define an Ehrenfeucht-Fraissé game that captures the
truth preservation relation 2 = y_[r0,] B. This game is a straightforward modi-
fication of the corresponding game for D[FO] by Sevenster and Tulenheimo [I5],
which in turn is based on the game for FO(D) by Sandu and Vaéninen [13].

Definition 12. Let 2 and B be first-order structures over a vocabulary T and
r = 0. The Ny[FO,]-EF game N EF,.(A,B) on A and B is played by two
players, Spoiler (S) and Duplicator (D), and it has two phases.

Phase 1:

S chooses functions f; : A™ — {1, T}, 1 <i<m, where n; = |x;|.

D answers by choosing functions g; : B™ — {1, T}, 1 <i<m.

— S chooses tuples b; € B™, 1 < i < m such that by ...b,, is of pattern .

— D answers by choosing tuples a; € A™, 1 < i < m such that ay...a,, is
of pattern m, and f;(a;) = g;(b;) for each 1 < i < m. If there are no such
tuples aq, ..., an, then D loses the play of the game.

Phase 2:

— S and D play the usual first-order EF-game of r rounds on the structures
(2,a1...a,) and (B, by ...by,): In each round 1 < j < r, S picks an ele-
ment c; € A (or d; € B), and D answer by choosing an element d; € B (or
¢; € A, respectively).

D wins the play of the game if and only if the mapping a1 ...amcy...cr —
by...bydy...d, is a partial isomorphism A — B.

We show next that the game N, EF, can be used for studying the truth
preservation relation =y 7o, ]-

Lemma 2 (Lemma/[AS6lin the Appendix). Let 2l and B be first-order struc-
tures over a vocabulary T, m a pattern and r = 0. If D has a winning strategy in
the game N, EF.(2,B), then A = _[ro0,] B-

Theorem 3. RBD < BBD

Proof. We show that non-connectivity of graphs is definable in BBD, but not in
RBD. Note first that a graph A = (A, E*) is not connected if and only if there
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is a subset U € A such that U and A\U are non-empty, and there are no edges
(a,b) € E® between U and A\U. This can be expressed by the BBD-sentence
JuFu¥aVydaIf( =(z,) A =(y,8) A (@ =y — (a = §))
ANz=u—a)A(z=v—>—a)A(ar——>—Exy)).
We use Lemma [ to prove that non-connectivity is not definable in POC[FO].
By Corollary [ it then follows that non-connectivity is not definable in RBD.

Let us fix the number of rounds r > 0, and the pattern m, and consider the game
N,EF,. Let 2 = (A, E*) and B = (B, E®) be the graphs such that

— B={uy,...,ur},and A =B u{vy,...,u},
= B® = {(ui,wy) [ i j] =1} v {(wr,ur), (ug, w1},
- E‘Ql = E% U {(vi,vj) | |’L j| = ].} U {(’Ul,Uk), (Uk,’l)l)}.

Thus, 2 is a cycle of length k, and 2l is the disjoint union of two cycles of length
k. In particular, 2 is not connected, but B is connected. We will now show that
if k is large enough, then D has a winning strategy in the game N,EF, (2, B).

Let f; : A™ — {1, T}, 1 <1 < m, be the first move of S in the game. The
answer of D is then ¢g; : B™ — {1, T}, 1 < i < m, where g; := f; | B for
each 1 < ¢ < m. In the next move S picks tuples b; € B™, 1 < i < m, such
that by ...b,, is of pattern m. Now D can simply answer by choosing the same
tuples: let a; = b; for each 1 <4 < m. Clearly the requirement f;(a;) = ¢;(b;)
is then satisfied. The game continues after this as the first-order EF-game with
r rounds on the structures (2, a; ...a,,) and (B, b; ...b,,). Since the mapping
aj...a, — by...b, respects distances between nodes in the graphs 2{ and B,
a standard argument shows that Duplicator has a winning strategy in the rest
of the game, provided that k is big enough.

Proposition 5. BBD < BD, and moreover BD £ FO(POC).

Proof. In [7] is was proven that FO(D) has 0-1 law, thus by Proposition [l and
Theorem [ neither BBD nor FO(POC) can express even cardinality of the
domain. But by Theorem [2] and [I6, Ch. 4.1] this property is definable in BD.

5 Conclusion

In this paper we define a new variant of dependence logic called Boolean depen-
dence logic. Boolean dependence logic is an extension of first-order logic with
dependence atoms of the form =(x, ), where x is a tuple of first-order variables
and « is a Boolean variable. We also introduce a notational variant of partially-
ordered connectives based on the narrow Henkin quantifiers of [3]. We show that
the expressive power of Boolean dependence logic and dependence logic coincide.
We define natural syntactic fragments of Boolean dependence logic and prove
that the expressive power of these fragments coincide with corresponding logics
based on partially-ordered connectives. Finally we prove that the fragments of
Boolean dependence logic form a strict hierarchy in terms of expressive power.
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A  Appendix

Definition Al. Let ¢ and i be BD-formulae of vocabulary 7. We say that the
formulae ¢ and ¥ are equivalent and write ¢ = ¥ if for all T-models A and
teams X of 2 it holds that A, X = ¢ iff A, X |= 1.

Proposition A1 (Analogous to [16, Lemma 3.27]). Let ¢ be a BD-formula
of vocabulary T, A a T-model and X a team of A. If V 2 Fr(p), then A, X = ¢
if and only if A (X V) = .

Lemma A1l (Analogous to [16, Lemma 3.25]). Suppose that 6, po(x, o) and
v1(x, &) are BD-formulae such that po(x, o) = @1 (x, o). Then 6 = 0(p1/¢0).
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Lemma A2. Let ¢ be a BD-formula and let , o be the free variables of . Let

v, 8, lyl = |x|, |B] = ||, be tuples of variables that do not occur in ¢. Let ¢’

be the formula obtained from ¢ by replacing each free occurence of the variables

x,a by y,B. Let A be a model and X a team of A where dom(X) = {x,a}. Let

X' be the team consisting of the assignments s'(y,B) = s(x,a), s€ X.
Nowd, X Foe A X' |E¢.

Lemma A3. Let p,9 € BD such that x,« ¢ Fr(9). The following hold.

1. (Vzp) v 9 =Va(p v 9). 3. (Fap) v I =3a(p v V).
2. (Yxp) AU =VYa(p A D). 4. Qap) A¥=3Ta(p A9).

Lemma A4. Let ¢ be a BD formula and v = Ja¥x3BY a subformula of .
Then ¢ = cp(VmEIaEI,B(z(Vg,(dJ), a) A 19)/1#).

Lemma A5 (Follows from Lemmas [ATl and [A2]). Let ¢ be a BD (BBD)
formula of vocabulary 7. There exists a BD (BBD) formula ¢* in variable normal
form such that p = p*.

Proposition A2. Every sentence in BBD has an equivalent sentence in Q-
normal form.

Proof. Let ¢ € BBD. By Lemma [A5] we can assume that ¢ is in variable normal
form. We will give an algorithm that transforms ¢ to an equivalent BBD formula
in @Q-normal form.

We will first transform ¢ to an equivalent BBD formula ¢* such that

" = Q&Y (7)
where Q€ is a (possibly empty) vector of universal first-order and existential
Boolean quantifiers. Furthermore in ¢ every universal first-order or existential
Boolean quantifier Qx occurs in a subformula 6 of ) such that 8 = Q'nQx~y where
Q@'n is a quantifier and v is a BBD formula. In order to obtain ¢* from ¢ we
use the equivalences from Lemma [A3] repetitively substituting subformulae with
equivalent subformulae. More precisely there exists a natural number n € N and
a tuple (;)i<n of BBD formulae such that pg = ¢ and ¢, = ¢*. Furthermore

1. for each i < n there exist subformulae 6, ¥ and 9 of ¢; such that 6 =

(@xt1) ® Y2 (or 0 =11 ® (@xY2) ), where Qx € {Vz,3a} and ® € {v, A},
and ;41 is obtained from ¢; by substituting 8 by Qx(¢1 ® ¥2).

It is easy to see that for each BBD formula the substitution procedure described
in[Il terminates, i.e., there exists some n € N such that there are no subformu-
lae of ¢, that can be substituted as described in [Il Clearly ¢, is in the form
described in ([@). By induction it is easy to show, that since ¢ is in variable
normal form it follows that ; is in variable normal form for all ¢ > 0. Hence
the assumptions on free variables needed for Lemma [A3] hold for each ;. By
Lemmas [A3] and [AT] we conclude that for each i < n the formulae o; and ;1
are equivalent. Hence the formulae ¢y and ¢,, are equivalent.

We still need to transform the formula ¢* into an equivalent formula ¢’ in Q-
normal form. In order to obtain ¢’ from ¢* we use the equivalence from Lemma
[A4] repetitively. More precisely there exists a natural number m € N and a tuple



Boolean Dependence Logic 123

(¢F)i<m of BBD formulae such that ¢ = ¢* and ¢¥ = ¢'. Furthermore

2. for each ¢ < m there exists subformulae 6 and ¥ of ¢} and a quantifier Jo
such that § = JaVa3Fy where Va is a nonempty vector of universal first-
order quantifiers and v does not start with a quantifier, and ¢, | is obtained
from ¢} by substituting 6 by VmEIaEI,B(z(Vw:g (0),a) A w).

By Lemmas [A4] and [AT] we conclude that for each i the formulae ¢} and ¢¥,
are equivalent. It is easy to see that for each BBD formula the substitution
procedure described above terminates, i.e., there exists some m € N such that
there are no subformulae of ¢}, that can be substituted as descibed in 21 Now
clearly ¢¥* is in Q-normal form.

Proposition A3. Every sentence in BBD has an equivalent sentence in depen-
dence normal form.

Proof. Let ¢ € BBD. By Proposition [A2] we can assume that ¢ is in -normal
form. We will give an algorithm that transforms ¢ to an equivalent BBD formula
©* in dependence normal form. We show that there exists a tuple (¢;)i<n, n € N,
of equivalent BBD formulae in @-normal form such that ¢ = ¢, ¢, = @*.

Assume ¢; is not in dependence normal form. Assume first that this is due to
the fact that there exists a dependence atom =(x, @) and subformulae ¢ and 6
of p; such that § = JyVz3IB ), where =(x, o) is a subformula of ¢ not bound
by any quantifier in 1 that violates the condition of Definition [0l Let U denote
the set of variables that are in the vector « but not in the set V,,, (Vz38v), and
let w be the variables from U in some order. Since ¢; is in BBD the formula
=(V,,(Vz3B ) uU, ) and =(z, o) are equivalent. Therefore due to Lemma [AT]
we may assume that =(x, «) is =(V,,,(Vz38+¢) v U, a).

Let ¢’ := dyVz Vw335 (=(V% (Vz3Bvy) u W, 5') A w’), where w is a tu-
ple of fresh distinct first-order variables of the same length as w, W is the set
of variables in the tuple w, 8’ is a fresh Boolean variable and ¢’ = ¢¥((u =
w — «a = ff')/=(x,a)). Notice that the formulae § and 6" are equivalent. To
see this, first observe that since the variables w, 8’ do not occur in ) it is
easy to conclude by Proposition [AT] that # is equivalent to the formula ~ :=
JyVzVwIB 3B (=(V,,(Vz3BY) U W, B') A ).

We still need to show that « is equivalent to 6’. The idea here is that w
and 3’ are used to encode a partial function needed for the satisfaction of the
dependence atom =(x,«) in . First notice that for each team X of 2 the
following two conditions are equivalent to 24, X = .

LAY E =(V,,(Vz3B¢) u W, ') A1, for some team Y obtained from X by
evaluating the quantifier prefix of ~.

2. Y = =(V,,(V23B ) uW, ) A1, for every team Y’ that can be obtained
from Y (Y as above) by changing the values of 8’ in any such way that Y’
still satisfies =(V,,,(Yz3BvY) u W, 5).

Assume then that [0 holds. While there might be many strategies for 2,Y to
satisfy 4, i.e., there might be many different ways to split the team on dis-
junctions, for each instance e of evaluating 1) on 2, Y there is a team Y, such
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that 2,Y. = =(V,,(V23B¢) u U,a) is required to hold. Therefore there ex-
ists a partial function f, : AlVe:(V238¥)OUL {0 1} that maps the values of
the variables from V,(Vz384¢) u U to the value of a in the team Y. Let
ge : AlVe:(V23B¥)OUL 5 10 1} be a function such that f. S g. and let Y% be
the variant of Y where the values for 3 have been picked using the function g..
It is quite easy to see that 2, YY = w = u > o = 3/, where Y9° is the team
obtained from Y9¢ analogously to Y. from Y. Therefore due to the equivalence
of M and 2 we conclude that 2, X |=€'.

Assume then that A, X |= 6'. Hence A, Y |= =(V,,,(Vz38v¢) u W, 5') A ¢/,
for some team Y obtained from X by evaluating the quantifier prefix of 6.
Similarly as above, for each strategy e to evaluate ¢’ in 2, Y there is a team
Y. such that 2,Y. = w = u — a = /' is required to hold. Since the variables
w, 8’ do not occur in other subformulae of ¢’ than w = u — a = 3/, we
may assume w.l.o.g that for each assignment s € Y, and a € Al*! the modified
assignment s’ € Y of s that maps w to @ and 3 to 0 or 1 is also in Y,. Now
since A, Y = =(V,,(Vz3B¢) u W,3') and Y. € Y we conclude that 2, Y, |=
=(V,,(Vz3B ) u U, ) and furthermore that A, X | ~. Hence 6 and 6’ are
equivalent.

Let ;11 be the formula obtained from ¢; by substituting 6 with 6’. By the
above observation and Lemma [ATl we conclude that ¢; and ¢;,1 are equivalent.
Notice if ; is in @-normal form, then ;1 is also in @Q-normal form. It is easy to
see that for large enough k the formula o), does not have dependence atoms that
violate the condition in Definition Hence if ¢ is not in dependence normal
form there exists a subformula 38 da vy of @i such that there is no dependence
atom =(z, §) in v that is not bound by any quantifier in 1 for any . Let ¢r11
denote the formula obtained from ¢y, by substituting ¢ by (z(V% (), B) A 1/1).
Clearly ¢, and @41 are equivalent. It is easy to see that the procedure described
here terminates and finally produces an equivalent formula in dependence normal
form.

Theorem Al. BD =D

Proof. BD < D holds by Proposition 2l For the other direction we will give a
translation from D to BD. Let ¢ be an arbitrary D-sentence in the normal form
for D from [16, p. 98], i.e., ¢ := Y& Iy (A;c; =(®i,yi) A 1), where ¢ is a
quantifier-free first-order formula and I a finite index set, and «; is a vector of
variables from x and y; a variable from y, for every i € I. The translation ¢* of
 is the BD-sentence
a3y (0 AVz3a N\ (=@ 2i00) A (2= 5 © @),
iel

where z and « are tuples of fresh variables of length |I| and z; and oy, i € I, are
variables from the corresponding tuple. We will show that for every model 2 it
holds that A |={@} Y2} iff A |:{®} Lp*.

Assume first that A =gy . Hence A =x A, =(xi,y:) A 1 for some
team X obtained from {(F} by evaluating the quantifier prefix of . Now since
A E=x Aiesr =(xi, y:) there exists, for every i € I, a function F; : A®| — A that
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maps the values of the variables x; to the value of the variable y; in the team X.
Let Y denote the team X (A!#l/z, (H;/;)ier), where H; : X (Al#l/z) — {1, T}
is obtained from F; in the obvious way

H;(s) = T iff Fi(s(xi)) = 2
’ L iff Fi(s(@i)) # 2

Notice that 2 =y N, (=(:ri,z,',ai) Az =y © ai)). Hence we have that
A =x Vz3a A (=(:ri,z,',ozi) Az =y © ai)). Therefore since A =x 1,
and since X was obtained from {(J} by evaluating the quantifier prefix Va3y,
we conclude that 2 =g 0*.

Assume then that 2 =g ¢*. Hence A =x ¢ A Vz3a A\;; (=(i, 25, 06) A
(zi = yi © «;)), for some team X that can be obtained from {¢J} by evaluating
the quantifier prefix of ¢*. Furthermore A =y A,; (=(wi, zi, ;) A (2, = Yy ©
ai)), for some team Y obtained from X by evaluating the quantifiers Yz 3a. We
will show that for each i € I it holds that 2 =x =(x;,y;). This together with
the fact that 21 =x ¢ is enought to prove that 2 =z ¢.

Let s,t € X be any two assignments such that s(x;) = t(x;). Clearly there
exist assignments s',¢' € Y such that s = s’ | dom(X), ¢t = ¢ | dom(X) and
s'(z;) = s(y;) = t'(z). Now since A =y z; = y; < o; we have that s'(a;) = 1.
Furthermore since A =y =(w;, 2;, ;) we have that s'(a) = ¢'(«). Hence /(o) =
1 and furthermore ¢'(y;) = t'(z;). Since t(y;) = t'(y;) and s'(z;) = s(y;) and we
conclude that t(y;) = s(y;). Hence A F=x =(x;, ;).

Lemma AG6. Let A and B be T-structures, m a pattern, and r = 0. If D has a
winning strategy in the game N, EF.(2,B), then A =y 70,1 B-

Proof. Assume that D has a winning strategy in the game N,.EF,. (2, B). To
prove A Sy [Fo,] B, assume that ¢ = Nz xi101...Tpma, Y is a sentence of
N[FO,] such that A |= ¢. Thus, there are functions f; : A™ — {1, T}, 1 <
1 < m, such that for all a; € A™, if a;...a,, is of pattern 7, then A |=S[a7f] Y,
where s[a, f] denotes the assignment that maps x; to a; and «; to f;(a;), for
1<e<m.

Let g; : B™ — {1, T}, 1 < ¢ < m, be the answer given by the winning
strategy of D in the play where f1,..., f,,, is the first move of S. It suffices to
show that B 'Zs[b,g] 1 for all tuples b; ... b,, of pattern 7 such that b; € B™ for
each i. Thus, let b; € B™, 1 < i < m, be arbitrary tuples such that b; ... b,, is of
pattern 7. Let a1, ..., a, € A™ be the answer given by the winning strategy of D
when the second move of S is by, . . ., b,,. By the definition of the game N, EF,, D
has then a winning strategy in the first-order EF game with r rounds between the
structures (A, a1, ...,a,;) and (B, by,...,b,,). By the standard EF theorem, it
follows that (2, a1, ..., a,) and (B, by, ..., b,,) satisfy the same FO,.-sentences.
Note further that fi(a1) = g1(b1) ..., fm(@m) = gm(bm) by the condition gov-
erning the choice of by, ..., b,,, whence (2, a1,...,amn, fi(ai),..., fm(amn)) and
(B,b1,...,bm,91(b1),...,9m(by)) are also equivalent with respect to all sen-
tences of 7O, extended with Boolean variables. In particular, since 4 |=[q,£] ¥,
we have B |=,p, 9] ¥, as desired.
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Abstract. In this paper we extend modal dependence logic MDL by
allowing dependence atoms of the form dep(¢1,...,¢n) where ;, 1 <
i < n, are modal formulas (in MDL, only propositional variables are
allowed in dependence atoms). The reasoning behind this extension is
that it introduces a temporal component into modal dependence logic.
E.g., it allows us to express that truth of propositions in some world of
a Kripke structure depends only on a certain part of its past. We show
that EMDL strictly extends MDL, i.e., there exist EMDL-formulas
which are not expressible in MDL. However, from an algorithmic point
of view we do not have to pay for this since we prove that the complexity
of satisfiability and model checking of EMDL and MDL coincide. In
addition we show that EMDL is equivalent to ML extended by a certain
propositional connective.

1 Introduction

Dependences between values of variables occur in many scientific disciplines.
For example in physics there are dependences in experimental data, in computer
science dependences are occurring in the execution of discrete systems and in so-
cial science they can occur between voting extrapolations. With the aim to ex-
press such dependences, Vadnanen [I1] extended first-order logic by adding a new
kind of atomic formulas called dependence atoms. A dependence atom, denoted by
dep(zy,...,zy), intuitively states that the value of z,, is solely determined by the
values of the variables x1, ..., x,_1,1.e., x, depends functionally on x1, ..., Zp—1.
The extension of first-order logic with dependence atoms is called dependence logic.
The idea behind the compositional semantics used for dependence logic, defined us-
ing the concept of teams, i.e., sets of assignments was introduced by Hodges [5]; for
more details on dependence logic, see the monograph [I1].

The study of modal depencence logic MDL was initiated by Vaanénen in [12].
Modal dependence logic extends standard modal logic by modal dependence
atoms, dep(p1,...,pn). Teams in this context are sets of worlds of a Kripke
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structure, and the meaning of the formula dep(p,...,py) is that, in the worlds
of the current team, the value of the proposition p,, is functionally determined
by the values of the propositions p1,...,pn—1-

Temporal logics have been studied widely in the field of automatic system
verification. Thus, the computational complexity of temporal logics, e.g., satis-
fiability and model checking is important. Following [2], the basic temporal logic
TL is a multi modal logic which contains two dually defined accessibility re-
lations, Rp looking into the future and Rp looking into the past. Only Kripke
models are considered in which Rg is the converse of Rp; these models are called
bidirectional models. In this logic we can express, e.g, that in one time step in
the past ((Rp)y) or in the next future time step ((Rr)y) some property ¢ holds
(other notations used for the modalities are (P),(F) or Op, Qr; sometimes the
above formulas are succinctly written as Py and Fo, see [2, p. 12].) The most
used temporal logics in the field of verification (computational tree logic CTL
introduced by Emerson and Clarke [3], linear temporal logics LTL introduced
by Sistla and Clarke [10], etc.) are extensions of the basic temporal logic TL.

In this way, MDL (generalized to multi-modal frames) can bee seen as a first
step towards introducing functional dependences into the framework of tem-
poral logic. Sevenster [9] showed that the satisfiability problem for MDL is
NEXPTIME-complete. A more detailed classification over sublogics of MDL was
given by Lohmann and Vollmer [7]. Ebbing and Lohmann [4] studied the model
checking problem for MDL and showed that this problem is less complex than
the satisfiability problem but is still NP-complete.

Though MDL can be seen as a first step towards combining functional de-
pendences and temporal logic, it is clearly not sufficient for modelling temporal
aspects of dependence, since the only dependences that are allowed to occur are
dependences between propositional statements within the same world. In this
paper we introduce extended modal dependence logic, EMDL, to overcome this
defect. EMDL is obtained from MDL by extending the scope of dependence
atoms to arbitrary modal formulas, i.e., dependence atoms in EMDL are of the
form dep(1,...pn), where @1, ..., ¢, are ML formulas. In contrast to MDL,
in EMDL we can directly express dependences between events in time, thus
EMDL can be seen as the next logical step to combine functional dependences
with temporal reasoning. As an example, the formula

dep((P)p, (P)*p, ..., {P)"p,p)

expresses that the truth of p at this moment only depends on the truth of p in
the previous n time steps.

We will show that EMDL strictly extends MDL by giving an explicit EMDL-
formula that is not expressible in MDL (see Theorem [ll). However we will prove
that ML extended with the classical disjunction @ can express all EMDL-
formulas (Theorem E) In fact, we will see that the expressive power of EMDL
coincides with that of ML extended by a restricted use of @ (Corollary E]) We
will also show that, although EMDL is strictly more expressive than MDL, the
computational complexity of the satisfiability and the model checking problems
for MDL and EMDL coincide (Theorems Erand E)
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2 Preliminaries

Complexity Theory. In this paper, we make use of the complexity classes
NEXPTIME and NP. Informally speaking NEXPTIME is the class of problems
that can be solved by a nondeterministic turing machine in exponential time.
Similar to this, NP is a class of problems that can be computed by such a turing
machine in polynomial time. For further information we refer to [8].

Modal Dependence Logics. Fxtended modal dependence logic, EMDL, is ob-
tained from usual modal logic ML by adding dependence atoms dep(¢1, . - ., @n)-
As in MDL, the dependence atom dep(ip1,...,w,) intuitively states, that the
truth value of ¢, is solely determined by the truth values of ¢1,...,¢,—1. The
difference between EMDL and MDL is that in MDL the formulas ¢1, ..., ¢, in
dependence atoms are required to be atomic propositions, while EMDL allows
arbitrary M L-formulas in dependence atoms.

Before defining EMDL, let us first introduce the syntax of usual modal logic
ML and its extension by classical disjunction @.

Definition 1 (Syntax of ML, ML(®) and ML(@mc)). Let D be a set of
atomic propositions, and let I be an index set of modal operators. The syntax of
ML is defined by the following grammar

pu=pl-p|(@Ae)| (Ve 0|0,

where p € @ and j € 1.
The syntax of ML(@) is obtained by extending the syntax of ML by the
grammar Tule

pr=(p @)
We denote by ML(@nmz) the fragment of ML(@) where the rule (¢ @ @) is
allowed only when the ¢ are ML-formulas.

Next we define MDL which is the syntactical extension of ML by dependence
atoms of the type dep(p1,...,pn)-

Definition 2 (Syntax of MDL). The syntazx for MDL is obtained by extend-
ing the syntaz of ML by dependence atoms

Y = dep(plv .. 7pn) 5
where p1,...,pn € @. As in Definition D, @ is a set of atomic propositions.

Now, we introduce EMDL, which is the syntactical extension of MDL that
allows arbitrary M L-formulas inside dependence atoms instead of only atomic
propositions.

Definition 3 (Syntax of EMDL). The syntax for EMDL is obtained by ex-
tending the syntax of ML by extended dependence atoms

@ = dep(p1,. .-, ¢n),
where w1, ..., pn are ML formulas.
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If ¢ is a formula in some logic, then SF(y) is the set of all of its subformulas.
The syntactic inclusion structure of the logics defined here is described in
Figure[ll (a).

ML(@rme) = EMDL

Fig. 1. (a) Syntactical inclusion structure, (b) Expressiveness inclusion structure

Similar as for ML formulas we evaluate EMDL formulas on Kripke struc-
tures. We will use multimodal Kripke structure here, i.e., Kripke structures with
(possibly) several different accessibility relations. As explained in the introduc-
tion, this is useful in modelling temporal behavior of systems; see also Example .

Definition 4 (Kripke structure). Let @ be a set of atomic propositions. A
Kripke structure (or frame) K over @ is a tuple K = (W,R, V), where W is a
set of worlds, R ={R1,..., R} is a set of different accessibility relations, and
V is the labeling function V: W — P(P).

Note that in contrast to usual modal logic, EMDL formulas are interpreted
over a set of worlds (or a team) T' C W. We write K,T = ¢ if the formula ¢
is satisfied by the team T in the Kripke structure K. We also make use of the
shorthand notation K, s = ¢ for K, {s} E .

Definition 5 (Semantics of ML, MDL, and EMDL). Let K = (W,R,V)
be a Kripke model with R = {Ry,...,R;}, T C W be a team, and o, € EMDL,
V1, ...,y be ML formulas. Then

KTEp iff for allw e T: p e V(w),

K,TE-p iff for allw € T:p ¢ V(w),

KTEeVy iff K, Th = ¢ and K, Ty =4 for some Ty, To C T
such that Ty UTy =T,

KTE,@ iff K, T or K,T =1,

K. TEeNY iff K,TE ¢ and K,T =,
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K,TE Qi iff K,T' | ¢ for some T' CW s.t. for every w € T
there exists a w' € T' with wR;w’,
K,TEOy WK, T E o forT :={w|weTANwRw'},

K, T = dep(tr, ..., ¥n) iff Vi, wy € T: NI K, {wn} = i o K, {w2} = )
implies (K, {w1} E ¥n & K,{wa} = ¢n)

For convenience reasons we will omit the index i at O or O if it is clear in the
context or if we only use one single type of transition relation.

Note that dep(%)) is a special case of dependence atom. By the last clause of
Definition Bl K,T | dep(v) iff the truth value of ¢ is constant in the team T,
i.e., either K, {w} =9 for every w € T, or K, {w} W~ 9 for every w € T

Satisfiability and Model Checking. We investigate two different compu-
tational problems: Satisfiability and model checking. In the satisfiability prob-
lem, we are given an arbitrary EMDL formula. The problem is then to decide,
whether there exist a Kripke structure and a team satisfying the formula. For
the model checking problem the input is an EMDL formula, a Kripke structure
and a team on which the formula is evaluated. The problem is to decide, whether
the given structure satisfies the formula w.r.t. the given team.

Definition 6 (EMDL-SAT). The satisfiability problem for EMDL is the de-
cision problem over the set

p € EMDL and there exists a Kripke struc-
EMDL-SAT := < (p) | ture K = (W, R, V), and a team T C W, s.t.
KTk
Definition 7 (EMDL-MC). The model checking problem for EMDL is the
decision problem over the set

p €EMDL, K = (W,R,V) is a finite Km'pke}

EMDLMC = {<K’ T,¢) structure, and T CW, s.t. K,T | ¢

Besides determining the computational complexity of the above two decision
problems, the second contribution of our paper is a study the expressivity of
EMDL. To make this precise, we give the following definition.

Definition 8. Let L be one of the above logics. We say that a formula ¢ is
expressible in L if there exists an L-formula 1 such that ¥ is logically equivalent
to . For logics L and L', we write L < L' if every L-formula o is expressible
in L'. Furthermore, we write L= L' if L < L' and L' < L.

Ezample 1. (extending the motivating example given in the introduction) The
following formula expresses that some property ¥ of a computation depends on
some outcome p when measuring two signals A and B on k measure points in
the past:

dep (<>measApa aneasBpa <>12neaSAp7 <>12neasBp7 BERE) <>IkneaSAp7 Oﬁleaspr DCOInp'(/J) .

Here Qmeasa s Omeasn refers to the (past oriented) measure relations for signals A
and B, and Ocomp refers to the (future oriented) computation relation.
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Ezample 2. Cellular automata are a model of computation that has a wide vari-
ety of applications ranging from computability theory to physics and theoretical
biology; see e.g. [1], [6]. Any two-dimensional cellular automaton with cell colors
drawn from a set @ can be presented as a Kripke structure

K = (W,P,L,R,U,D,V)

over atomic propositions @, where

W is a set of triples (¢, 4, j) of integers (¢ represents a time step, (7, ) a cell);
P is the (past oriented) successor relation on the first coordinate of W;

L (R, U, D, resp.) are the the neighbor relations on the grid, i.e., the suc-
cessor relation to the left (right, up, down, resp.) on the pair given by the
second and third coordinate of W

— V((t,i,7)) C @ is the color of the cell (7, j) at time step ¢ of the computation.

On the other hand, a Kripke structure of this form describes a cellular automaton
only if the color of a cell (4, ) at time ¢ + 1 is completely determined by its own
color and the color of its neighbors at time ¢. In case where & = {¢q} and only
the immediate successors and predecessors are considered as neighbors, this can
be expressed by the following formula pca of EMDL:

dep({(P)(L)q, (P)(R)q, (P)(U)q;, (P){D)q, (P)q;q) -

It is straightforward to modify the formula @ca for larger sets @ of colors and
different definitions of neighborhoods.

3 Expressivity of EMDL

In this section we prove the strict inclusion MDL < EMDL. We will also show
that EMDL < ML(@). In fact, we will see that the expressive power of EMDL
and the fragment ML(@amz) of ML(@) coincide. These results suggest that
indeed EMDL is a natural extension of MDL.

Proposition 1. Let K be a Kripke model, T be a team of K, and ¢ be an
ML-formula.

K. TEqy iff K,{w} = ¢ for allw e T.
Proof. Follows from [9, Theorem 1].
Theorem 1. dep(Op) is not expressible in MDL.

Proof. Let & = {p} and K = (W, R,V) be a Kripke model over & such that
W = {a,b}, R = {(b,0)} and V(a) = V(b) = {p}. We will define a translation
@ = ©* from MDL-formulas to M L-formulas and show that on this model each
formula ¢ € MDL is equivalent to the ML formula ¢*. We define that

(WAO) == " A0, (YVO) =" VoY), (Op)" :=0¢",
(O)* := Qu*, p* :=p, (-p)* :=-p, dep(p,...,p)" =p.
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Note that since & = {p} each dependence atom in ¢ is of type dep(p,...,p), and

K’T):dep(p""’p)’

for all T C W. Hence it is a trivial inductive proof, that for all 7" C W and
p e MDL
KTEeit KTk ¢" (1)

We will now show that the EMDL-formula dep(Qp) is not expressible in MDL.
For contradiction, assume that there exists a MDL-formula 1) that is equivalent
to dep(Op). Clearly K, {a} |= dep(Op) and K, {b} = dep(Op). Hence K, {a} = ¢
and K, {b} = 9. Therefore, by (1) K,{a} E ¥* and K, {b} = ¢*. Now since
¥* is an M L-formula by Proposition [[l we have that K, {a,b} = ¢*. Hence by
(@) we have that K,{a,b} = ¢ and finally that K,{a,b} = dep(0p). This is a
contradiction since clearly K, {a, b} = dep(Op). |

We will next examine the expressivity of EMDL and show that it coincides with
that of ML(@ac). We split the proof into two steps.

Theorem 2. EMDL < ML(@mc).

Proof. We start by the observation of Vadnanen [12, Section 8] that the basic
dependence atoms dep(ps, ..., pn+1) are definable by using the classical disjunc-
tion @. The definition given in [I2] works for our extended dependence atoms
dep(p1, ..., @n, V) as well. Let 0 := §(¢p1,...,¢n, ) be the formula

\/ (90’;1 Ao Aghn Aw@w)), 2)
be{l,T}"
where b = (by1,...,b,), and o' := ¢ and ¢t is the formula obtained from

- by pushing negations in front of atomic formulas. Now K,T | ¢ if and
only if T can be divided into subteams Tp, b € { L, T}", such that Tp contains
exactly those states ¢ that satisfy the formulas ¢% for 1 < i < n. Moreover,
since K,Tp = 9 @ ¥+, the truth value of ¥ is constant in the team T} for each
b e {L, T}" Clearly, this is equivalent with K, T |= dep(¢1,...,¢n, ).

Using the equivalence above as a starting point, we will now define a transla-
tion ¢ — ¢* from EMDL to ML(@rc) as follows:

dep(o1, -y on, )" = 8(07, ..., 0k, %)
p"i=p, (-p)" =, (Y AO) = (T AEY)
(Vo) =" Vo), (Ov)" =09, (OY)" = Op*.
Note that ¢* = ¢ for every formula not containing dependence atoms. Thus,

0(p%, .. 08, 0%) is in ML(@ ) for all ML-formulas @1, ..., ¢n,d, and hence
p* is in ML(@pc) for every EMDL-formula .
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Tt is straightforward to prove by induction that K, T |= ¢ iff K,T | ¢* holds
for every Kripke model K and every team T of K. O

Note that to represent the dependence atoms in ML(@arz) we needed an expo-
nential size formula. In fact, the translation from EMDL into ML(@ ) can-
not be made polynomial, unless the complexity classes PSPACE and NEXPTIME
collapse. This follows from the fact that satisfiability for EMDL is NEXPTIME-
complete (see Theorem [ below), while satisfiability for ML(@ ) is PSPACE-
complete, see [7, Corollary 3.3al.

Theorem 3. ML(@pmz) < EMDL

Proof. We will show that for every ML(@a1.) formula ¢ there exists an EMDL-
formula ¢* such that for every Kripke model K and a team T of K it holds that

K.TEeifl KT =" ®3)
We definite the translation ¢ — ¢* recursively in the following manner:
L (pA0) = (" AO%), (Y VO) = (¢ V 07), (D) := 0", (09)" := Oy,

p*:=p, (-p)* := —p, and
2. (0 @)* := (¢* Vp*) Adep((p* A %) V (mp* Ap*),4").

The proof is done by induction on the structure of the formulas. The only inter-
esting case is the case for @. Assume first that K, T | (¢ @), and that ¢ and ¢
are M/L-formulas for which @) holds. Hence K,T |= ¢ or K,T |= 1. Therefore
K, T E ¢* or K,T | 9¢* and hence K,T = ¢* V ¢*. We still need to show that

K, T = dep((¢™ A =9") V (=™ A7), 47). (4)

Since K,T |= ¢* or K,T |= ¢* by Proposition [l we have that K, {a} E ¢* for
alla € T or K, {a} = ¢* for all a € T If the latter holds then clearly () holds,
hence we assume that the former holds. If

K {a} = (9" A7) V (2@ A7)
for a € T, then since K, {a} = ¢* we have that K, {a} = —¢*. If on the other
hand it holds that

K {a} = (9" A=p") V (=" A7)

for some a € T, then since K, {a} |= ¢* we have that K, {a} = ¢*. Hence )
holds and we have that

KTE(poy).
Assume then that K, T = (p @ ¢)*. Hence

K.T E (p* V") and (5)
KT dep(" A ") V (~¢" A67),67). (6)
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Notice that by Proposition[ll it follows from (@) that K, {a} = ¢* or K, {a} = 1"
for all @ € T'. Hence if for a € T' it holds that

K {a} = (0" A=p") V (=" A7)
then K, {a} = (¢* A ¢*) and hence K, {a} = (¢ A ). Now by Proposition [1, if
we can show that for all @ € T such that

K {a} E (¢" A=p") V (mo" A9¥) (7)

K, {a} E ¢ (or K,{a} E ¢), we are done. Let A C T be the set of points a
from T such that () holds. Now since (@) we have that K,{a} | ¢* for all
a € Aor K,{a} £ ¢* for all a € A. And now since we had that K, {a} E ¢*
or K, {a} E ¢* for all a € T, we conclude that K, {a} | ¢* for all a € A or
K, {a} E ¢* for all a € A. O

The three results given in this section can now be summarized as follows:
Corollary 1. ML < MDL < EMDL = ML(@pme) < ML(D)

We leave it as an open question whether EMDL = ML(@).

4 Complexity of EMDL

In this section we show that we can decide the satisfiability problem of EMDL in
NEXPTIME and the model checking problem in NP. Hardness for these problems
follows directly since these problems for MDL are NEXPTIME-complete and
NP-complete, respectively [4]7,9].

Theorem 4. EMDL-SAT is NEXPTIME-complete.

Proof. Let ¢ be an EMDL formula. Then each dep(-)-subformula of the form
dep(d1,...,0,) is substituted by

dep(p(slv'-'apzsn)/\ /\ Dps; (—)(51‘,
1<i<n

where ps,, ..., ps, are fresh variables.

Claim. For every p € EMDL it holds that ¢ is equisatisfiable to ¢’, where ¢’
is the transformed formula from above.

Proof (of claim). Let o € EMDL-SAT via the satisfying model K = (W, R, V).
Construct a new Kripke model K’ = (W, R, V') from K by labelling the newly
added propositions. For all dep(dy,...,d0,) € SF(p) we label with ps, those
worlds satisfying d;; more formally: for all w € W

V/(w) = V(w) U {ps, | K,w =6 and dep(d1,...,6,) € SF(¢) ,i < n}.
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Let dep(d1,...,0,) € SF(¢) and T C W. By the above definition it holds for all
w,w’ € T that

KwkEdé < K,w E¥§ and
implies K,w = 6, & K,w' | J,
K,wlzén_l = K,w’ )Zén—l

if and only if

K wkps, < K ,wEps and
implies K", w = ps, & K',w' = ps, .
K w |:p5",1 & K ):p5n71

Hence K,T E dep(dy,...,d,) if and only if K',T = dep(ps,,---,ps,). Fur-
thermore, since all §; are ML-formulas we conclude by Proposition Il that
K'.T = Ni_,(6; <> ps,). Hence it is an easy inductive proof that K’ is a sat-
isfying model for ¢’. For the other direction, it is easy to prove by a similar
argument that any satisfying model for ¢’ is also a satisfying model for ¢.

Observe that the above transformation is polynomial. This means that we can
solve satisfiability for EMDL with the satisfiability algorithm for MDL-SAT,
giving us the upper bound NEXPTIME [7]. Since MDL is a sublogic of EMDL,
NEXPTIME-hardness for EMDL-SAT follows from that of MDL-SAT [7]. O

Theorem 5. EMDL-MC is NP-complete.

Proof. The membership result is shown with an algorithm completely analogous
to the one for MDL-MC in [4]. In the following the check algorithm for the
dependence atom is given, which will be the only part changed compared to the
original MDL-MC algorithm.

Algorithm 1. Algorithm deciding EMDL-MC
Input: K,T, ¢
if ¢ =dep(p1,...,9,) then
forall the w, € T do
forall the wy € T do
= (Kv {wl} ': 1,5, K, {wl} ': Wn—l);
lo = (Kv {wQ} ': e1,..., K, {w2} ': Wn—l);
if t1 =t2 and K, {w1} E v, © K,{ws} [~ ¢, then reject
end
end
end
// Other cases like in the usual MDL-MC algorithm [4];
accept

Let dep(¢1, . .., ¢n) be the dependence atom that has to be checked. Since all ¢;
are ML formulas we can check K, {w} |= ¢; in polynomial time, which together
with MDL-MC being in NP [4] shows the upper bound.
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The lower bound follows from the NP-completeness of MDL-MC shown in [4]
and the fact that MDL is a subset of EMDL. O

5 Conclusion

We introduced EMDL as a first approach towards a temporal dependence logic.
EMDL is a multi-modal extension of MDL that allows to express dependences
between arbitrary modal formulas. We showed that there are properties definable
in EMDL that cannot be defined in MDL, but on the other hand EMDL can
be embedded into ML with classical disjunction @. The translation, however,
is exponential and cannot be made polynomial unless PSPACE = NEXPTIME.
Unfortunately, we were only able to prove a partial converse, obtaining that
the expressive power of EMDL coincides with that of ML with only restricted
use of the classical disjunction operator @, see Corollary 1. Thus, we leave the
question, whether EMDL = ML(®@), as an open problem.

Somewhat surprising, given the strict chain of Corollary El, is the second
achievement of this paper: We showed that the computational complexity of
satisfiability and model checking of EMDL is not higher than that of MDL.

In a similar fashion as the basic temporal logic 7L has been extended to CTL
and LTL, one might introduce temporal operators like “Until” and “Globally”
into EMDL. Further work has to be done here to reasonably represent paths of
a Kripke model in modal dependence logic.
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Abstract. We prove two completeness results, one for the extension of depen-
dence logic by a monotone generalized quantifier () with weak interpretation,
weak in the sense that the interpretation of () varies with the structures. The sec-
ond result considers the extension of dependence logic where @ is interpreted
as “there exist uncountably many.” Both of the axiomatizations are shown to be
sound and complete for FO(Q) consequences.

1 Introduction

Generalized quantifiers constitute a well-studied method of extending the expressive
power of first order logic. A more recent extension of first order logic is obtained by
adding dependence atoms, permitting the expression of partially ordered quantification.
In this paper we study the combination of the two methods, adding to first order logic
both generalized quantifiers () and dependence atoms as defined in [1]]. It was shown
in [2] that the resulting logic, D(Q), properly extends both FO(Q) and dependence
logic. We analyse further the expressive power and give natural axioms for the new
logic. There are theoretical limits to the extent that the axioms can be complete but we
give partial completeness results in the sense that completeness is shown with respect
to FO(Q) consequences.

Generalized quantifiers were introduced by Mostowski [3]]. The most important of
them is perhaps the quantifier

M E Qix¢(x,b) <= MFE ¢(a,b) for uncountably many a € M

owing to the beautiful axiomatization of it by Keisler [4]. On the other hand, generalized
quantifiers have made an entrance to both linguistics [5] and computer science [6]. In
natural language we can use generalized quantifiers to analyse constructs such as

Most boys run,

where we think of “most” as a generalized quantifier. Other natural language quantifiers

9 9 <

are “two thirds”, “quite a few”, “many”, etc. There are various so-called polyadic lifts
of such quantifiers, for example,

Ramsey lift:
At least two thirds of the boys in your class like each other. [[7]]

L. Libkin, U. Kohlenbach, and R. de Queiroz (Eds.): WoLLIC 2013, LNCS 8071, pp. 138-[[52] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Branching lift:
A few boys in my class and a few girls in your class have dated each other. [§]]

Resumption lift:
Most neighbours like each other. [[7]

In computer science, or more exactly finite model theory, we have the counting
quantifiers

M E 3s,2¢(x,b) <= MFE ¢(a,b) for at least k elements a € M
which, although first order definable, have turn out relevant, but also the non-first order
M E 3.o26(x,b) <= M FE ¢(a,b) for an even number of a € M

and other similar ones. The lifts, also called vectorizations, are important in finite model
theory, too. For example, the resumption lift sequence of the transitive closure quan-
tifiers characterises in ordered models NLOGSPACE [9]], and the resumption lift se-
quence of the so-called alternating transitive closure quantifier characterises, even in
unordered models, least fixpoint logic [10].

Dependence logic was introduced in [11]]. It gives compositional semantics to the
partially ordered quantifiers of [12]:

@i gi) B,y u,0,7) = 3f3Vrvud(z, f(z), u. g(u), 2)

The compositional analysis is

(Va2 ) olemuon.s) = Vayuso(=(z,u,0) A ol v.2)
where =(Z, u, v) is a so-called dependence atom, see section 2.1l for its semantics. De-
pendence logic has the same expressive power as existential second order logic [13].
Thus dependence logic alone cannot express, for example, uncountability, in fact not
even finiteness.

The idea of combining partially ordered quantifiers and generalized quantifiers was
first suggested by Barwise [8]. He used this combination to analyse lifts such as the
Ramsey lift and the branching lift. It was proved in [7] that the polyadic lifts of mono-
tone (unbounded) generalized quantifiers lead to a strong hierarchy, giving immediately
the result that there is no finite number of generalized quantifiers, including partially or-
dered quantifiers, which would be able to express all Ramsey lifts of a given monotone
(unbounded) quantifier. The same is true of branching lifts, and to a lesser extent of
resumption lifts [7].

The situation is quite different with the extension of dependence logic (rather than
first order logic) by a monotone generalized quantifier. All the mentioned polyadic lifts
(and vectorizations) can be readily defined (in all arities). Let us see how this is done
for the Ramsey lift of a monotone quantifier Q).
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JAeQ Ve A VyeA ¢(z,y, Z)

<~
Jw(=(z,w) AN QxIy(y =w A
Yudu(=(Z,u,v) A (z =u — v =w)A
Yo' (=(Z, v/, V") A (u=u" = v =w)A
(v =wAv' =w) = ¢(u, v, 2))))))
Resumption and branching can be handled similarly.

Thus putting generalized quantifiers and dependence atoms together results in a pow-
erful combination extending far beyond either generalized quantifiers alone or depen-
dence atoms alone.

This paper is organised as follows. In Section [2] we review the basics on depen-
dence logic and generalized quantifiers in the dependence logic context. In Section 3]
we present a system of natural deduction for the extension D(Q, Q) of dependence
logic by a monotone generalized quantifier Q and its dual @, and show that these rules
are sound. Finally in Section ] two completeness results for FO(Q) consequences are
shown for D(Q, Q) In the first result ) has the so-called weak interpretation, and in
the second (@ is interpreted as ()1, that is, “there exist uncountably many.”

2 Preliminaries

2.1 Dependence Logic

In this section we give a brief introduction to dependence logic. For a detailed account
see [11]].

The syntax of dependence logic extends the syntax of first order logic with new
atomic formulas, the dependence atoms. There is one dependence atom for each arity.
We write the atom expressing that the term ¢,, is uniquely determined by the values
of the terms ¢1,...,t,-1 as =(t1, ..., t,). We consider formulas where negation can
only appear in front of formulas without dependence atoms. For a vocabulary 7, D[]
denotes the set of 7-formulas of dependence logic. The set FV(¢) of free variables of a
formula ¢ is defined as in first order logic except that

FV(=(t1,...,tn)) = FEV(t1) U... UFV(t,).

To define a compositional semantics for dependence logic we use sets of assignments,
called teams, instead of single assignments as in first order logic. An assignment is a
function s : V' — M where V is a finite set of variables and M is the universe under
consideration. A team on M is a set of assignments for some fixed finite set of variables
V.If V = () there is only one assignment, the empty function (). Observe that the team
of the empty assignment { () } is different from the empty team ().

— Given an assignment s : V. — M and a € M let sla/x] : VU {z} — M be the
assignment:

) s(y) ifyeV\{z} and
sla/x] :y — {a fz—y.
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- Let X[M/y] be the team
{sla/y]|se X,ae M},

— and whenever f : X — M, let X[f/y] denote the team

{slf(s)/yllse X}

The domain of a non-empty team X, denoted dom(X), is the set of variables V. The
interpretation of the term ¢ in the model M under the assignment s is denoted by V5.
We write s(Z) for the tuple obtained by pointwise application of s to the finite sequence
T of variables.

The satisfaction relation for dependence logic M, X F ¢ is defined as follows. Be-
low, the notation M, s = ¢ refers to the ordinary satisfaction relation of first order logic.
We also assume that FV(¢) C dom(X).

For formulas 1) without dependence atoms: M, X F ¢ iff Vs € X : M, s F 9.

M, X E =(t1, ..., bns1) iff Vs, 8" € X 1 \jaye, 8007 = £ — g — 4
M, XEpAYiff M, X Epand M, X F o

M, X E ¢ V ¢iffthereare Y and Z suchthat X = Y U Z, and MY F
pand M, Z F v

M, X E Jy¢ iff thereis f : X — M, such that M, X [f/y] E ¢

6. M, X EVyoiff M, X[M/y] E ¢.

Ealb e e

e

We define Ml F o for a sentence o to hold if M, {() } E o. Let us make some easy
remarks.

— Every formula is satisfied by the empty team.

— The satisfaction relation is downwards closed: If M, X F ¢ and Y C X then
M,Y E ¢.

— The satisfaction relation is local: M, X F ¢ iff M, Y F ¢ where

Y={s|FV(¢)|seX}.

The expressive power for sentences of dependence logic is the same as that of existential
second order logic.

22 D(Q)

The notion of a generalized quantifier goes back to Mostowski [3] and Lindstrém [[14].
In [1]] semantics for generalized quantifiers in the framework of dependence logic was
introduced. We will review the definitions below.

Let @ be a quantifier of type (k), meaning that @) is a class of 7-structures, where
the signature 7 has a single k-ary relation symbol. Also, assume that () is monotone
increasing, i.e., for every M and every A C B C MP* if A € Qu thenalso B € Qu,
where Quy = {RC M* | (M,R) € Q}.

The formulas of dependence logic extended with a quantifier Q, D(Q), is built up
from FO(Q)-formulas and dependence atoms using the connectives A and V, and the
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quantifier expressions 3z, Vx and Qx in the usual way. We write ¢ — 1 as a shorthand
for —¢ V 1, where ¢ is a formula without dependence atoms.
An assignment s satisfies a formula QZ ¢ in a structure M,

M, s E QZ ¢, if the set {a € M* | M, s[a/z] E ¢} isin Qpr.
In the context of teams we say that a team X satisfies a formula QT ¢,
M, X E QZ ¢, if there exists F' : X — Qs such that M, X [F/Z] E ¢, (1

where X[F/z] = {s[a/Z] | a € F(s),s € X }. This definition works well only with
monotone (increasing) quantifiers, see [1]] for details.

The following easy proposition suggests that we indeed have the right truth condition
for monotone quantifiers:

Proposition 1 ([1]])

(i) D(Q) is downwards closed.
(ii) D(Q) is local, in the sense that M, X E ¢ iff M, (X | FV(¢)) E ¢.
(iii) Viewing 3 and v as generalized quantifiers of type (1), the truth conditions in (1)
are equivalent to the truth conditions of dependence logic.
(iv) For every D(Q) formula ¢ we have M., () E ¢.

As proved in [2]], the expressive power of D(Q) sentences corresponds to that of a
certain natural extension of existential second order logic by Q.

In order to get a prenex normal form for all formulas we will focus on the logics
D(Q, Q). where Q is the dual of Q, i.e,

Q={(M,M"\R)|RC M*,(M,R) ¢ Q},

instead of D(Q). Note that, according to our definition of D(Q), a formula Qz¢ may
be negated only if ¢ is a FO(Q) formula.

We will consider monotone increasing quantifiers @) satisfying two non-triviality
assumptions: (M, () ¢ Q and (M, M*) € Q for all M. In [2] the following normal
form for sentences of D(Q)) was shown for such non-trivial quantifiers. In the following
we will use the notations z’ and Z; interchangeably.

Theorem 1. Every D(Q) sentence in negation normal form, where Q is non-trivial,
can be written as

M2 H T Fyn( )\ =0 A O),

1<i<n
where H' is either Q or ¥ and 0 is a quantifer-free FO-formula.

In the present paper a similar normal form for all D(Q, Q) formulas is obtained in
Proposition

A weak semantics can be given for D(Q) (and FO(Q), etc) by regarding @) as an
interpreted symbol rather than a logical constant in the following way (see [4] and [15]]
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for more on this). A weak model is a structure together with an interpretation of @, often
denoted by ¢. We define T' ., o to hold if every weak model (M, ¢) of T satisfies o. In
this paper we require the interpretation ¢ of () to be monotone increasing and non-trivial
(In essence this is the monotone logic of [16]). In the weak semantics for D(Q, Q) we
require that the interpretation § of @ is the dual of the interpretation ¢ of Q. Thus, if
T U {o} consists of D(Q, Q) sentences, then T F,, o if every model (M, ¢, §) of T
satisfies o.

3 Natural Deduction for D(Q, Q)

In this section we present a set of natural deduction rules for the logic D(Q, Q), where @
is monotone and satisfies the non-triviality conditions: (M, ) ¢ @ and (M, M*) € Q
for all M. Observe that then also the dual quantifier Q satisfies these conditions. To
simplify notation, we will restrict attention to type (1) quantifiers.

We use an abbreviation z = g for the formula A <i<len(z) Ti = Yis assuming of
course that Z and g are tuples of the same length len(Z). The substitution of a term ¢ to
the free occurrences of « in ¢ is denoted by [t/ z]. Analogously to first order logic, no

variable of ¢ may become bound in such a substitution. For tuples ¢ = (¢1,...,t,) and
z = (z1,...,%,) wWe write ¥[t/Z] to denote the simultaneous substitution of z; by ¢;
forl <i<n.

We use the standard first order introduction and elimination rules for conjunction,
existential quantifier, and universal quantifier. We also adopt rules for commutativity
and associativity of disjunction, and the usual identity axioms for FO(Q, Q) formulas.
The rest of the rules are listed below:

1. Disjunction:

¢ [

9 v oVY 7 7
ovo V1 vy M 7 VE

where  is a FO(Q, Q) formula.

2. Negation and duality:

o (¢}
i i 6 o Quo
~% -1 % RAA T 1I g yo—;

where ¢ is a FO(Q, Q) formula.
3. Disjunction substitution:
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4. Extending scope:
Hxp VY Qup N1
Ha (o Vo) Qu(p NY)

where H € {Q, Q,3,V}, and the prerequisite for applying these rules is that z does
not appear free in . The rule on the right is also assumed for Q).
5. Unnesting:
=(t1, ey tn)
Fz(=(t1, ooy 2y oy tn) N2 = 1)

where z is a new variable.
6. Dependence distribution: let

¢=Tyr ... 3y N\ =(27,;) A o),

1<j<n

¢ = 3yn+1 ce 3ym( /\ :(zja yj) A '(/)0)

n+1<j<m

where ¢y and 1) are quantifier-free formulas without dependence atoms, and y;,
for 1 < i < n, does not appear in ¢ and y;, for n + 1 < i < m, does not appear in
¢. Then,
PV Y
1 - I (Ar<j<m =(27,95) A (do V 20))

7. Dependence introduction:

vy JrQyo
Vydz(=(z,2) A ¢) Qy3x(=(z,7) A @)

where Z lists the variables in FV(¢) — {z, y}. Similar for Q.
8. Monotonicity of () and ():

9]

Qo ¢
Qv
where the prerequisite for applying this rule is that the variable x cannot appear
free in any non-discharged assumption used in the derivation of 1, except for ¢.
Similar for Q
9. Bound variables:

Qo
Qyoly/zl,

where y does not appear in ¢. Similar for Q.

Observe that FO(Q,Q) = FO(Q), but syntactically FO(Q, Q) includes more
formulas.
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3.1 Soundness of the Rules

In this section we show the soundness of the rules introduced in the previous section
under any monotone and non-trivial interpretation of (). Clearly this is the same as
soundness in the weak semantics for ().

The following lemmas will be needed in the proof.

Lemma 1. Let ¢(z) be a D(Q, Q) formula, and t a term such that in the substitution
¢(t/x) no variable of t becomes bound. Then for all M and teams X, where (FV(¢) —
{z}) U Var(t) C dom(X)

M, X F ¢(t/z) < M, X (F/z) & ¢(x),
where F': X — A is defined by F(s) = t"(s).
Proof. Analogous to Lemma 8 in [[17]].

It is easy to verify that Lemma [l gives the following familiar property concerning
changing free variables.

Lemma 2 (Change of free variables). Let the free variables of ¢ € D(Q, Q) be
T1,...,Tn andletyy, ..., Yyn be distinct variables. Then for all structures M and teams
X with domain {x1,...,x,} it holds that

M, X F ¢ & M, X' F ¢(y/2),

where X' is the team with domain {y1, . ..,yn} containing the assignments s': y; —
s(x;) fors € X.

Proposition 2. Assume that Q is monotone and non-trivial. Let T U {¢} be a set of
sentences of D(Q, Q). If T = ¢, then T E ¢.

Proof. We prove the statement that if 7' - ¢, where T'U { ¢ } is a set of formulas, then
for any M and X where dom(X) D FV(T) UFV(¢), if M, X £ T then M, X F ¢.
This is done by using induction on the length of derivation.

It suffices to consider the rules 2 (duality), 4, 7, 8, and 9 since the soundness of the
other rules can be proved analogously to [17] using the fact that D(Q, Q) is local and
has downwards closure (see (ii) and (i) of Proposition[T)). In particular, Lemmal[llis used
in the soundness proofs of the rules 31 and V E.

2. Assume M, X F Q¢ then, since Qz¢ is a FO(Q, Q) formula we have M, s
Qx¢ for all s € X. This clearly implies that M, s £ =Qz—¢ for all s € X, which
is equivalent to M, X F =Qx—¢.

4. These two rules preserve logical equivalence analogously to Lemma 3.2 in [2].

7. The soundness of this rule follows from the logical equivalence

QyIz(=(z,z) A ¢) = FzQyod

the proof of which is analogous to the case where () is replaced by V (see [17]).
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8. Assume that we have a natural deduction proof of Qx1) from the assumptions

{71,-~-,7k}

with the last rule 13. Let M and X be such that M, X F ¢;, for1 < ¢ < k.
By the assumption, we have a shorter deduction of Q¢ from the assumptions
{Vny---+7n,} and a deduction of ¢ from the assumptions {¢,Vn,,\s-- sV, }-
Hence by the induction assumption it holds that M, X E Qx¢. Therefore, there
is F': X — Qu such that M, X[F/x] E ¢. Since the variable = cannot ap-
pear free in the formulas v, ,,...,Vn,, it follows that M, X [F/x] F ~;, for i €
{nit1,...,nm }. Now by the induction assumption we get that M, X [F/z] E ¢
and M, X F Qzv.

9. This rule preserves logical equivalence by Lemma 2l a

Note that since Proposition 2l holds for every monotone non-trivial quantifier Q we get
also soundness for weak semantics: If 7'+ ¢ then T' F,, ¢.

4 Completeness Results for FO(Q, Q) Consequences

4.1 Deriving a Normal Form for D(Q, Q)

In this section we show that from each formula ¢ € D(Q, Q) we can derive a logically
equivalent formula in the following normal form:

Hlxl...memﬂyl...ﬂyn( /\ :(fi,yi)AG), 2)

1<i<n
where H is either Q, Q or V, and @ is a quantifier-free FO-formula.

Proposition 3. Let ¢ be a formula of D(Q, Q). Then ¢ - ¢', where ¢/ is of the form
@), and ¢’ is logically equivalent to .

Proof. The proof of this Proposition is analogous to the proof of the corresponding result
for dependence logic formulas in [[17]. See the full version of this article [18]. O

4.2 Completeness for D(Q, Q)

In this section we prove a completeness result for D(Q, Q) with respect to FO(Q, Q)
consequences of D(Q, Q)-sentences, with weak semantics. Analogously to [17], we
approximate D(Q, Q)-sentences in the normal form @) by an infinite set of FO(Q, Q)
sentences. We use an extra predicate R to encode a team witnessing the satisfiability of
the quantifier prefix H'z1 ... H™x,,.

Let o be

Hlxl...HmJnmElyl..Elyn( /\ :(ii,yi)/\9(:81,.‘.,Jﬁm,yl,.‘.,yn)),
1<i<n

where each 7’ is either Q, Q or V.
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We define finite approximations A’c of ¢ as follows. The first approximation, A'o,
is
vz3y(R(z) — 0(z,7)).

The second approximation A%¢ is

VZ13y1VZ23y2 (R(Z1) A R(Z2) — 0(Z1,51) A O(Z2, §2) A

N\ (@ =25 =y =vi2))

1<i<n

With the notational convention that (z;,, ..., ;. ); is the sequence (z;, j,. .., Tiy j)-
By generalizing this construction we get the k-th approximation:

Vo g . vaESg( \ R@) - N\ 0@, 55 A
1<5<k 1<j<k
N @ =3 =iy =)

1<i<n
1<5,5'<k

Also we need a sentence saying that R is of the right kind, witnessing the quantifier
prefix: Let Bo be
Hizy .. HT T R(T1, . T

We will adopt the following rule in our deduction system:

(10) Approximation rule:

[Ba]  [A"0]

u
P

where o is a sentence in normal form, and R does not appear in %) nor in any uncancelled
assumptions in the derivation of 1), except for Bo and A"o.

(Approx)

Proposition 4. Adding the approximation rule to the inference system results in a sound
system for D(Q, Q) with regard to weak semantics.

Proof. We plug in the following induction step to the proof of Proposition 2k

Assume that there is a derivation of 1) from I" ending with the approximation rule.
Then there are shorter derivations from I" of ¢ and from I, Bo, A"c of 1), where
I'" C I is such that R does not occur in I"”. By the induction hypothesis we get I" F o
and I'', Bo, Ao £ 1. We will prove that I" E 1), by assuming M, X F I" for some
non-empty X and proving that M, X F .

Assume o is of the form

Hlxl...memﬂyl...ﬂyn( /\ :(fi,yi)/\G).
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where 6 is a quantifier free first order formula.

From the fact that M[; X F o we get M F ¢ and thus there is a (non-empty) team Y
such that ‘

MY E3yr .. 3y ( N\ =@ ) A D).
1<i<n

Let r € M™ be the relation Y(Z) = {s(Z)|s € X} corresponding to Y. Then
(M, ) E Bo and, it should also be clear that (M, ) F A™c. Since R does not occur in
I'" we have (M, r), X E I'", Bo, A" 0. By the induction hypothesis (M, ), X E v, and
since R does not occur in ¢ we have M, X F . a

Lemma 3. If T is a set of FO(Q, Q)-sentences consistent in the deduction system de-
scribed above then there are a countable recursively saturated model M and an inter-
pretation q of Q such that (M, q,q) E T.

Proof. First translate T to T~ in which each Qz¢ is replaced by =Qz—¢. By using
the same argument as in [4I15] we may reduce FO(Q) to FO by replacing subformulas
of the form Qz¢ with new relation symbols R4 (%), § being the free variables of Qz¢.
This will reduce the set T~ to a set T*. Let T’ be T* together with the translations of
the universal closures of

- (¢ = ¥) = (Qrd — Quvp), for all ¢ and ; and
- Qo — Qy(Ply/x]), for all ¢ such that the substitution is legal.

Now T" is consistent by the same argument as in [135]]. Let MI* be a countable recursively
saturated model of T, and M its reduct to the original signature. Now we may define g
to be

{ACM|AD{ae M|M* sla/x]F ¢*} forsome ¢ps.t. M*, sk Qup*}.
Proposition 2.3.4 in [[15]] shows that (M, ¢) £ T, and thus (M, ¢, ) F T. O

The main result of this section can now be stated as follows.

Theorem 2. Let T be a set of sentences of D(Q, Q) and ¢ € FO(Q, Q) a sentence.
Then the following are equivalent:

@D Tk, @
I TF ¢

Lemma 4. In a countable recursively saturated weak model (M, q, ¢) in which Bo and
Ao holds for all n, o holds.

Proof. Suppose o is

Hlxl...memElyl...Elyn( /\ :(ii,yi)AG).

1<i<n

Note that the sentences Ao can be viewed as the finite approximations as defined in
[17] (and see also [[19]) of the D sentence o”’:

vaag( [\ =@, ) A (RE) = 0)).
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Thus by Theorem 2.4 in [19] (see also [17]), we know that M & ¢”.
Let X betheteam {s: {z1,..., 21 } = M | (s(z1),...,s(xm)) € RM }. To prove
that (M, ¢, §) E o we find Fy, ..., F,, sothat {0 } [Fy/z1] ... [Fn/2m] = X.

Fi(0) =X [{a1},
Fi+1 : {@}[Fl/xﬂ [FZ/.'E,} - M
Fipi(s)={aeM|3s' € X :(s(x1),...,58(xiy1)) = (s(x1),...,8(x;),a) }.

By the assumption (M, q,§) F Bo it follows that F;(s) € H¢,. Furthermore, since
M E ¢’ we get that

M, X F 3y 3yn( \ =@ w)A0).

1<i<n

Therefore

(M, q,q) E H'oy ... H™ 2 3y1 - .. Hyn( /\ =(z",y;) A 9)

as wanted. O

Proof (Proof of Theorem|2l). (I) = (II): This is just a special case (for sentences) of
soundness.

(I1) = (I): Suppose T ¥ ¢, where ¢ is a FO(Q, Q)-sentence. We will construct
a weak model of T'U { —¢ } showing that T' ,, ¢. Replacing T' with the set T/ =
{Bo,A"0 | 0 € T,n € N} wecanconclude that T'U{ —¢ } ¥ L. By applying Lemma
we get a weak countable recursively saturated model (M, q, §) of T7. Lemma H] im-
plies that (M, ¢, §) E T. Now since (M, q, §) ¥ ¢, we get T ,, ¢ as wanted. O

4.3 Completeness for D(Q1, Ql)

We will now prove a completeness result similar to Theorem 2l for the logic D(Q, Q)
where @ is interpretated as (1, the quantifier “there exist uncountably many.” In this
section we consider only structures over uncountable universes.

We add the following two rules from [4] to the system presented in Section 3. Note
that the approximation rule of section 4.2 is not included.

“Qr(z=yVr=z)

QzIy¢
FQz¢ vV QyIxg
The intuitive meaning of the second rule is that a countable union of countable sets is
countable. The first is needed to avoid @) being interpreted as the quantifier “the exists

at least two.”
For each D(Q, Q) sentence o

Hlxl A memﬂyl ce Hyn( /\ :(fia yl) A 9)
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in normal form we define the Skolem translation So of ¢ to be:
Hlzy .. .memé)(fi(ii)/yi),

where the f;’s are new function symbols of the right arity. If o is a sentence in the
signature 7 then So will be in the extended signature 7 U { f1,..., fn }.
The last rule of the deduction system is the following:

[So]
o v
——  (Skolem)
(G
Here o is a D(Q), Q) sentence in normal form, and the function symbols fi, ..., f, do

not occur in ¢ nor in any uncancelled assumption of the derivation of 1, except for So.
Proposition 5. If T+ ¢ in the deduction system for D(Q1, Q1) then T E ¢.

Proof. We extend the proof of Proposition2]to also cover the three new rules:

(1) The soundness of the first rule is easily seen by observing that the formula
Qirz(zx = yVa = z)is a FO(Q;) formula and thus a team satisfies it iff every as-
signment in the team satisfies the formula.

(2) For the second rule we need to prove that if M, X F I’ Qix3y¢ then M, X F
I, yQix¢p V Q1yTxp. By the assumption we get functions F' : X — Qp and f :
X[F/x] — M such that M, X [F'/x][f/y] E ¢. Thus, for each s € X there is a binary
relation Rs = { (a, f(s[a/y])) | a € F(s) } such that (M, R,) E Q123yR(x,y). Let

Y ={s€ X |(MR,)F IyQizR(z,y) }
and
Z={s€X| (MR, F QyIzR(z,y)}.

By the validity of the rule for FO(Q;) we see that X =Y U Z.
It should be clear that Y F JyQ;2¢ since by letting g(s) be such that (M, R;) F
QuzR(x, g(s)) and

G(slg(s)/y]) = {a e M | (M, Rs) = R(a,9(s)) },
we have that Y[g/y|[G/x] C X[F/z][f/y] and thus by downward closure

M, Ylg/yl[G/x] F ¢.

Similarly we can prove that M, Z F @Q,y3z¢, and thus that M, X E I' JyQix¢ V
Q1y3x.

(3) For the Skolem rule assume that there is a derivation of ¢ from I" ending with
the Skolem rule. Then there are shorter derivations from I" of o and from I, So of 1.
By the induction hypothesis we get I" = ¢ and I', So F . We will prove that I" F ),
by assuming M, X F I' for some non-empty X and proving that M, X F .



Dependence Logic with Generalized Quantifiers: Axiomatizations 151

From the proof of Theorem 3.5 in [2] we see that Ml F ¢ iff Ml F 3f; ... 3frSo.
From M, X E I" and I" E o we get that M E ¢ and thus there are f1, ..., fx such that
(M, f1,..., fr) E So. Now since the f;’s do not occur in formulas " C I" used in
the derivation of v, M, X F I implies that (M, f1,..., fr), X E I". By locality, we
also have (M, f1,..., fx), X E So. Therefore, by the induction hypothesis, we get that
(M, f1,..., fr), X E 1, and, since the f;’s do not occur in ¢, M, X E ¢ follows. 0O

Theorem 3. If T is a set of D(Q1, Q1) sentences and ¢ is a FO(Q1, Q1) sentence then
TriffTE ¢

Proof. Assume T ¥ ¢. We build a model of T/ = T U { ¢} ¥ L by translating
sentences o of T into normal form o, and considering the FO(Q, Q) theory T =
{Sow | 0 €T} U{—¢}. This theory is consistent, since otherwise the Skolem rule
and PropositionBlwould allow us to derive a contradiction from 7”.

Since the deduction system for D(Q1, Ql) contains Keisler’s system [4] we may
apply the completeness theorem for FO(Q1) and get a model M of T's U { —¢ }. By
the remark made in the proof of Proposition [3 and Proposition B M is also a model of
TU{—¢} ThusT ¥ ¢. O

5 Conclusion

In this article we have presented inference rules and axioms for extensions of depen-
dence logic by monotone generalized quantifiers. We also proved two completeness
results for FO(Q) consequences in the cases where () either has a weak interpretation
or () is interpreted as “there exist uncountably many.” In the first completeness theorem,
an important feature of the proof is the approximation of a D(Q1, Q1) sentence by an
infinite set of FO(Q) sentences. In the second completeness theorem the approxima-
tions were replaced by the Skolem rule which however is slightly unsatisfactory due
to the extra function symbols f; used in its formulation. In future work our plan is to
further analyze the completeness theorem of D(Q1,Q1), and replace the Skolem rule
with rules that do not rely on the explicit use of the Skolem functions f;.
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Abstract. In the late 1960s, Dana Scott first showed how the Stone-
Tarski topological interpretation of Heyting’s calculus could be extended
to model intuitionistic analysis; in particular Brouwer’s continuity prin-
ciple. In the early ’80s we and others outlined a general treatment of
non-constructive objects, using sheaf models—constructions from topos
theory—to model not only Brouwer’s non-classical conclusions, but also
his creation of “new mathematical entities”. These categorical models are
intimately related to, but more general than Scott’s topological model.

The primary goal of this paper is to consider the question of iterated
extensions. Can we derive new insights by repeating the second act?

In Continuous Truth I, presented at Logic Colloquium ’82 in Flo-
rence, we showed that general principles of continuity, local choice and
local compactness hold in the gros topos of sheaves over the category of
separable locales equipped with the open cover topology.

We touched on the question of iteration. Here we develop a more gen-
eral analysis of iterated categorical extensions, that leads to a reflection
schema for statements of predicative analysis.

We also take the opportunity to revisit some aspects of both Continu-
ous Truth I and Formal Spaces (Fourman & Grayson 1982), and correct
two long-standing errors therein.

Keywords: sheaf model, logic, intuitionism, predicative, analysis, topos.

1 Introduction

Brouwer, in his Cambridge lectures [8], distinguishes two “acts of intuitionism”.

The first (p. 4) is to reject some “principles of classical logic, blindly formulated.”

In particular, Brouwer rejects the principium tertii exclusi: “the principle of the

excluded third, ... cannot in general serve as a principle for discovering mathe-

matical truths.” This first act is formally enshrined in Heyting’s predicate calcu-

lus, which intuitionism shares with various flavours of constructive mathematics.
Brouwer’s SECOND ACT OF INTUITIONISM is more subtle.

Admitting two ways of creating new mathematical entities: firstly in the
shape of more or less freely proceeding infinite sequences of mathemat-
ical entities previously acquired; secondly in the shape of mathematical
species, ... (op cit.p.8)

Brouwer uses such non-constructive creations to derive strongly non-classical
results, such as his celebrated continuity principle:

L. Libkin, U. Kohlenbach, and R. de Queiroz (Eds.): WoLLIC 2013, LNCS 8071, pp. 153167 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Each full function of the unity continuum is uniformly continuous. (p.80)

To model this ‘second act’, we base ourselves in a constructive setting B, and
model the addition of new mathematical entities by the passage to an extension
E = B[D], that includes a new entity, D. Working within the extension, we model
Brouwer’s arguments, and his non-classical conclusions—such as the contnuity
principle.

The Lawvere-Tierney notion of an elementary topos E provides a paradigmatic
example of a constructive setting, and their construction of a classifying topos,
extending a base topos by adding a generic model, D, of some geometric theory,
has now been widely used to model the introduction of new mathematical entities
(see e.g. 9] for a recent example).

For the simplest infinitary extensions — adding a generic infinite sequence by
taking sheaves over formal Baire space or formal Cantor space [, 2] — it is easy
to see that the construction is reflexive. This was part of the folklore thirty years
ago, but appears to be still unrecorded in the literature. We first review these
examples, and then consider models such as those introduced in [3-H6] and used
extensively by, e.g., [, 19].

In [6], we considered the interpretation of logic in the gros topos of sheaves
over the category of separable locales equipped with the open cover topology. We
showed that general principles of continuity, local choice and local compactness
hold for these models. In §5 we touched on the question of iteration. Our analysis
there focussed on low-level detail. We failed to see the wood for the trees. Plans,
announced there, to develop a high-level account in collaboration with Max Kelly
never materialised.

Here we provide a quite general category-theoretic account of iteration — the
construction of a model within the model — a preliminary report of ongoing
work. This allows us to show that in some models, 9, a reflection principle that
states that, a statement ¢ of predicative analysis is true iff it is true in the model,
is valid:

Reflection for ¢ : ME@ iff ME "™MEQT

We also present the basic facts we need relating open locales to open maps,
correcting an error in [10]. These facts are no longer new — for an elephantine
account see [11] (€)) — but our presentation maybe more accessible, from a
logical perspective, than the definitive treatment in [12].

2 Preliminaries

We compose morphisms in diagram order: for a I, b —2» ¢ we have a 9, c.
Otherwise, our notations and definitions generally follow those of Mac Lane &
Moerdijk [13] (M&M) or Johnstone &), except where some constructive finesse
is required.
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Context. Our arguments are intended always to be formalisable in Higher-order
Heyting Arithmetic (HAH), a simple impredicative type theory also known as
the logic of topoi. Much, maybe all, of what we say will be formalisable within a
weaker predicative setting |9, [14], but we have neither space nor time to attempt
that here. A set (Kuratowski) finite iff it can be enumerated by some natural
number, and countable iff it can be enumerated by IN ; in each case, repetitions
are allowed. Any countable X is inhabited — which means that there is some x
such that x € X .

We use the locutions of dependent types, for example when we discuss cov-
erings and sheaves, but these can be interpreted within a simple type theory
using a standard categorical trick, due originally to Grothendieck. An indexed
type A; | ¢ € I is given by a morphism A — I. This representation means
that operations are defined uniformly across the family. Jean Bénabou and his
school showed how it can be used to develop category theory in an essentially
predicative setting |15].

2.1 Frames and Locales
We recap some facts, which should be well-known [10, [12, [14, 16-19].

Definition 1. A frame, F, is a complete A\/-distributive lattice; finite meets
distribute over arbitrary joins: a A\/;c;bi = \/;cr(a Ab;). A frame morphism
preserves T A\/. A basis G C F is a subset such that v = \/{v € G | v < u},
for every uw € F. The category L of locales is defined to be the opposite of the
category of frames. Following [12] we often refer to its objects as spaces.

Given f: X — ), a morphism in L, the corresponding frame morphism is the
inverse image morphism f*: O(Y) — O(X). L can be viewed as a category
of generalised spaces |19]. Any set X, can be viewed as a discrete space corre-
sponding to the frame P(X). The one-point space 1 = {x} corresponds to the
frame P(1). A point of X is a morphism x : 1 — X . Classically, P(1) appears
trivial; constructively it encapsulates the ambient propositional logic,

For Y C 1 we have U = \/{T | * € U} ({1} is a basis). Since this join must
be preserved, for any locale, X, there is a unique frame morphism,

2 P(1) — O(X), given by U = \/{T | » € U}, (1)
and thus a unique locale morphism X — 1 to the one-point space.

Open Maps. Any frame provides a model of Heyting’s propositional calculus.
Heyting’s implication is given by, p = ¢ = \/{r | rAp < ¢} . Heyting’s implication
= is not, in general preserved by a frame morphism. Frame morphisms that do
preserve = correspond to open maps of locales. They also have a simple logical
characterisation [12].
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Definition 2. A locale morphism f: A — B is defined to be: surjective iff f*
is 1-1; injective iff f* is onto; open [12, 20] iff f* preserves both N\ and =.

A locale A is said to be open (and surjective) iff the locale morphism A — x
is open (and surjective).

Remark 1. ([12] V.1; &) A Lemma 1.5.8) Since a frame morphism f* preserves \/,
it has a right adjoint, f, given by f.A = \/{B | f*B < A} . Dually, f* preserves
N, iff it has a left adjoint, fi, given by fiA = A{B | A < f*B}, in which case
f* preserves = iff fi satisfies the Frobenius Condition: fi(AAf*(B)) = fiAAB.

Lemma 1. The locale morphism A — « is open iff it preserves ) .
Proof. (c.t.]12] Chapter V 3.1) For &,V C 1
U<y iff sed—-xcy if U=1-vV=1 (2)

Assuming we have a left adjoint ! 4 *, so that U < p iff U < p, obviously
P = q < p = ¢.It remains to show p = ¢ < p = ¢. Equivalently it suffices to
show, assuming U A p < § that U < p = ¢. Now the following are equivalent:

U<p=gq iff W<p=q iff pAlU<q.

Assuming U A p < ¢, we apply () to show the last of these. If p AU = 1 then
p=1,s0p=T. Substituting T for p in our assumption tells us that U < ¢, so
IU < q; but we also know that U =1, so g = 1. a

As an exercise in this form of constructive argument, we give a direct proof of
the Frobenius condition.

Lemma 2. {@ p. 618) If the inverse image of locale map A — * has a left
adjoint, 1 4 * then it satisfies the Frobenius condition (U Ap) =!U Ap.

Proof. By adjointness, (U A p) <!U A p. To show equality, assume |U A p = 1
then lU=Tand p=1sop=T and (U Ap)=1U = 1. O

Any frame, O(X), can be used to provide an O(X)-valued interpretation, as in
[16], of the impredicative higher-order logic (HAH). This is the interpretation of
HAH in the localic topos, Sh(X), of sheaves on X .

Ezample 1. Given a locale morphism 74 : A — X we define an O(X)-valued
poset O(A,x) with underlying set O(A). For U,V € O(A) we define

[U=Vl=\/{pecOW@) | UNms*(p) =V Ama*(p)} (3)
[U<V]=\/{peO@) | UATL"(p) <V ATs*(p)} (4)

! Our earlier paper on Formal Spaces [10] betrayed an unfortunate confusion: our Def-
inition 2.9 of open map omitted the Frobenius condition. We are grateful to the eagle-
eyed Peter Johnstone for pointing this out in his review, MR0717242 (85c:03023).
The statement of Theorem [2] (below) appears already as Lemma 2.12 of [10], but in
the context of this weaker definition of ‘open’—thus making a weaker claim. Lemma
[ provides the necessary buttress to our earlier proof.
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This O(X)-valued poset can be viewed a frame within the O(X)-valued inter-
pretation. In fact, every internal frame in a localic topos arises in this way
[10]. Given 7 : B — X, amap f*: O(A) — O(B) represents an internal map
[* 1 O(A/x) — O(B)y) iff it is extensional in the sense that,

for all U,V € O(A), we have [U = V] < [f*U = f*V]. (5)
Extensional maps correspond to commuting triangles 7% = w5 f*.

Lemma 3. For any extensional map
J* 1 O(Ax) — O(X)x), we have F*(V) Ap < f*(VATL (). (6)

Proof. Tt follows from (Bl that, p < [U =V] it UA74*(p) =V Ama*(p). Since
p < [V =V Ars*(p)], we have p < [f*(V) = f*(V Ama*(p))], and thus,
F*V)Ap < f*(V Ama*(p)). This is the semantic counterpart to Lemma 2 O

Proposition 1. [12] The locale morphism w4 : A — X is open (and surjec-
tive) iff the the O(X)-valued poset O(A,x) it represents is internally open (and
surjective).

Proposition 2. An element U € O(X) is said to be positive (Pos(U)) iff every
cover of U is inhabited. A locale, X, is surjective iff Pos(T), and open iff {U |
Pos(U)} is a basis for O(X).

Formal Spaces. are locales presented as spaces of models for some, possibly
infinitary, geometric propositional theory. If  : 1 — X is a point of X, then for
each U € O(X), we write x € U to mean that x € z*(Uf), so 2*(U) = [x € U] .
We can use the same notation, [a € U] = a*(U), for a generalised point, «,
which is just a morphism «: A — X.

Consider a language £ with a set of basic propositions p € IP C O(X). An
O(A)-valued model for £ is given by a morphism « : A — X. We give each basic
proposition p € TP the truth value [p]o = o*(p) = [a € p]. We say a sequent,
pk C, where p € IP and C C P, is walid for « iff [p]o < V{[¢]a|q€C}.

Definition 3. [1(0] A geometric presentation of a formal space (IP,A) consists
of a structure IP of basic propositions and a collections A of axioms:

IP is a preordered set with conditional finite meets: if a finite set has a lower
bound then it has a greatest lower bound. In particular, if IP is inhabited, then
it has a top element T. We write p | for {q | ¢ < p}. A crible of p is a set
K C pl, such that Vq € K.qlC K. For K a crible of p and q < p, observe that,
Klqg=Kngql is a crible of q.

A is a covering relation, that is, a set of sequents, p = C, “C is a basic cover
of p”, where p € IP and C C pl, which is stable in the sense that, if p+ C, K
is a crible of p with C C K, and q < p, then there is some basic cover q = D of
q such that D C K [q.

2 These appeared in [10] but are due to Joyal ([12] Chapter V; @Lemma C3.1.7).
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A crible, K of T is closed iff for all basic coverspt C, if C C K thenp € K.
The closed cribles are the formal opens O(IP, . A) of the formal space.

We say the formal space is separable if IP is countable and has decidable
equality.

O(P, A) is a frame. The corresponding locale is the formal space (IP,.A) of
models of the presentation. Geometrically a sequent, p - C, is a cover; logically
we read it as an entailment, where the right-hand side is an implicit disjunction.
When presenting a formal space we often write a cover as a formal disjunction—
this can be viewed as simply a suggestive notation for a set of basic propositions.

Proposition 3. The formal space (IP,.A) is open if for every cover p C € A,
C is inhabited. In this case, if IP is inhabited the space is surjective.

Definition 4. A O(X)-valued model of (P, A) is an assignment of a truth value
[p] € O(X) to each basic proposition such that:

p<q—=pl<ld [TI=T [pIrld < V{lpAd} (7)
Ip] < \/{[[qﬂ | ¢ € C} for each aziom pt C € A. (8)

Morphisms, a*: O(IP, A) — O(X), from a locale X to a formal space (IP,.A)
correspond to O(X)-valued models. Since each p € P is a basic open of the
formal space, we write [« € p] for a*(p).

Ezamples. For each example below, the basic opens are well-known from math-
ematical practice, and we adjust our notation accordingly — for example, to
axiomatise a real number, we write p < r < ¢ in place of r € (p, q).

For any set X, the discrete formal space, X, is given by X = X ', the poset
obtained by adjoining a (new) top element, T, with Vz € X.2 < T, together
with a single axiom:

X TF\a=z (9)
reX

Each basic open is a singleton; we write o = x for the basic proposition z. The
corresponding frame is the power set, O(X, T F X) = P(X). A P(1)-valued
model, corresponds to a point of the formal space of models of (IP, 4). A P(X)-
valued model corresponds to a function: an X-indexed family of models.

If (P, A) and (Q, B) are formal spaces, their product is given by (IP x Q, A+B)
where IP x @ has the product (pointwise) preorder and A + B includes both
{(p,a) - C x{q} |pFaC}and {(p,q) F {p} xC | qt5 C}.

If ¥ = (P, A) is a formal space, and X is a set then the formal product
space is XX = (X ® P, X ® A). We introduce a formal « : X — X. The basic
proposition (z,p) should be read as z € o*(p).

Here, X ® IP consists of those finite subsets F' C X x IP satisfying the com-
patibility condition: (x,p) € F A (z,q) € F — (z,p A q) € F, ordered by,

F<GiftV(r,p) e G.p=TVv3I¢g<p.(x,q) € F. (10)
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We say (z,p) is compatible with F € X ® P iff for every ¢ such that (z,q) € F
the meet p A ¢ is defined. In this case, we write

F @ (z,p) for FU{(z,p)} U{(z,pNq)|(z,q) € F}.

X ® A includes a family of covers for each cover p - C € A. For each (z,p)
compatible with F we have a cover F & {(z,p)} F {{F @®{q} | ¢ € C}. This con-
structive presentation of a product of locales is a (very) special case of Hyland’s
construction of exponents [21] Proposition 3: a discrete space is locally compact!

Formal Baire Space, B, is the formal space of models of the theory of a function
o : IN — IN; for brevity we call it simply the formal space of functions v € IN™
Similarly, formal Cantor Space, C, is the formal space of functions a € 2. The
basic opens correspond to finite initial segments of an infinite sequence: a < «
is the proposition represented by a € T = X<N the tree of finite sequences,
where X is IN or 2, respectively. In any model, T F () < «, since () = T. We
also require:

B a<ak \/aAn-<a for each a € T = N<N, (11)
nelN
C a<akFal<aVvVal<a for each a € T = 2<N, (12)

where, a'n is the extension of a by n. So, a model corresponds to an infinite path
through the tree. We could, of course, construct these as exponents of discrete
spaces.

The formal Dedekind Reals, R, axiomatise an open cut in the rationals. Our
basic propositions are proper, rational open intervals, (p,q) with p < ¢, where
p,q € QF = QU {—00,00}. These intervals are ordered by inclusion. We write
p <r <gq, forr € (p,q). The covering axioms are:

p<r<qb\{p<r<dlp<p <d<q
p<r<qkFp<r<q¢Vvp <r<qwhere,p<p <q <q

R (13)

Definition 5. [17] A locale A is Ty iff for every locale X, the specialisation
ordering on the set of X-valued points [X,A] is trivial: x <y — = =y, or,
equivalently, if every localic topos, Sh(X) satisfies

Ve,y € P{A).YU € O(A).(x eU »yelU) - xz=y.
Lemma 4. Each of X,B,C,R is Ty. if A is T} then so is AX for any set X.

Proof. For Baire space and Cantor space this is straightforward, since the values
[o(n) = m], where m,n € IN, determine «, which is single-valued. €) Lemma
1.2.17 tells us that since R is regular, it is Ty (there called Ty), but a direct
constructive proof “in the internal logic” is instructive.

Suppose s < r, are generalised points of R: that is, for any U € O(R), if
s € U then r € U (it suffices to assume this for every proper rational interval
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U).Forp<g<q <p,let P=(p,p)and Q= (q,q'). It suffices to show that,
if r € Q@ then s € P, since such proper subintervals cover P. Let W be such that
WAQ=_1Land WVP =T in O(R). (if such an W exists we say Q <P; in
this case, it can be chosen as the join of two basic intervals.) Certainly s € P
or s € W, since WVP =T.Sos &P orr e W. Now suppose r € Q; this is
incompatible with r € W, since W A Q@ = L, so we conclude that s € P.
Tracing the interpretation of this argument would give an algebraic proof: a
sequence of inequalities starting from the assumption that [s € U] < [r € U]
and showing for the chosen basic opens Q <P that [r € Q] < [s € P]. O

Lemma 5. If A = (IP, A) is a formal space, and we lift the presentation to
Sh(X) then the corresponding internal locale — the interpretation of the (lifting
of the) presentation in SW(X) — is represented by the projection X x A — X,
where X x A is the product locale.

Proposition 4. If A — X is a morphism of locales, then the correspond-
ing geometric morphism Sh(A) — E = Sh(X) is equivalent to the extension
%h(A/X) — E = Sh(X).

Adjoint Retracts. Now consider two formal spaces, P = (IP, A) and Q = (Q, A),
where IP C @) is a subset, with the inherited preorder, closed under conditional
finite meets: if a finite subset of IP has a meet in @ then its meet is in IP.
These presentations have possibly different posets of basic propositions, but the
same axioms, which must mention only propositions in IP. Clearly the map
i*:0(Q,A) — O(IP, A), given by V +— VNP, is a frame morphism, that
also preserves /. So it has both right (i) and left (i) adjoints:

T

U {qg|Vp<qpeU .
slalserely o g on g
Ur— {q|IpeU.q<p} _ b=

Lemma 6. [18] In the situation just described, iy preserves A, so we have an ad-
joint retraction P == Q of locales. For any T, locale, X, we have an equivalence

L[P,X]~L[Q,X].

3 Reflections

A reflection principle in set theory asserts that some property of the class of all
sets is reflected already in some set, and thus serves to extend the universe of
discourse and reduce incompleteness. A proto-example might be the introduction
of an infinite set by reflection on the closure of the class of all sets under the
successor operation x — x U {z}. (See e.g. [22] for more elevated examples.)
Brouwer’s introspection serves a similar philosophical purpose. It is natural
to ask whether iterating Brouwer’s second act leads to further insights. We say
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that an extension is reflexive if truth in the iterated model is reflected to the
model, as described in the Introduction.

3.1 Topological Models

Joyal first pointed out that topological models are best viewed as localic models
that introduce a generic point of a formal space. From this perspective, Scott’s
topological model [1, [2] is an extension constructed by adding a generic point
of IN™. From the classical perspective adopted in Scott’s two papers there is no
difference between the open sets of the space of points of NN, equipped with
the product topology, and the formal Baire space B [10]. Here we start from a
non-classical base. We take the formal space as the primary object of study.

Classically, the theories R, B,C are complete — which means, in each case,
that the formal space has enough points (to distinguish the formal opens), or
equivalently that the topological opens and formal opens coincide. Construc-
tively, this is not provable in HAH—completeness is equivalent (in HAH), for R,
to the Heine-Borel theorem (IR is locally compact), and for B,C to Brouwer’s
Principle of Bar Induction, and Fan Theorem, respectively [10].

Theorem 1. The O(X)-valued model includes sufficient points to distinguish
the formal opens of X , where X may be B,C, or R.

Proof. Our proof is constructive, and does not presume a metatheory in which
X has enough points. Let O(X) = O(IP, A). In the O(X)-valued model, X is
represented by a projection 7 : X x X — X. Elements of IP play two roles: in
the first dimension (onto which we project), p € IP is a basic truth value. In the
second dimension ¢ € IP is a basic proposition of the internal presentation of X.
An internal formal open K € O(X) is represented by a formal open of X' x X,
determined by the values [¢ € K], for ¢ € IP, which, in turn, are determined by
the sets {pe P |p < [q € K]}.

Internal points are functions a : X — X', or, equivalently, sections of the
projection [16]. The identity function on X (the diagonal section) gives a generic
point, v. By definition, [y € q] = ¢, for any ¢ € IP.

To show that X has enough points it suffices to exhibit points oy, o, where
if ¢ = T then p = T, such that o, € ] = pJ; that is, frame morphisms
@ p X — X such that o ,(¢l) = pl. In the case of the reals, for example,
there is a unique rational linear function that maps one rational open interval to
another; so these functions suffice to distinguish formal opens. We leave B and
C as an exercise for the reader. O

Whether the base from which we start is classical or constructive, the localic
model using the formal opens produces an extension 7 :B[B] — B that
includes a generic point, corresponding to the identity morphism ~: B — B.
Geometrically, generic means that the points « of B in any topos E — B corre-
spond to geometric morphisms, E —» B[B], with a = a*(7y), making the triangle
commute.
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Tterating this construction gives us a topos B[B][B] _e B[B]. Like any topos over
B[B] it includes a point 5 = b*y € B; it also includes another point § € B which
is generic for points of B in toposes over B[B]. Since any topos over B[B] is

also a topos over B, we see that ¢ corresponds to a morphism B[B][B] 2 B[B]
making the square commute. Furthermore, the square is a pullback, by the uni-
versal property of our second extension. Logically, B[B]|[B] — B classifies pairs
of models of the formal space B. Geometrically, it is given by the formal space
B x B whose points are pairs of points of 5.

Classically, it is well-known that B x B = B. The classical proof exhibits a
homeomorphism INT x INNY = NN for example, a zip function that interleaves
two sequences, whose inverse takes « to the pair (even(«), odd()). So the double
extension is equivalent to the single extension, and has the same logic. Working
constructively, the same is true, but we must work directly with the formal opens.
The map al + (even(a),odd(a))] gives a homeomorphism of formal spaces.

Entirely analogous remarks hold for formal Cantor space, C, mutatis mutandis,
with T = 2™, So we have full reflection for [5] (2.1) Open Data.

Proposition 5. If B is an elementary topos, B the formal Baire space, and C
the formal Cantor space in B, then B[B][B] = B[B] and B[C][C] = BIC] as toposes
over B. So, BB E ¢ iff B[B|EB[B]F ¢, for any formula ¢ of HAH.

We have no such straightforward reflection theorem for R, since R ZR X R.

3.2 Extensions over Sites

Definition 6. [12] A site (C,J) is a category C equipped with a covering sys-
tem, J. That is, a collection, J(A), of covers R = {A; — A}icr, for each ob-
ject A in C, such that: ifa : A" — A and R € J(A), then, for some R’ € J(A’)
we have R C {B: A" — A’ | Ba € R}.

The Fundamental Fibration. |15] Let T = (C,J) be a site, where C has pull-
backs. The topos of sheaves can be viewed as an extension B[C, J] = Sh(C, J):
the Yoneda embedding provides a universal model of (C, J) in a topos over our
base, B. Grothendieck showed how the Yoneda embedding Y : € — B[C, J] can
be viewed as an internal site. We view the codomain projection € — €, from
the category of arrows €2 to € as an internal category, @?@, whose fibre over a
representable X is the slice category €C/X. For a : Y — X, the restriction map
a*: C/X — C/Y is given by pullbacks along « .
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We have described the internal category (D?@ corresponding to the fibration
01 . The topology J also lifts to an internal topology J,¢ on (D?@ :
if R ={u;:A; — A}ics is a covering family in C, and §: A — X € C/X,
then RfB = {u; : w;8 — B}ies covers in C/X.

To give an external representation of this extension, let 72 be the topology on €2
with covering families as follows: If R = {u; : A; — A};cr is a covering family in
C,and f: A — X € C/X, then RS = {u; : u;f — B}icr covers f: A — X.
If, furthermore, 6 : X — A then the pullbacks §*u; : A; x 4 X — X below cover
0: X — A:

A;

X A; A

The codomain morphism 9; : €2 — € gives a geometric morphism,
D1 : Sh(C?, J%) — Sh(C,J),

whose inverse image is composition with 0; followed by sheafification; and whose
direct image is given by composition with the inclusion A : € — €2, which
takes each object to its identity morphism. The inverse image just constructs
internal constant sheaves, and the direct image takes global sections. Since A
preserves covers and d; 4 A, this is a case of Theorem 4 of M&M §VIIL.10.

Proposition 6

The geometric morphism 0y : Sh(C?, J?) — E = Sh(C, J)
is equivalent to the extension ?’Eh((]j?<D7 J*) —E=SKnC,J).

We now investigate the logical properties of the iterated extension. Just as in

the localic case, it suffices to find some functor comparing €* and €. We have
three functors 9; 4 A 4 Jy. These all preserve covers, so 07 and A have the
cover lifting property (M&M §VII.10 Lemma 3).

Lemma 7. 0y also has the cover lifting property.

Proof. f R = {X; — X};¢7 is such that both 9p(R) = {90(Xi) — 9o(X) }ier
and 01 (R), defined similarly, are covers in €, then R is a cover in (s

Suppose X =7: X — Y and R = {u; : X; — X};cs is a cover in C then
the morphisms, (u;, ly), from the objects R/Y = {u;m: X; — Y}iesr in 2,
to X, form a cover in J2.

We are now in the situation where each of the adjoint functors 9; 4 A - 9y
preserves covers and has the cover lifting property. Therefore (M&M §VIIL.10), we
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have three geometric morphisms whose inverse images are given by composition
(e.g. 3 (A) = OpA), followed by sheafification. We write C for Sh(C).

—— 0o — = —
=0 € = — 0?0 (14)
o1 * : *

Both A* and 9p* preserve sheaves, so, for them, sheafification is unnecessary.
- A ~
Since Ady = g we have an adjoint retraction C == €2, and 9y is a surjection.

0
We have 0y, = A* 49§ and, since these functors preserve sheaves,
A*(B X G2 05(A)) = (AB xg AdpA) = AB xg A= A*(B) xg A; (15)

the Frobenius condition holds. This means that Jdy is locally connected, hence
open; it preserves exponentials and first-order logic. In fact, we are in the sit-
uation described by Moerdijk and Reyes [23] Theorem 2.2: Jp is a left-exact
functor which preserves covers and has the covering lifting property; A 4 9y is
a left-adjoint “right inverse”, Ady = lg . This gives a principle of predicative
reflection.

Proposition 7. [23] O preserves and reflects first-order logic, preserves expo-
nentials, and preserves the sheaf of points of any Ty formal space.

So, SWC,J)E ¢ iff ShC,T)E '—Sh(G?X,j*) E ¢7, for ¢ a formula
n a language for predicative analysis — a language with finite types over IN, R,
possibly with constants for relations and functions in Sh(C, J).

We might hope for an impredicative reflection, but this seems unlikely for ex-
tensions over sites. Extensions that preserve powersets are quite special.

Lemma 8. Let C,J) be a site. If 2(B), the frame of closed cribles of some
B € Cy, is isomorphic to a powerset P(X), then X is a singleton, and every
inhabited sieve contains 1p. ﬁp

Proof. Let ¢ be the composite X — P(X) — 2(B) be the composite of the
singleton map with the isomorphism. Then, since X = [J{{z} | z € X}, we
have 1p € [J{¢(z) | # € X}. Thus, for some z € X we have Iz € ¢(z), so,
¢(x) = T. Furthermore, given such an z, for all y € X we have ¢(y) < ¢(z),
whence {y} C {z}; ergo, y = z. O

Theorem 2. If EC is an atomic topos then € is a groupoid in EH

Proof. This is a direct consequence of the lemma since Barr and Diaconescu
show (op. cit.) that for each object A in an atomic topos I'(£24) is isomoprphic
to some P(X). O

3 A classical proof of this fact appears in [24] (§7 Example 2). Here we give a con-
structive proof that can be interpreted in any elementary topos.

* This is implicit in [12] VIL.4. Barr and Diaconescu use their classical version of the
lemma to prove this for a Boolean base topos, E. (@ Corollary C3.5.2).
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3.3 Continuous Truth

Definition 7. A topological site is a category of open locales and continuous
maps, including enough open inclusions (a basis for each locale), closed under
finite limits, and equipped with the open cover topology.

This definition differs from those of |18, 123]; Moerdijk and Reyes use topological
spaces to construct their topological sites; we use locales. They, therefore, have to
appeal to principles such as Bar Induction, or Fan Theorem, in the metatheory
in order to show they hold in the topos of sheaves.

In [6] §4, we claimed, with proofs formalisable in HAH, that general principles
of continuity, local choice and local compactness hold for these models. The proof
of the key result, Proposition 4.1, presumes that a projection 7 : W xU — U
is a cover for the open cover topology. This is true if W is an open surjective
locale, but obviously not in general—consider the empty space. The remedy is
to require that the site (C,J) introduced in the opening sentence of §4 should
be a topological site, whose objects are open locales. The results claimed in §4
are then valid if we take any elementary topos with natural number object as a
base. We restate and prove Proposition 4.1.

Theorem 3. Let (C,J) be a topological site. For any X € C, the internal locale,
X represented by, O(X)(U) = O(U x X), has enough points.

Proof. We must show that, if U I+ IC covers Pt(W) and U I+ K is closed, then
UIFW e K, for U € C, and W € O(X). We assume the hypotheses, and let

K = {U; x Wi | U; IF W, € KU} (16)

Clearly, IK is a closed crible of O(U) x O(X), that is, an open in OU x X) . We
will show that IK covers U x W, so U x W € IK, which means that U IF W € K.
We pull back along the projection 7o : W x U — U . This introduces a generic
point of W given by m1 : W x U — W . We have, W xU Ik K|my covers Pt(W),
by persistence. In particular, the generic point is covered:

W x U Ik K|my covers w1 that is, W x U IF IV € Klmg. 11 € V.
V' ranges over basic opens of X. By unpacking the forcing definition, we see that
K* ={W, xU; | for some V<W, W, xU;IFV € K|ma AT € V} (17)

covers W x U . We now show that every basic open W x U € IK* is in IK. Given
U, VW such that W x U IF V € K[mg Am € V we must show U IF W € K.
First, W x U IF my € V if W <V, so, by monotonicity, W x U I+ W € K|m,.
Second, W is open surjective, so o is an open surjection; viewed as a basic open
in O(X), W is constant, so U IF W € K. O

We observe that this proof does not require that every object of € be surjective,
indeed a subcategory of £ with only open surjective objects will seldom be closed
under limits. However, if W is a positive open of any open space, like the W in
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the final steps of the proof just given, then W, as a subspace in its own right,
is open surjective. Any open space is surjective in so far as its positive basis is
inhabited. Nor do we require a full subcategory of L, so the result should apply,
for example, to a suitable localic version of the Euclidean topos, of sheaves over
the category of closed subspaces of IR"™ with C*° functions, defined by Moerdijk
and Reyes [23], and other smooth topoi.

Proposition 8. If (C,J) is a topological site and X € C, then the inclusion
functori: O(X) — C/X has a right adjoint m which induces an adjoint retract

pair of geometric morphisms i : SWX) = Sh(C/X). So, 7 preserves and re-

™
flects first-order logic, preserves exponentials, and preserves the sheaf of points
of any Ty formal space.

Proof. The right adjoint 7 is given by f \/{U | U factors through f}, which

satisfies the conditions of [23] Theorem 2.2. So Proposition [ applies. (The spa-
tial counterpart of this proposition appears in M&M (§VII.10 Theorem 5 ff.).

To show a predicative reflection principle, we must choose a suitable topological
site (C, J) with extension E = Shg(C, 7); then provide a representation of the
iterated extension Shg(C,.J) as Shg(CT, 71), together with a left-exact functor
C" — € which preserves covers, and has the covering lifting property and a
left-adjoint “right inverse”.

Congecture 1. Let (C,J) be the topological site of open subspaces of separa-
ble open locales with open maps, with the open cover topology, then ((132, J?)
provides a representation of the corresponding internal site.

This general setting should provide reflection principles for several of the exten-
sions introduced in [5]: (2.2) Independent Open Data , (2.3) Lawless Data, and
(2.4) Spread Data. One key point is that the category of open spaces with open
maps is closed under finite limits.

To extend such an account to more general examples, such as (2.5) Continuous
Data, will require further analysis of the constructive theory of the category of
open locales and continuous maps.
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Abstract. The kinds of models that are usually considered in separation logic
are structures such as words, trees, and more generally pointer structures (heaps).
In this paper we introduce the separation logic of much simpler structures, viz.
sets. The models of our set separation logic are nothing but valuations of classical
propositional logic. Separating a valuation V consists in splitting it up into two
partial valuations v; and v,. Truth of a formula ¢; * ¢, in a valuation V can then
be defined in two different ways: first, as truth of ¢; in all total extensions of v,
and truth of ¢, in all total extensions of v,; and second, as truth of ¢, in some
total extension of v; and truth of ¢, in some total extension of v,. The first is an
operator of separation of resources: the update of ¢; * ¢, by i is the conjunction
of the update of ¢, by ¢ and the update of ¢, by ¥; in other words, ¢; * ¢, can
be updated independently. The second is an operator of separation of processes:
updates by ¥ i, can be performed independently. We show that the satisfiability
problem of our logic is decidable in polynomial space (PSPACE). We do so by
embedding it into dynamic logic of propositional assignments (which is PSPACE
complete). We moreover investigate its applicability to belief update and belief
revision, where the separation operators allow to formulate natural requirements
on independent pieces of information.

1 Introduction

Separation logics [[7,[13L[17] have a modal operator = which allows to talk about the
separation of resources. Basically, the formula ¢; * ¢, is true in the model M if M can
be split into two parts M; and M, such that ¢ is true in M, and ¢, is true in M,. The
kinds of models that are usually considered in separation logic are structures such as
words, trees, and more generally pointer structures (heaps). The separation logics of
such structures are often undecidable. In this paper we investigate the separation logic
of much simpler structures, viz. sets. We call our logic set separation logic, abbreviated
SSL. The models of SSL are nothing but valuations of classical propositional logic.
Separating a valuation V consists in splitting it up into two partial valuations v; and v;.
Then separability of ¢; and ¢, in a valuation V can be defined in two different ways:
first, as truth of ¢; in all total extensions of v; and truth of ¢, in all total extensions
of vp; and second, as truth of ¢; in some total extension of v; and truth of ¢, in some
total extension of v,. We respectively denote these two separation operators by A and
|. We chose the symbol A due to its analogy with the symbol of disjoint union U, and
we chose the symbol il because || denotes parallel execution.

L. Libkin, U. Kohlenbach, and R. de Queiroz (Eds.): WoLLIC 2013, LNCS 8071, pp. 168-78] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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We show that the satisfiability problem of set separation logic is decidable in polyno-
mial space (PSPACE). We do so by embedding SSL into dynamic logic of propositional
assignments DL-PA [2]], whose star-free fragment is PSPACE complete. This contrasts
with separation logics having the implicational connective —, which are often undecid-
able even in the proopositional language [4}/11]].

Our initial motivation to investigate separation operators was that they can be given
an interesting interpretation in the context of the revision and update of propositional
belief bases: we consider that when ¢; and ¢, are separable then they are independent
pieces of information. This naturally leads to the following requirements.

— We suppose that A expresses independence of resources: the update of ¢; A ¢, by
¥ is the conjunction of the update of ¢; by ¥ and the update of ¢, by ¢; in other
words, ¢ A ¢, can be updated independently.

— We suppose that || expresses independence of processes: the update of ¢ by ¥ [| >
is the parallel update of ¢ by ¥ and by ¥»; in other worlds, updates by ¥ ||, can
be performed independently.

This extends previous approaches by Parikh, Makinson and others that are based on
splitting languages [3L[10L[14]. We investigate the compatibility of existing belief change
operations with the above two requirements.

The paper is organised as follows. In Section [2] we introduce set separation logic
SSL. In Section [3] we provide a PSPACE upper bound for both its model checking
and its satisfiability problem. In Section [4] we discuss the relation between SSL and
language splitting-based belief change. Section [3] concludes.

2 Set Separation Logic SSL

Throughout the paper we use the following conventions.

P = {p,q,...} is a countable set of propositional variables. The set {P}, P,} is a
partition of P iff Py U P, =Pand Py NP, = 0.

A valuation is a total function from P to {0, 1}. We use V, Vi, ... for valuations. Two
valuations V and V' agree on the set of variables P C P, if both give the same truth
value to each of the variables in P: V ~p V' iff V(p) = V'(p) for every p € P.

A partial valuation is a partial function from P to {0, 1}. For a valuation V : P —
{0, 1} and a set of propositional variables P C P, the restriction of V to P is the partial

function whose domain is P, noted V|p. We use v, vy, ...for partial valuations. The
total valuation V is an extension of the partial valuation v if V(p) = v(p) for every
pE dom(v)ﬂ

The language of SSL is defined by the following grammar:

er=pl-plerelohelelle

where p ranges over the set of propositional variables P. The formula ¢ A ¢ may be
read “p and y are statically separable” and ¢ || may be read “p and  are dynamically

! We might as well define valuations to be sets of propositional variables. However, it would
have been less elegant to account for partial valuations under such a presentation.



170 A. Herzig

separable”. Our intuition is the following: when ¢ A ¥ is true then the conjunction of ¢
and ¢ can be updated separately; and when ¢ || ¢ is true then updating by the conjunction
of ¢ and ¥ can be performed in parallel.

We abbreviate the logical connectives A, — and < in the usual way.

The truth conditions are as follows:

VEpift V(p)=1,
VE-p iff Vg

VE@i Agr iff VIEgandV E ¢

V E @1 A, iff there is a partition {P, P,} of P such that
V1 E ¢ for every valuation V; agreeing with V on P; and
V> E ¢, for every valuation V, agreeing with V on P5;

V E @1 || @ iff there is a partition {P;, P} of P such that
V1 E ¢ for some valuation V| agreeing with V on P; and
V> E ¢, for some valuation V, agreeing with V on P,.

The conditions for the two separation operators can be reformulated in terms of partial
valuations as follows:

V E @1 Ay, iff there is a partition {Py, P,} of P such that
Vi E ¢ for every extension V; of V|p, and
Vs | ¢ for every extension V, of Vlp,;

VE®m I ¢, iff there is a partition {P}, P,} of P such that
Vi E ¢ for some extension V; of V|p, and
Vs E ¢ for some extension V, of Vp,.

Some observations:

— In the truth condition for A, the exhaustiveness condition P; U P, = P can be
dropped. If we dropped the disjointness condition P; N P, = ( then ¢ A ¢ trivialises
to the conjunction ¢ A .

— In the truth condition for |'| , if we drop the exhaustiveness condition P U P, = P
then ¢ || ¢ trivialises to the consistency of both ¢ and .

Here are some examples. Let V,, be a valuation such that V,,,(p) = V,,(¢) = 1 and let
V5 be a valuation such that V,z(p) = 1 and V,3(¢g) = 0. Then we have:

Vo EPAG Vo Epllg Vg E (=p) 11 (=g)
qu = A (rv Q) qu = ” (=pA _‘Q) qu ¥ -p ” (=pA _‘Q)
Vg APV q) Vg EpIl(pV g Voa E-pll(p V9

Vg EPA(PV =g Voa E pll(p Vv —q) Vg B =pll=(pV q)
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Satisfiability and validity are defined as usual. The following formula schemas are valid:

©1A@ < @ Apy eiller o @allgn
PLAP = @ A o1 Apr = @l

. T if ¢ is satisfiable
Tl o

TApeo o .
1 otherwise

As the last line shows, consistency of a formula ¢ can be expressed in the language of
SSL by the formula T || ¢. Here are two inference rules preserving validity:
poY gy
(pAx) = WAx) @l = Wl

The following equivalences are valid, where the propositional variables p and g are
supposed to be different:

pAp e L pllpep

pA-p e L pll-pe T
PAge pAg pllgeT
pPA(pVg) o pAg plipvg) o T
(PVOAPVg e phg PVvlpve o T

3 Complexity

In this section we establish an upper bound for the complexity of both model checking
and satisfiability checking of set separation logic. We prove this by showing that both
@1 Ao and ¢ [| 2 can be expressed in dynamic logic of propositional assignments
DL-PA (that we have recently proposed with Philippe Balbiani and Nicolas Troquard
in [2]]) by equivalent formulas whose length is polynomial in the length of ¢; A ¢, and
@1 |12, respectively.

3.1 DL-PA: Dynamic Logic of Propositional Assignments
The language of DL-PA is defined by the following grammar:

ni=pe—T|p—L|?|mn|nUn| "
pui=plTILI-pleVel(ne
where p ranges over P. So an atomic program of the language of DL-PA is a program of
the form p<«¢. The operators of sequential composition (**;”), nondeterministic compo-
sition (“U”), unbounded iteration (‘“*”, the Kleene star), and test (“?”") are familiar from
PDL.
We define P, to be the set of variables from P occurring in formula ¢, and we define
PP to be the set of variables from P occurring in program n. For example, P, qupe—q =

{P7 6]} = P([n—J_)q-
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We abbreviate the logical connectives A, — and < in the usual way. Moreover, [7]¢
abbreviates —(m)—p. The program skip abbreviates T? (“nothing happens”) and the
program p«—q abbreviates (¢g?; p<T) U (0g?; p—L) (“p gets the truth value of ¢”).

DL-PA programs are interpreted by means of a (unique) relation between valuations:
atomic programs p«T and p«_L update valuations in the obvious way, and complex
programs are interpreted just as in PDL by mutual recursion. Table [ gives the interpre-
tation of the DL-PA connectives.

Table 1. Interpretation of the DL-PA connectives

lp—TIl = {(V,V’) : V'(p) = 1and V’ agrees with V on P \ {p}}
llp—Lll = {(V,V") : V'(p) =0and V' agrees with V on P\ {p}}

s 71l = el o [l

e U Il =l U |

k

el =l
keNy

ll?ll ={(V,V) = Vellell}
lipll ={V : V(p)=1}

T =2°
Ll =0
lI=gll = 2%\ llell

llo vl = llell U Iyl
[{mepll = {V : thereis V' s.t. (V,V’) € |ln|| and V' € ||¢||}

A formula ¢ is DL-PA valid if ||¢|| = 2%, and ¢ is DL-PA satisfiable if ||¢|| # 0. For
example, the formulas (p—T)T and (p<—T)p < —(p«T)—p are DL-PA valid. Other
examples of DL-PA validities are (p«T)p and (p<L)-p. Observe that if p does not
occur in ¢ then both ¢ — (p<—T)p and ¢ — (p<_L)p are valid. This is due to the
following semantical property.

Proposition 1. Suppose p ¢ P, i.e., p does not occur in ¢. Then ¢ € ||V U {p}l| iff
e ellV\{pil.

Theorem 1 ( [2]]). For the full language, both the DL-PA satisfiability problem and the
DL-PA model checking problem are EXPTIME complete.

For the star-free fragment, both the DL-PA satisfiability problem and the DL-PA
model checking problem are PSPACE complete.

3.2 Embedding Set Separation Logic into DL-PA

We now give a polynomial transformation mapping set separation logic formulas ¢g
into DL-PA formulas.
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Let P’ be the set of variables p’ such that p is in P and p’ is fresh: p’ does not occur
in the formula ¢ under consideration. The following abbreviations will be useful:

tp =p<TUpe—Ll

changeSome({p1, - ,pn}) = £ p1; ;%P
store({p1,- -+, pu}) = Pi=p1s- -1 P pn
retrieve({p1, - -+, pu}) = prpis- - P,
changeSomeMarked({p1, - - , pu}) = ~(p1 © P)?U (p1 & p\%+p1);

=(pn © Pp)?VU (Pn © Pt Epn)
changeSomeUnmarked({p1,- -+ , pa}) = p1 & pi?U (=(p1 & p)?5£p1);

Pn © P2 VU (=(pn © P2 £py)
changeRestAndRestore({p1, - -+ , px}) = ((p1 < p125£p1) U (~(p1 & p)?; p1<p));

((pn © PpY£pn) U (2(pn < )T Pr=p)))

The program changeSome (P) nondeterministically changes the truth value of some vari-
ables in P. The program store(P) stores the truth value of each variable p by means of
a fresh variable p’, and retrieve(P) reestablishes that ‘old’ value. When p and p’ have
different truth values then we say that p is marked; else we say that p is unmarked. The
program changeSomeMarked(P) arbitrarily changes only the unmarked variables. The
other way round, the program changeSomeUnmarked(P) leaves every unmarked p € P
unchanged and arbitrarily changes the marked p’s.

Observe that each of the above programs has length linear in the cardinality n of the
set of propositional variables {py, ..., p,}.

The next two propositions provide an embedding of set separation logic into DL-PA.

Proposition 2. Let ¢ and ¢, be two propositional formulas. Let P = P, NP,,. Let
P’ be the set of variables p’ such that p is in P and p’ is fresh: p’ does not occur in
the formula under consideration. Then the formula ¢, ||, is equivalent to the DL-PA
formula

(store(P); changeSome(P)) ( (changeSome(P,, \ P))p1 A
(changeRestAndRestore(P)){changeSome(Py, \ P))¢> )

Proposition 3. Let | and ¢, be two propositional formulas. Let P = P, N P,,. Let P’
be the set of variables p’ such that p is in P and p’ is fresh: p’ does not occur in the

Sformula under consideration. Then the formula | A ¢, is equivalent to the following
DL-PA formula:

(store(P); changeSome(P")) ( [changeSomeMarked(P)]p; A
[changeSomeUnmarked(P)]p; )
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Intuitively, after the program store(P) has stored the value of each of the elements of
P, the program changeSome (P’) allows to (nondeterministically) identify a subset of P:
those p whose value differs from its copy p’. We consider that these ‘marked’ variables
are those of the partial valuation for ¢, while the complementary, unmarked variables
make up the partial valuation for ;.

This can be turned more formally into a transformation from the language of set
separation logic into the language of DL-PA. The transformation is clearly linear in the
size of the original formula .

The codomain of the transformation is the star-free fragment of DL-PA. As both
model checking and satisfiability checking in DL-PA are PSPACE complete, it follows
that model checking and satisfiability checking in set separation logic are in PSPACE.
It remains to investigate the lower bounds.

4 Separability in the Context of Belief Change Operations

As we have mentioned in the introduction, one can use the SSL operators to formulate
new postulates for belief change operations such as AGM belief revision operators [[1,6]
and KM update operators [8,9]. We investigate this now in more depth.

4.1 The Basic Belief Change Postulates

Let o be a belief change operator and let 8 and ¢ be boolean formulas. (We use g for the
base and i for the input.) 8 o i is the result of incorporating the input i into the base S.
Both revision and update operations were mainly studied from a semantical perspective:
B oy is viewed as a set of valuations.

Katsuno and Mendelzon promoted the distinction between belief update and belief
revision [9]]. Their idea is that update keeps track of changes in the world while revision
corrects errors about an unchanged world. This can be illustrated by the revised and
updated edition of a dictionary: we say that it has been revised because past errors have
been corrected, and we say that it has been updated because new usages of existing
words have been added to it and outdated usages have been dropped. Traditionally,
B ¢ ¢ denotes the update of the base 8 by the input  and 8 * i denotes the revision of
the base 8 by the input .

Alchourrén, Girdenfors and Makinson designed a set of postulates for belief revision
operations (the so-called AGM postulates), and Katsuno and Mendelzon designed a set
of postulates for belief update operations (the so-called KM-postulates). The following
postulates are common to both kinds of operations:

(RE) if ||31]] = l|B2ll and (Y]l = [lo2ll then By o ¢y = B2 0 Y2
(SUCCESS) goy < Iyl

(PRES,))  if [|Bll < [yl then B oy = ||A]l

where ||¢|| is the set of valuations where ¢ is true (just as in Section 3.1). We call the
above the basic belief change postulates.

RE is a postulate of insensitivity to syntax. SUCCESS says that belief change is
successful: the input has priority. PRES,, is a weak preservation postulate: if the input is
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already in the base then the base should not change. AGM revision operations moreover
satisfy a strengthening of PRES,,:

(PRES) if [|B]| N [l # @ then B oy = [|B A Y]

4.2 Belief Change Operations and Language Splitting

It has been observed by many that the drastic update operation defined as

ﬂoWZ{wu if 18Il <

]l  otherwise

satisfies the KM postulates. Similarly, the following drastic revision operation

ﬁow:{WA¢H it 18Il N iyl # 0

[yl otherwise

satisfies the AGM postulates. In order to exclude such operations, Parikh, Makinson
and others argued for a further postulate of relevance [3L[10,[14]. Its formulation refers
to the syntax of the base and the input.

(REL) (B1 AB2) oy = (Broy)N(Broy) if Py NP =0

Just as in Section 2] P, denotes the set of propositional variables occurring in the
boolean formula ¢. Therefore Pg, N Pg, = 0 means that the signatures of §; and 3,
are disjoint: the languages of 5, and 8, can be split. Each of the above drastic opera-
tions violates the postulate REL.

4.3 Separation-Based Belief Change Operations

In the same spirit and as already stated informally in the introduction, the SSL operators
enable us to go beyond such syntax-based postulates and strengthen the above relevance
postulate REL. The strengthening comes in a static version and in a dynamic version:

(RELy) (B1 AB2) oy = (Bioy) N (Broy)
(RELy) Bo W1lly2) = (Boyr)oyn
=(Boyn)oy

where o is any belief change operation, be it update or revision] The static relevance
postulate REL; says that when the bases 3| and 3, are statically separable then they can
be updated separately. Its dynamic counterpart REL, says that when the inputs ; and
Y, are dynamically separable then the update can be performed in parallel (or rather, in
an interleaving fashion).

It turns out that both postulates are violated by any AGM revision operation and and
any KM update operation.

2 Strictly speaking, REL, requires to build a formula representing the updates 8o ¢; and 5 o ¥,
as usually done in the KM framework.
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Proposition 4. There is no operation o satisfying both the basic belief change postu-
lates and REL.

Proof. Suppose o satisfies the basic belief change postulates and REL;. Consider the
base B8 = (pV q) A(p V q) and the input = p VvV q. We have seen above that 8 is
equivalent to p A ¢, and we therefore have:

Boy=(pVOA(PVgopVg
=pAgopVgq (by RE)
=llp Adll (by PRES,,)

This is incompatible with what postulate REL; gives us:

Bov=(pPVgoA(pVgopVg
=pVqgopvgnpVqgopVgq (byRELy)
=llpvglinlp Vvl (by PRES,,)
=|lpV4ll .

Proposition 5. There is no operation o satisfying both the basic belief change postu-
lates and REL,.

Proof. Suppose o satisfies the KM postulates and REL,. Consider the base 8 = —p and
the input ¥ = —p|| p. We have seen above that y is equivalent to T, and we therefore
have:
Boy =-po-plp
=-poT (by RE)
= [I=pll (by PRES,,)

This is incompatible with what postulate REL,; gives usf

Boy ==po-plp
=(apo-p)op (by RELy)
=-pop (by PRES,,)
c ipll (by SUCCESS)

Incompatibility is the case because the set of valuations where —p is trueisnonempty. O

5 Discussion and Conclusion

We have introduced a simple version of separation logic working on sets (alias propo-
sitional valuations) that we have called set separation logic, SSL. Our logic has two
separation operators: A allows to separate resources, and || allows to separate updates.
We have shown that in our logic, both model checking and satisfiability checking can
be done in polynomial space. We conjecture that the PSPACE upper bound that we have
established coincides with the lower bound, but this remains to be proved. We would
also like to provide an axiomatisation.

3 We recall that the second line of the proof is formulated sloppily: instead of the set of valuations
—p o =p there should be a formula representing that valuation.
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In the last part of the paper we have investigated the relation between SSL and belief
change operations. We have formulated two postulates that appear to be natural and
have shown that they are nevertheless incompatible with both AGM belief revision
operations and KM belief update operations.

The problem of belief change respecting separation that we have studied in the last
section is related to the frame problem in artificial intelligence [[12]. Reiter’s solution
to that problem [15,[16] is by now widely accepted for actions without ramifications,
i.e., without side effects. In joint work with Hans van Ditmarsch and Tiago de Lima [5]]
we have recently shown that Reiter’s solution can be mapped to dynamic logics with
propositional assignments DL-PA. Given that set separation logic can be embedded into
DL-PA, it is immediate to extend it by propositional assignments.

It would be interesting to add the implicational connective — of separation logic to
SSL (which should lead to undecidability given the results of [4[11]]). it is however not
clear how the semantics of — can be defined in the framework of valuations.

Acknowledgements. The work in this paper was done in the framework of the ANR
project DynRes (Dynamic Resources and Separation and Update Logics, project no.
ANR-11-BS02-011). I would like to thank the members of the project for their com-
ments of a (very preliminary) presentation of the ideas that are worked out in more
detail here. Thanks are also due to the reviewers of WoLLIC 2013 whose comments I
took into account as far as I could.
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Abstract. We investigate the implication problem for independence
atoms X LY of disjoint attribute sets X and Y on database schemata.
A relation satisfies X LY if for every X-value and every Y-value that
occurs in the relation there is some tuple in the relation in which the
X-value occurs together with the Y-value. We establish an axiomatiza-
tion by a finite set of Horn rules, and derive an algorithm for deciding
the implication problem in low-degree polynomial time in the input. We
show how to construct Armstrong relations which satisfy an arbitrarily
given set of independence atoms and violate every independence atom
not implied by the given set. Our results establish independence atoms as
an efficient subclass of embedded multivalued data dependencies which
are not axiomatizable by a finite set of Horn rules, and whose implication
problem is undecidable.

1 Introduction

Independence and conditional independence are fundamental concepts in areas
as diverse as artificial intelligence, probability theory, social choice theory, and
statistics [2[9UT7]. Recently, independence logic has been introduced as an ex-
tension of classical first-order logic by independence atoms [8]. In databases,
conditional independence is better known as the class of embedded multivalued
data dependencies. Their associated implication problem is known to be not ax-
iomatizable by a finite set of Horn rules, and undecidable [11/16]. Multivalued
data dependencies [3] form an efficient subclass of embedded multivalued data
dependencies whose implication problem has been axiomatized by a finite set of
Horn rules [I] and can be decided in almost linear time [5]. They form the basis
for Fagin’s fourth normal form proposal to avoid data redundancy in database
relations and guarantee the absence of processing difficulties [3].

In this paper we investigate an efficient subclass of embedded multivalued
data dependencies which we call—in accordance with [§]— independence atoms.
Intuitively, a relation r satisfies the independence atom X LY between two dis-
joint sets X and Y of attributes, if for all tuples ¢1,t2 € r there is some tuple
t € r which matches the values of t; on all attributes in X and matches the val-
ues of to on all attributes in Y. In other words, in relations that satisfy X 1Y,
the occurrence of X-values is independent of the occurrence of Y-values.

L. Libkin, U. Kohlenbach, and R. de Queiroz (Eds.): WoLLIC 2013, LNCS 8071, pp. 179-[[93] 2013.
(© Springer-Verlag Berlin Heidelberg 2013



180 J. Kontinen, S. Link, and J. Vi&nénen

Ezample 1. Consider a simple database schema that stores information about
the enrolment of students into a fixed course. In fact, the schema records for
each enrolled student, the year in which they completed a prerequisite course.
More formally, we have the schema ENROL={S(tudent), P(rerequisite), Y(ear)}.
Intuitively, every student must have completed every prerequisite in some year.
For this reason, for any value in the Student column and every value in the
Prerequisite column there is some year for when this student has completed that
prerequisite. That is, the values in the Student column are independent of the
values in the Prerequisite column. A snapshot relation » over ENROL may be:

Student Prerequisite Year
Turing Math201 1932
Godel Math201 1925
Turing Phys220 1932
Godel Phys220 1925

illustrating the independence of Student from Prerequisite.

Primarily, we propose the use of independence atoms to restrict the set of possible
relations to those considered semantically meaningful for the given application
domain. In this sense, updates would only be allowed if they result in a relation
that satisfies all the independence atoms declared on the schema. For efficient up-
dates it is therefore important to eliminate redundant independence atoms from
those that need to be validated whenever updates occur. Naturally, this leads
us to the implication problem: given a set X' U {¢} of independence atoms, does
every relation that satisfies all elements in X also satisfy ¢7 If that is true, then
 is redundant since validating that the updated relation satisfies all elements in
X guarantees that it also satisfies . If it is false, then it must also be validated
that ¢ is satisfied after the update. In our example, S | P implies P L S. Hence,
we do not need to validate P 1 S explicitly, since it is already validated implicitly
by validating S | P explicitly. Efficient solutions to the implication problem for
classes of embedded data dependencies are particularly important for efficient
updates. Indeed, validating independence atoms is rather costly due to the high
amount of redundancy they cause relations to exhibit. However, in contrast to
full dependencies, such as multivalued dependencies, it is yet unknown how to
effectively avoid data redundancy caused by embedded dependencies. For multi-
valued dependencies, larger database schemata can be decomposed into smaller
schemata that satisfy Fagin’s Fourth Normal Form condition, which characterizes
the absence of data redundancy under such dependencies [3]. For now, therefore,
the primary practical impact of solving the implication problem efficiently is an
effective way of avoiding redundant independence atoms.

Besides increased consistency and integrity, independence atoms can be ex-
ploited for other important data processing tasks. In query optimization, for
example, they can be used to avoid expensive database operations to return
query answers more efficiently. For instance, knowing that the independence
atom S_1 P is implied by the atoms that relations are validated against, the
query on the right can be used instead of the query on the left - both returning
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all combinations of students and prerequisites that occur in the relation. The
right query does not use an expensive join unlike the left query.

SELECT E.Student, E’.Prerequisite SELECT E.Student, E.Prerequiste
FROM ENROL AS E, ENROL AS E’ FROM ENROL AS E

Contributions. Motivated by these benefits we investigate the implication
problem of independence atoms in database relations. Our work is inspired by
and based on [7] where, however, the basic setup is one of random variables. In
particular, we show that the results of [7] can be transferred from the context of
random variables to the context of databases. Our first contribution is an axiom-
atization of the implication problem by a finite set of Horn rules. In particular,
for each atom ¢ which cannot be inferred by our inference rules from the atoms
in ¥, we construct a finite relation r, that satisfies 2’ and violates ¢. This also
shows that finite and unrestricted implication problem coincide for the class of
independence atoms. Exploiting our axiomatization we establish an algorithm
that decides the implication problem in O(|X| - [|¢]|? + |X] - [|X U {¢}]]) time,
where | 2| denotes the number of atoms in X', and ||X|| denotes the number of
attributes in Y. Finally, we show that the implication problem of independence
atoms can be reduced to the model checking problem on a single relation. For
that purpose, we show how to construct for an arbitrarily given set X of in-
dependence atoms a relation that satisfies all the elements of X and violates
every independence atom not implied by Y. In the literature such relations are
known as Armstrong relations [4]. Hence, checking whether ¢ is implied by X'
amounts to checking whether an Armstrong relation for X satisfies ¢. Inspecting
Armstrong relations is likely to increase the number of data dependencies that
business analysts discover to be meaningful for a given application domain [12].

Organization. We summarize related work in Section 2] providing further moti-
vation for the study of independence atoms and relating them to existing work in
probability theory and artificial intelligence. We introduce independence atoms
and their associated implication problem in Section Bl Axiomatic and algorith-
mic characterizations of the implication problem are established in Sections El
and Bl respectively. The construction of Armstrong relations is shown in Section
[l We conclude in Section [1l where we also comment on future work.

2 Related Work

Approximately 100 different classes of relational data dependencies have been
studied in the research literature [22]. The expressivity of embedded multivalued
dependencies results in the non-axiomatizability of its implication problem by a
finite set of Horn rules [16] and its undecidability [I1]. Multivalued dependencies
[3] form an efficient sub-class of embedded multivalued dependencies, whose im-
plication problem has been characterized by a finite axiomatization of Horn rules
[1], by an almost linear time algorithm [5], and by a fragment of Boolean propo-
sitional logic [19]. These results have recently been generalized to multivalued
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dependencies over SQL databases [10]. Multivalued dependencies are very special
embedded dependencies, called full dependencies, as their attributes cover the
full set of attributes of the underlying relation schema. Our results show that
independence atoms form another efficient sub-class of embedded multivalued
dependencies. In contrast to multivalued dependencies, independence atoms are
not full dependencies. Given the vast amount of literature on data dependen-
cies, given that independence is a natural concept in many areas, and given the
outlined benefits of independence atoms, it is surprising that their investigation
in the database literature is rather limited [15,20

In [20] Sagiv and Walecka introduce the class of subset dependencies which
are generalizations of embedded multivalued dependencies. A subset dependency
Z(X) C Z(Y) for attribute sets X,Y, Z of R, where both X and Y are disjoint
from Z, is satisfied by some relation r over R, if for all tuples t1,t2 € r that
agree on all attributes in X there is some tuple t3 € r that agrees with ¢; on all
attributes in Y and that agrees with #5 on all attributes in Z. In particular, the
independence atom Y 1 Z is satisfied by r if and only if the subset dependency
Z(0) C Z(Y) is satisfied by r. The authors establish a finite axiomatization for
the class of Z-subset dependencies, which, for all relation schemata R and some
fixed set Z C R, consists of the subset dependencies Z(X) C Z(Y). It follows
from the definitions that Z-subset dependencies and independence atoms are
different classes of embedded multivalued dependencies.

In [15], Paredaens investigates, among three other classes of data dependen-
cies, so called crosses X x Y which are equivalent to independence atoms X LY
where both X and Y are non-empty. Paredaens establishes a finite axioma-
tization for crosses, including the symmetry and decomposition rules, and a
somewhat convoluted version of the exchange rule. If empty attribute sets are
excluded, then our axiomatization is equivalent to that for crosses, as one would
expect. The motivation for our axiomatization comes from its strong analogy to
the Geiger-Paz-Pearl axioms for independence atoms over probability distribu-
tions [7], in particular the simplicity of the exchange rule. Indeed, Paradaens’
version of the exchange rule can be derived from the symmetry, decomposition
and our exchange rule. Based on our motivation from the introduction we were
also interested in algorithmic solutions to the implication problem, and Arm-
strong relations, which Paradaens did not aim to address.

As indicated, our study is further motivated by the existing studies of condi-
tional independence in artificial intelligence and statistics. Here, the implication
problem of conditional independence atoms is known to be not axiomatizable by
a finite set of Horn rules, and to be different from that of embedded multivalued
dependencies [2I]. The implication problem of saturated conditional indepen-
dence atoms is axiomatizable by a finite set of Horn rules, equivalent to the
implication problem of multivalued dependencies, and thus equivalent to that of
a fragment in Boolean propositional logic and decidable in almost linear time
[2/6]. In contrast to databases, independence atoms have been investigated in

! We would like to thank the anonymous reviewers who pointed us to the paper by
Sagiv and Walecka [20], which pointed us to the paper by Paredaens [15].
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probability theory. Indeed, their implication problem over discrete probability
measures has been axiomatized by a finite set of Horn rules, and can be de-
cided in low-degree polynomial time [7]. Furthermore, probability distributions
can be constructed that satisfy a given set of probabilistic independence atoms
and violate all those probabilistic independence atoms not implied by the given
set [7]. Therefore, our paper establishes results for independence atoms over
database relations that correspond to those known for independence atoms over
probability distributions. They further show that reasoning about probabilistic
independence atoms does not require probabilities at all.

3 Independence Atoms

In this section we first summarize basic concepts from the relational model of
data, and then introduce the syntax and semantics of independence atoms, as
well as their associated implication problem.

Let 2 = {A;, A, ...} be a (countably) infinite set of symbols, called attributes.
A relation schema is a finite set R = {Ai,..., A,} of attributes from 2. Each
attribute A of a relation schema is associated with a domain dom(A) which rep-
resents the set of possible values that can occur in the column named A. A tu-
ple over R is a function t : R — (J,cp dom(A) with t(A) € dom(A) for all
A € R.For X C R let t(X) denote the restriction of the tuple ¢ over R on X, and
dom(X) = [[ac x dom(A) the Cartesian product of the domains of attributes in
X. A relation r over R is a finite set of tuples over R. Let r(X) = {¢(X) | t € r}
denote the projection of the relation r over R on X C R. For attribute sets X and
Y we often write XY for their set union X U Y. For disjoint subsets X, Y C R,
r1 C dom(X) and ro C dom(Y) let r1 x 1o = {t € dom(XY) | It1 € r1,t2 €
ro(t(X) =t1(X) At(Y) = t2(Y))} denote the Cartesian product of r1 and rq.

3.1 Syntax and Semantics

Intuitively, an attribute set X is independent of a disjoint attribute set Y, if
X-values occur independently of Y-values. That is, the independence holds in a
relation, if every X-value that occurs in the relation occurs together with every
Y -value that occurs in the relation. Therefore, we arrive at the following concept,
in analogy with the similar concept in so-called team semantics [8]:

Definition 1. An independence atom over relation schema R is an expression
X 1Y where X and Y are two disjoint subsets of R. A relation r over R is said
to satisfy the independence atom X 1Y over R if and only if for all t1,t5 € r
there is some t € r such that t(X) = t1(X) and t(Y) = t2(Y). If r does not
satisfy X LY, then we also say that r violates X 1 Y.

The semantics of independence atoms can be stated explicitly as that of an
embedded dependency. In the context of the attribute set XY, the concept
represented by X is independent of the concept represented by Y.
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Proposition 1. Letr be a relation, and X 1Y an independence atom over rela-
tion schema R. Then r satisfies X LY if and only if r(XY) =r(X) xr(Y). O

Proposition [ captures the equivalence of independence atoms to crosses [15].
Rissanen shows in [I8] that a relation r over relation schema R which satisfies
a functional dependency X — Y is the lossless join of its projections r(XY)
and 7(X(R — XY)). Proposition [I] shows that for a relation r which satisfies
the independence atom X 1Y, the projection r(XY) is the lossless Cartesian
product of the projections r(X) and r(Y").

We illustrate the semantics of independence atoms on our running example.

Ezxample 2. The projection of relation r from Example[ on Student and Prereq-
uisite is the Cartesian product of the projection on Student and the projection
on Prerequisite. Hence, r satisfies Student 1 Prerequisite. However, the projec-
tion of r on Student and Year is not the Cartesian product of the projection on
Student and the projection on Year. Thus, r violates Student L Year.

3.2 The Implication Problem

Data dependencies are usually defined as semantic constraints that restrict the
possible relations of a schema to those considered meaningful for a given appli-
cation domain. Relations that satisfy all those data dependencies that express
“business rules” of the domain are considered meaningful, relations that violate
some business rule are considered meaningless. For efficient data processing it
is therefore important to minimize the time that it takes to validate whether a
relation satisfies the given set of data dependencies. Indeed, relations that satisfy
a given set of data dependencies do not need to be tested whether they satisfy
any data dependency that is implied by the given set. Therefore, it is essential
to efficiently decide the implication problem of data dependencies. We will now
define this problem for independence atoms.

For a set X U {¢} of independence atoms we say that X implies ¢, or that ¢
is implied by X, written X = ¢, if every relation that satisfies every element in
X also satisfies ¢. For a set X of independence atoms over some fixed relation
schema R, we let X* = {¢ | ¥ = ¢} be the semantic closure of X, i.e., the
set of all independence atoms implied by X. In order to determine the implied
independence atoms we use a syntactic approach by applying inference rules.

_ premise ) .
These inference rules have the form ——————— and inference rules without any
) ) ) conclusion ) )
premise are called axioms. An inference rule is called sound, if the independence

atoms in the premise of the rule imply the independence atom in the conclusion
of the rule. We let X Fo ¢ denote the inference of ¢ from X by the set R of
inference rules. That is, there is some sequence v = [0y, ..., 0y,] of independence
atoms such that o, = ¢ and every o; is an element of X or results from an
application of an inference rule in R to some elements in {o1,...,0;_1}. For
X, let X = {p | ¥ Fx ¢} be its syntactic closure under inferences by R. A
set R of inference rules is said to be sound (complete) for the implication of
independence atoms, if for every R and for every set X' of independence atoms
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over R we have Xt C X* (X* C Xf). The (finite) set R is said to be a (finite)
axiomatization for the implication of independence atoms if R is both sound and
complete. The implication problem of independence atoms is defined as follows.

PROBLEM: Implication problem for independence atoms
INPUT: Relation schema R,

Set XU {¢} of independence atoms over R
OUTPUT: Yes, if X' = ¢; No, otherwise

We illustrate the implication problem on our running example.

Ezample 3. Continuing Example [Il the set X' of independence atoms consisted
of Student 1 Prerequisite. If ¢ denotes the independence atom Student | Year,
then the relation r from Example [[l shows that X [~ . An example of an
independence atom that is implied by X' is Prerequisite L Student.

4 Axiomatic Characterization

In this section we establish an axiomatic characterization of the implication
problem for independence atoms over relations. In fact, we show that the set J
of inference rules from Table[I]is sound and complete. The set J of inference rules
is the same set used in [7] to axiomatize implication among independence atoms
in the framework of random variables. It is remarkable that the same axioms
have found their way also to the study of concurrency [I3] and secrecy [14]. If
the attribute sets X, Y and Z are interpreted as sets of vectors in a vector space,
the rules J would govern the concept of linear (as well as algebraic) independence
as was noted already in [2324].

Table 1. Axiomatization J of Independence in Database Relations

X1lYy
X10 Y1X
(trivial independence, 7) (symmetry, S)
X1lYZ X1lY XYl1Z
X1lY X1YZ
(decomposition, D) (exchange, &)

Using Definition [ it is not difficult to show the soundness of the inference
rules in J for the implication of independence atoms. As an example, we prove
the soundness of the exchange rule £. Let r be a relation that satisfies the
independence atoms X 1 Y and XY 1 Z. Let t1,ty € r. Then there is some tuple
t € r such that £¢(X) = t1(X) and ¢(Y) = t2(Y), since r satisfies X 1 Y. Since r
satisfies XY | Z, for ¢, {2 € r there must be some ¢ € r such that t(XY) = {(XY)
and t(Z) = ta(Z). In particular, t(X) = #(X) = t1(X), t(Y) = {(Y) = £5(Y),
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and t(Z) = t2(Z). Hence, there is some ¢t € r such that ¢(X) = ¢;(X) and
t(YZ) =t2(YZ). That is, r also satisfies the independence atom X 1 Y Z.

The soundness of the rules in J allows us to mechanically infer several implied
independence atoms.

Ezample 4. Recall that X = {Student L Prerequisite} in our running exam-
ple. A single application of the symmetry rule & to Student L Prerequisite
gives us the independence atom Prerequisite L Student € Z‘;r . Consequently,
Prerequisite 1 Student € X* due to the soundness of the symmetry rule.

The inference rules in J are also complete. That is, every implied independence
atom can be inferred by applications of the inference rules in J. The following
theorem is like Theorem 3 of [7]:

Theorem 1. The setJ of Horn rules forms a finite axiomatization for the class
of independence atoms.

Proof. We proceed as in [7, Theorem 3], but working with relations instead of
random variables. Let R be some relation schema and X' a set of independence
atoms over R. Let p = X 1Y ¢ E; . Without loss of generality we assume that
for all non-empty sets X’ C X and Y/ C Y with X'Y' # XY, X'LY' € X7
holds. An independence atom ¢ with these properties is called minimal. Indeed,
if ¢ = X 1Y is not minimal, then we can remove attributes from X or from
Y to obtain a minimal atom ¢’ = X' 1Y’ ¢ Y. Note that, if X’ and Y’ are
both singletons, then X’ L Y’ is a minimal atom due to the trivial independence
axiom 7. For each minimal atom ¢’ we construct a relation r,s that satisfies X~
and violates ¢’. Due to the decomposition rule D, s also violates ¢ and, hence,
© is not implied by X.

Let ¢ = X LY ¢ X be a minimal atom. For all A € R assume that dom(A4) =
{0,1}, and let Z = R— XY . Let Ay € X. Define r, C dom(R) as follows: for all
t € dom(R) we have,

t €ry if and only if £(Ao) = 3 4c(x - ay)y t(A) mod 2.

Clearly, r = r(XY) x [[ 4c, dom(A).

We show first that 7, violates the independence atom X LY. Let ¢ be a tuple
where t(Ag) =1 and t(A) =0 for all A € XY — Ay. Then ¢t € r(X) x r(Y), but
t¢r(XY).

It remains to show that r, satisfies every independence atom VLW € X.

Case 1. Assume that V C Z or W C Z. Say, for example, that V' C Z. By
construction, for every tuple ¢t; € r(Z) and every tuple in ty € r(W) there is
some tuple ¢ € r(VW) such that ¢(V) = ¢1(V) and t(W) = t2(W). The case
where W C Z holds is similar. Hence, (VW) = r(V) x r(W).

Case 2. Assume that VN XY # @ and W N XY # 0.

Case 2.1. Suppose XY € VW.For U C XY with U # XY we have r(U) =
[Tacy r(A). Hence, (VW) = []scyw r(A). In particular, 7(VW) = r(V) x
r(W).
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Case 2.2. Suppose XY C VW. Then let V = X'Y'Z', W = X"Y"Z" where
X =X'X"Y =YY" and Z'Z" C Z holds. Assume that V1 W € E;r.
We show, under this assumption, the contradiction that X 1Y € E;r holds.
Consequently, VLW ¢ Z‘;r and this case cannot occur.
Since X 1Y is a minimal independence atom, X' LY’ X" 1Y € E;. The
inference
X/Y/Z/J_ X//Y//Z//
X'1lY" D: XY 1LX"Y"

X"1lYy & X'1X"Y
D:YL1LX" S: X"y 1 X/
E: Y1X

S: X1lY

gives the anticipated contradiction that X L Y € Z; under the assumption that
VIiWe 2;' when XY C VW. Note that the inference of X 1 Y € 2;' remains
valid even if some of the X', X", Y’ Y" are empty, as long as X = X'X” and
Y =Y'Y” hold. 0

We illustrate the completeness argument on our running example.

Ezample 5. Let X = {Student L Prerequisite} be a set of independence atoms
and ¢ = Prerequiste 1 Year be an independence atom over ENROL. The con-
struction from the completeness proof of Theorem [Il may result in the relation
on the left, which may result in the relation on the right by suitable substitutions.

Student  Prerequiste  Year Student Prerequiste  Year
S1 P1 Y1 Hilbert Phil101 1900
S1 P2 Y2 Hilbert Phys110 1905
S2 P1 Y1 Ackermann Phil101 1900
S2 P2 Y2 Ackermann Phys110 1905

Both relations satisfy X and violate ¢.
Instead of the exchange rule £, Paredaens used the following rule on the left

X'17Z X1Y . UVIWW' UWW"LlY
XNX' #0
XNX'1Yu(Xn2Z) ULYW

for crosses, defined for non-empty attribute sets. This rule produces an indepen-
dence atom that cannot already be inferred by the decomposition and symmetry
rules alone, if X N X’ # () and X N Z # @ hold. In that case, the rule can be
rewritten as the rule on the right above. This rule can be inferred as follows

uv.iww’

D:UVLIW

S: WLUV

D: WL1LU UWW"” 1Y
S:ULw D: UWLlY
E: ULYW

from the decomposition, symmetry, and exchange rule.
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5 Algorithmic Characterization

We establish an algorithmic characterization of the implication problem. In prac-
tice, one may simply want to check if a single independence atom ¢ is implied by
a given set Y of independence atoms. One could compute X* = E;r and check
if ¢ € X*. However, this algorithm is hardly efficient. Instead, we exploit the
extra knowledge about ¢ to decide more efficiently if ¢ is implied by X.

The divide-and-conquer algorithm is presented as Algorithm [II On input
(X, XLY)itreduces X to X = Y[XY]={(VNXY)L(WnNXY) | VLW e X}
(line 3). If X L Y is a trivial independence atom, i.e., if one of its sets is empty, or
if the atom or its symmetric atom is included in X', then the algorithm returns
true (line 4-5). If there is no non-trivial atom U LV € X’ where UV = XY,
then the algorithm returns false (line 7-8). Otherwise, there is some non-trivial
atom ULV € X where U = QR, V = ST, and X = QS, Y = RT. In this
case, the Algorithm returns true if and only if it returns true on both inputs
(X,QLR)and (X', SLT) (line 12).

Algorithm 1. Implication

1: procedure IMPLIED(X, ¢)
o XLY;

3 X« S[XY];

4 if X=0orY=0or X1Y €X orYLXeJX then
5: IMPLIED(X, ¢) < true;

6: end if;
7.

8

ifforal ULV € X' withU#0Q and V #0, UV # XY then
: IMPLIED(X, ) < false;
9: else >IAVLV e X with0 AU =QR,0#AV =5T, X =QS,Y =RT

10: p1+ QLR

11: po— SLT;

12: IMPLIED(X, ) < IMPLIED(X, ¢01) A IMPLIED(X, ¢02);
13: end if;

14: end procedure

Algorithm [Tl works correctly in low-degree polynomial time. This yields the
following result, reminiscent of Theorems 8 and 9 of [7]:

Theorem 2. Algorithm [ terminates, and IMPLIED(X, p) = true if and only
if ¥ | ¢. The time-complexity of Algorithm [, on input (X, ), is in O(|X| -
loll? + 121 112U {eH]).

Proof (Sketch). Let ¢ = X LY. Firstly, it follows from an inspection of the
inference rules in J that X F5 ¢ holds if and only if X’ 5 ¢ holds.

Secondly, for any non-trivial ¢, X’ 5 ¢ holds only if there is some atom
ULV € Y such that UV = XY. This follows from the observation that no
inference rule in J introduces an attribute to its conclusion that does not already
occur in one of its premises.
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These observations justify lines 2-7 of Algorithm [l We will now justify lines
9-12. Let X = QS,Y = RT, U = QR, and V = ST. Then we show that, if
ULV € X, then X1Y € X if and only if Q LR € Y[QR]4 and SLT €
X[ST)3.

Assume first that QR L ST, QL R, S 1T € E;. Then the following inference
shows that QS 1L RT € Z;r, too.

QRLST
S1LT S: STLQR
R S1QRT QLR QR1LST
D SLRT E: QLRST
S: RTLS S: SRTLQ
E: RT1QS
S: QS LRT

If QSLRT € E;, then there is an inference Uy L Vi,... Uy LV = QS L RT
from X. Consequently, (U1NQR) L (ViNQR),...,(UsNQR)L (VxNQR) =Q LR
is an inference of @ L R from X[QR)]. Similarly, an inference of S L T from X[ST)
can be constructed from an inference of QS 1L RT from X

Note that this shows, in particular, that a selection of U L V in line 9 can be
made arbitrarily since any selection provides a necessary and sufficient means to
check whether X LY € Z;r .

Algorithm [I] terminates since the size of the independence atoms strictly de-
creases in line 12. If the algorithm did not terminate before, it will terminate
when the number of attributes in the two atoms have reached 2 (line 4 or line 7).
The first statement of Theorem 2] follows from a simple induction on the number
of attributes in ¢.

We will now analyze the time complexity of Algorithm [l The complexity
is measured in terms of two types of basic operations: the comparison of two
independence atoms and the projection of independence atoms. Both operations
are bounded by the number ||X U {¢}|| of distinct attributes in X' U {¢}. Let
¢(p) denote the number of basic operations required to solve a problem for an
independence atom ¢, and assume for now that the distinct attributes in X are
those in ¢. By line 12, ¢(p) must satisfy the equation c(p) < ¢(p1) +c(p2) + |2,

where | X| denotes the number of atoms in ¥'; and where ||o|| = ||¢1]]+]|¢2]|- The
solution to this equation is O(|X] - ||¢||) measured in basic operations. Adding
the cost of projecting X to the attributes in ¢ is in O(|X] - || X U {¢}])- O

Ezample 6. Let X = {Student L Prerequisite} be a set of independence atoms
and ¢ = Prerequiste L Year be an independence atom over relation schema
ENROL. On input (X, ), Algorithm [ computes X’ = @ in Step 3, and re-
turns IMPLIED(X, ¢) = false in Step 8, since the condition in Step 7 is trivially
satisfied. Hence, by Theorem 2] ¢ is not implied by X.
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6 Armstrong Relations

We show that independence atoms enjoy Armstrong relations. That is, for every
relation schema R and every set Y of independence atoms, there is a relation
over R that satisfies X' and violates every independence atom not implied by X.
The property of enjoying Armstrong relations has been characterized by Fagin
in a very general framework [4]. We will exploit this characterization to show
how to construct Armstrong relations for independence atoms.

Theorem 3. []] Let S denote a set of sentences. The following properties of S
are equivalent:

1. Existence of a faithful operator. There exists an operator @ that maps non-
empty families of models into models, such that if o is a sentence in S and
(P; : i € 1) is a non-empty family of models, then o holds for @{(P; : i € I)
if and only if o holds for each P;.

2. Existence of Armstrong models. Whenever X' is a consistent subset of S and
27* is the set of sentences in S that are logical consequences of X, then there
exists a model (an “Armstrong” model) that obeys X* and no other sentence
in S.

3. Splitting of disjunctions. Whenever X' is a subset of S and {o; : i € I} is a
non-empty subset of S, then X = \/{o; : i € I} if and only if there exists
some i € I such that X = o;. |

Indeed, there is a faithful operator for independence atoms. While Fagin’s theo-
rem holds for any cardinality of I [4], we use it only for finite non-empty . An
analog of the below theorem was proved in [7, Theorem 11] for distributions.

Theorem 4. Let {r; : i = 1,...,n} be a finite set of relations. There exists
an operation ® that maps finite sets of relations to relations such that for each
independence atom o, the relation @{r; : i = 1,...,n} satisfies o if and only if
fori=1,...,n, r; satisfies o.

Proof. We construct the operation ® by using a binary operation ®; such that
for every independence atom o, the relation r; ®; ro satisfies o if and only if
both relations r; and 7y satisfy o. The operation ® is then defined recursively
by @{ri:i=1,...,n}:= (- ((r1 Qy12) Qp13) - QpTp). Let r1, 72 be relations
over relation schema R. Then r| ®j ro is defined by

((a1,a})y. .., (an,ay)) € r1 @ re iff (a1,...,a,) €71 and (af,...,al) € ro.

We now show that for an independence atom X 1Y over R we have, 1 ®p 12
satisfies X 1 Y if and only if r satisfies X 1L Y and ro satisfies X 1 Y.

We show first that if 1 satisfies X L Y and ry satisfies X 1 Y, then r{ ®,ro sat-
isfies X LY. Let t1 = ((a1,a}),..., (an,a,)),ta = ((b1,b1),..., (bn, b)) € 11 Ry
ro. Then, t1 = (ay,...,a,),t = (b1,...,b,) € r1, and ti: (a},...,d),t3 =
(0,...,b) € ro. Since ry satisfies X LY there is some t = (c¢1,...,¢,) € 11

such that t = #1(X) and £ = t3(Y). Since ry satisfies X LY there is some
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t' = (cf,...,c,) € ro such that ¢/(X) = t3(X) and ¢’ = t3(Y). Let t :=
((c1,¢)), ..., (cn,cl)) € 11 @pra. It follows that t(X) = t1(X) and t(Y) = t2(Y).
Hence, ¢ ®b ro satisfies X 1 Y.

It remains to show that if 71 ®; ro satisfies X 1Y, then ry satisfies X LY
and ro satisfies X LY. Let t} = (ai,...,a,),t3 = (b1,...,by) € 71 and
t2 = (a},...,a,),t3 = (b},...,b)) € r2. Then, t; = ((a,a}),..., (an,al)) t2 =
((b1,0)),...,(bn, b)) € r1 ®p re. Since r1 @y ro satisfies XLY there is some
t= ((cl,c’l), o (en,ch)) € ri®re where t(X) = ¢1(X) and t(Y) = t2(Y). Then
t" = (c1,...,cp) satisfies t"1(X) = t1(X) and " (Y) = t3(Y). Thus, 71 satisfies
X 1Y. Similarly, t"2 := (c},...,c),) satisfies "2(X) = t3(X) and t"2(Y) = t3(Y).

Hence, ro satisfies X 1 Y. O
We illustrate the construction of Armstrong relations on our example.

Ezample 7. Let X = {Student L Prerequisite} be a set of independence atoms
over ENROL. From previous examples we have seen the relation r; on the left
that satisfies X' and P LY, but violates S LY, and the relation r, on the right
that satisfies X and S_LY, but violates PLY.

Student  Prerequiste  Year Student  Prerequiste  Year
S1 P1 Y1 S3 P3 Y3
S2 P1 Y2 S3 P4 Y4
S1 P2 Y1 S4 P3 Y3
S2 P2 Y2 S4 P4 Y4
The Armstrong construction results in the relation r; ®; ro, defined by
((a1,a}),...,(an,al)) € 11 Qp r2 iff (a1,...,a,) € r1 and (a},...,al) € r2, on
the left, and suitable substitutions yield the relation on the right.
Student  Prerequiste Year Student  Prerequiste  Year
(S1,S3) (P1,P3) (Y1,Y3) Sheldon Ethil01 2010
(S1,S3) (P1,P4) (Y1,Y4) Sheldon Logil20 2011
(S1,94) (P1,P3) (Y1,Y3) Leonard Ethil01 2010
(S1,54) (P1,P4) (Y1,Y4) Leonard Logil20 2011
(S2,S3) (P1,P3) (Y2,Y3) Howard Ethil01 2012
(S2,S3) (P1,P4) (Y2,Y4) Howard Logil20 2013
(S2,54) (P1,P3) (Y2,Y3) Raj Ethil01 2012
(S2,54) (P1,P4) (Y2,Y4) Raj Logil20 2013
(S1,83)  (P2,P3)  (YL,Y3) Sheldon ~ Cheml110 2010
(S1,83)  (P2,P4)  (Y1,Y4) Sheldon  Bioll05 2011
(S1,54) (P2,P3) (Y1,Y3) Leonard ~ Chem110 2010
(S1,54) (P2,P4) (Y1,Y4) Leonard Biol105 2011
(S2,S3) (P2,P3) (Y2,Y3) Howard Chem110 2012
(52,53) (P2,P4) (Y2,Y4) Howard Biol105 2013
(S2,54)  (P2,P3)  (Y2,Y3) Raj Chem110 2012
(S2,54) (P2,P4) (Y2,Y4) Raj Biol105 2013

Indeed the latter two relations are Armstrong relations for . That is, they sat-
isfy X and violate S LY and P 1Y, and thereby also S L PY, SY 1L P, SP 1Y,
S LYP, and their symmetric independence atoms.
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It can now be shown how an arbitrary set of independence atoms can be
visualized as a single Armstrong relation. In practice, Armstrong relations can
be used by database designers and business analysts as a communication tool
to acquire and discuss the meaningfulness of business rules with domain experts
[12]. Just as [7, Theorem 11] obtains for distributions, we obtain:

Theorem 5. The class of independence atoms enjoys Armstrong relations.

Proof. Let R be an arbitrary relation schema and X a set of independence atoms
over R. By Theorem [I] for each ¢ ¢ E;r there is some relation r, that satisfies
Y and violates ¢. Let r := @{r,, | ¢ ¢ X1}. The relation is well-defined since
the set of all independence atoms over a relation schema is finite. According to
Theorem [ r satisfies all independence atoms in X' and violates every indepen-
dence atom not implied by X. a

It also follows from our results and Theorem [Blthat the set J of inference rules is
powerful enough to infer all disjunctions of independence atoms that are logically
implied by a set of independence atoms, and not merely single independence
atoms.

7 Conclusion and Future Work

We investigated independence atoms, introduced in [§], as a new class of re-
lational data dependencies. Our results show that independence atoms form
an efficient sub-class of embedded multivalued dependencies whose implication
problem is not finitely axiomatizable and undecidable. Our efficient solutions to
the implication problem can result in enormous cost savings in data processing,
for example when validating the consistency of update operations on relations,
or when querying relations. Independence atoms form the database counterpart
of probabilistic independence atoms known from probability theory.

In future work we plan to implement our algorithms as a tool, and analyze how
the inspection of Armstrong relations can help database designers or business
analysts with the task of identifying independence atoms that are semantically
meaningful for a given application domain. It is interesting to investigate the
minimum number of tuples required in Armstrong relations. It is also a challeng-
ing problem to identify means to reduce data redundancy caused by embedded
dependencies. For the field of (in)dependence logic, it would be interesting to
axiomatize the combined class of independence and dependence atoms.
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Abstract. In this paper, we introduce substructural variants of Arte-
mov’s logic of proofs. We show a few things here. First, we introduce
a bimodal logic that has both the exponential operator in linear logic
and an S4 modal operator which does not bring in any structural fea-
ture. Both Girard’s embedding and Godel’s modal embedding (not the
double negation translation) are used to directly connect intuitionistic
substructural logics and substructural logics with the involutive negation.
Second, we formulate substructural logic of proofs, which is an explicit
counterpart of the foregoing bimodal substructural logics, and show that
the substructural logic of proofs can realize the bimodal substructural
logic, following the idea of [I]. Third, adopting the idea of Yu [I0], we
also show that the contraction-free, multiplicative S4-fragment of the bi-
modal substructural logic is realizable without appealing to a so-called
“self-referential constant specification.”

1 Introduction

The logic of proofs (LP) has been introduced in order to analyze a combinatorial
structure of “proofs” underlying S4 compliant (or other normal) modal logics.
S4, into which intuitionistic logic (IL) is embeddable ([5]), is usually taken to
codify the notion of “informal provability.” The structure of proofs underlying
the S4 modality is made explicit via proof-terms in LP in such a way that (1)
LP, an explicit counterpart of S4, is given an intended arithmetic interpretation
(sound and complete w.r.t. PA), whereas S4 itself is not sound under arithmetic
interpretation; however, (2) the precise connection with S4 is given via its real-
ization theorem, which roughly states that for any theorem of S4, we can assign
an appropriate proof term to each O.

On the other hand, in linear logic (LL), it has been shown that intuitionistic
logic can be embedded in intuitionistic linear logic (ILL) by its linear implica-
tion and the exponential operator, and it is embedded into classical linear logic
via double negation translation ([4]). We have yet another tradition of modal
substructural logics (introduced by Dosen [3]), whose modalities have been mo-
tivated by a reason different from Girard’s exponential. Those modalities are
introduced to formulate the modal embeddings from constructive substructural
logics into modal substructural logics with the involutive negation. We call this
modality “non-structural modality.”

L. Libkin, U. Kohlenbach, and R. de Queiroz (Eds.): WoLLIC 2013, LNCS 8071, pp. 194210} 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Although classical LL is usually related to intuitionistic LL only via double
negation translation, it may be natural to consider a purely modal framework
into which intuitionistic LL can be embedded. Such a system must be a bimodal
logic, since we have both Girard’s exponential and modality used for Godel
embedding. In this paper, we introduce such a bimodal logic called LLS4 (and
its subsystem that has only non-structural modality called BCS4) and we prove
cut-elimination for LLS4.

In addition, we introduce a two-sorted substructural logic of proofs (LLP)
that is an explicit counterpart of the bimodal substructural logic. This logic has
two different kinds of proof terms, one of which allows us to apply structural
rules to the formulas with the proof terms (analogous to Girard’s exponential)
and the other does not. We call the former “structural proof terms” and the
latter “non-structural proof terms.” We also introduce a subsystem of the two-
sorted substructural logic of proofs (MALLP) which is an explicit counterpart of
the substructural logic with non-structural modality. We prove the realization
theorems for the modal substructural logics via the substructural logics of proofs.

An analysis of combinatorial structure of proof terms under substructural
constraints is not the whole point of this project. In LP, in order to prove its
proof internalization (if : I Abrp ¢, thens: [Ny : Abpp t(5,7) : ¢ for some
proof term t) we use a machinery called “constant specification” (roughly, this
is an assignment of an axiom to a proof term called “proof constant”), by which
we can have a rule called an “axiom necessitation” of the form ¢ : A where A is
one of the axioms of LP. It is already known ([6]) that in order to realize S4 (and
its fragment that is in the range of Godel embedding [I1]), we need a so-called
“self-referential constant specification,” which yields an axiom necessitation of
the form ¢ : A(c) in a schematic form (namely, the same proof constant as used
for the whole axiom occurs in an instance of the axiom). The full significance
of this self-referentiality is yet to be investigated. However, applying a recent
proof-theoretic analysis of self-referentiality by Yu ([I0], [12]), we show that the
multiplicative fragment of the weakening-free and contraction-free subsystem
of S4, i.e. BCS4E is realizable without using self-referential constant specifica-
tions. The result suggests that there is an essential relationship between the
self-referentiality at issue here and the structural rules, since the multiplicative
fragment is the one where the effect of being contraction-free becomes particu-
larly clear, since there is no merge of formulas in a proof tree in this fragment.
(See section 6.)

2 Bimodal Substructural Logic

Let us present a Gentzen-style sequent calculus for the bimodal substructural
logic LLS4. Here we follow the notation of [7]. Hence, we use ®, @, 0, 1 for the
multiplicative constants, A, V, T, L for the additive constants, and —, — for the

! 5 stands for s1,..., Sn.
2 Although the name of a logic BC stands for a subsystem of intuitionistic logic, by
this nomenclature, we invariantly talk about the logic with involutive negation.



196 H. Kurokawa and H. Kushida

linear implication and the involutive negation, respectively. [-] is our notation
for the exponential ! in linear logic, and O is the additional modal operator that
has no structural capacity. (We assume that these modal operators are more
strongly associated with other formulas than the other logical constants, so we
omit parentheses for these.) The language is officially specified as follows.

A :==1|L|T|0|P|[ANB|A® B|AV B|A® B|A — B|-A|TA| [ A.
We now present a Gentzen-style sequent calculus for LLS4.
Axioms: A=A 0= =1 I'=T,A 1 I'=A

Inference rules for additive connectives:

AT'= A B, I'= A

ArBT=aMNl AaBr=a N

I'sAA I'ssAB Al'=s=A B IT=A
r=aAarg 7 AVB.I = A 'l
r=AaA I'=AB

T

T=aAavB''" T=aavB '’

Inference rules for multiplicative connectives:

ABT'=A y I'sAA 11=6,B
AeB Il =A% Tli=A64aB 2"
Al'sA Bll=6 I'=AAB .
AcB L II=A6 P! T=aaeB% "
I'=s=AA BIl=06 AT'=AB
il e

A— B, I =A06 I'=AA—B
AT'= A . I'=AA

T=A-4 " “Ar=a il
Inference rules for modalities:

AT'= A O o0A= B ]

oA T=A4 "' @Groasos "
Al'=A Or =B
A=A GroopHir

A LA T = A

=44l =4 I'=A4 weakening

DA T =4 comrecion  GaT=A
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Inference rules for constants and cut:

r=4 , I=A4, I'sAA All=0
I'= A0 1,I'= A Iil= A0

cut

Here, each capital greek letter (I, 4,...) denotes a multiset of formulas; when I"
is (A1,...,A4,), OI" denotes a multiset of the form (0A;,...,0A4,); I denotes
a multiset of the form ([JAq,...,[HA,,). We write bk sq4 S or I—E{s4 S to express
that the sequent S is provable in LLS4 or cut-free provable in LLS4, respectively.

Note: 1. It is clear that ki s4 [Jp — Op. This is motivated by the following
consideration. Both [J and O are S4 modalities, but the former has an additional
structural feature. Hence, the former can be taken as a special case of the latter,
although in our embedding they play different roles.

2. Rules for LL ([4]) can be obtained from LLS4 by omitting O : [ and O : r
and by restricting the language to that of LL. ILL can be obtained from LL by
omitting — : [ and — : [ and omitting — from the language of LL.

3. Rules for MALL ([4]) can be obtained from LL by omitting (J: [ and [J : r,
contraction, weakening and by restricting the language to that of MALL.

4. Rules for a subsystem of LLS4 called “BCS4” can be obtained by adding O
to the language of MALL and O : [ and a restricted O : r (with BI" = ().

5. Although we do not have any space to present a proof, let us give the
definitions of the two embeddings.

Definition 1. 1. The embedding of IL into ILL: (A — B)°® =[A° — B°. (Other
cases are quite trivial. See [)]) 2. The embedding of ILL into LLS4 x: Put O in
front of every subformula except inside the scope of L.

The composition of o and * gives an embedding from ILL into LLS4.

Theorem 1. (Cut-Elimination for LLS4) Let S be any sequent of LLS4.
]f l_LLS4 S, then l_i{54 S.

Proof. We can apply the usual proof as in Takeuti [9] for LLS4. We introduce
the following form of cut for the cut formula [1A.

n many

——N—
I'=sAHA [HA,...,HAIT=06 ;
III= A0 e

Let P be a proof of S in LLS4 where the cut rule occurs only in the last step. We
proceed by the double induction on the degree and the rank of P, denoted by
d(P) and r(P), respectively. d(P) is the number of the logical symbols of the cut
formula, and r(P) is the number of the related occurrences of the cut formula
in P. (We refer to [9] for a precise definition for rank.) See the appendix 2 for
the details of the proof.
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3 Substructural Logic of Proofs

We move on to substructural logic of proofs. We present two systems MALLP
and LLP. Let us first give a specification of the language of LLP.

s u=x|c|!s|s - t|s - t|s - t|s + t|s + t|s + t|stit|sht|stt.
s = x|c|!s|s - t|s + t|sfit|sbt.

Au=1|L|T|0|P|AA B|A® B|AV B|A® B|A — B|-Als : Als : A.

Proof terms consisting only of boldface terms are “structural terms,” which have
the structural capacity. All other terms are “non-structural terms, ” which have
no structural capacity. Also, the language of MALLP is a sublanguage of that of
LLP obtained by removing all the boldface terms from that of LLP.

We present Hilbert-style axiomatizations of MALLP and LLP in the following.

MALLP: MALLP is obtained from MALL*, which is the auxiliary system for
MALL obtained by adding derivations from assumptions as primitive via “inter-
nal consequence relation” in [2], by adding the following axiom schemata and
inference rules in the language of MALLP. MALL* is introduced to prove the
Lifting Lemma smoothly. (We give a Hilbert style system for MALL and MALL*
in Appendix 1.)

Al.s:A— A

A2.s:(A—-B)—> (t:A—(s-t): B)

A3.s: A—=ls:(s: A)

Ad.s: A= (s+t):A;t: A= (s+t): A
w:l'Ht: A u:I'+s:B

R3.u t U s

u:I'Ftls: ANB

R4.F c: A, where A is an axiom of MALLP and ¢ is a constant.

Note: The new operation f is essentially the same as the pairing operation,
which is indispensable to prove the Lifting Lemma for the substructural logic
of proofs without the axiom corresponding to weakening, for then we would not
have any proof operation corresponding to the rule of adjunction.

LLP: LLP is obtained from MALLP by extending the language to that of LLP and
by adding the following axiom schemata and inference rules in the language of LLP.

A5.(s:A—=(s: A= B))— (s: A— B)
A6. B— (s: A— B)
A7.s:u:A— (t:v:B — (sbt) : (utv) : (AN B))

R5.Fc:d: A, where A is an axiom of LLP, c is a structural constant, and d is
a non-structural constant.
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The intuitive meaning of the operation b in A7 is to ‘witness’ the internal-
ization of an application of adjunction by non-structural term. Note that the
proof-operation b is applicable only to structural terms. Also, the meaning of
R5 is to ‘witness’ the axiom necessitation by a structural constant. The axioms
used in R4 in LLP are extended to those of LLP. Terms in Al-4 and R3, 4
can be structural or non-structural in LLP. The axiom A7 and the rule R5 are
introduced in order to prove the realization theorem smoothlyE

Now we show that BCS4 and LLS4 are realizable in MALLP and LLP, re-
spectively. A realization of a formula ¢ of BCS4 or LLS4 is defined to be a
replacement of each occurrence of structural modality [ in ¢ by a structural
term and each occurrence of non-structural modality O in ¢ by a non-structural
term, preserving derivability. By ¢" we denote the result of a realization r of .

Theorem 2. (Realization of BCS4 and LLS4)
1.Fgcsq ¢ if and only if, for some realization v, Fparp ©" -
2.F 1154 p if and only if, for some realization r, Frip @".

We prove the theorem in a way similar to the case of S4 in [I]. The parts ‘if’ in
both 1 and 2 are shown by the ‘forgetful’ projection. We can show by an easy
inductive argument that from a given proof of ¢" in MALLP or LLP, we can
obtain a proof ¢ in MALLP or LLP, respectively, by replacing all the occurrences
of non-structural terms and structural terms by O and [, respectively.

For the part ‘only if” of 1, we can apply the method of [I] straightforwardly.
However, for ‘only if” of 2, we need to make sure that both structural modality and
non-structural modality are appropriately realized. For this purpose, we needed
to introduce an additional proof operation b, a new axiom, and a new rule.

We prove Theorem 2l Let us first observe the following facts.

(41) For any structural term s, there is a non-structural term ¢ such that
"LLPS:A*)t(S)is:A.

(12) For any structural term s, there are a structural term t and a non-
structural term u such that F ps: A — t(s) : u(s) : A.

For (§1). Take a non-structural constant ¢ so that -y p c: (s: A —s: A), by R4.
Ass: A —ls:s: Aisan axiom, by using A2, we have i ps: A — (¢ls):s: A

For (42). Take constants ¢,d,esothat F pd:c: (s: A — A)andF pe:(s:
A —ls:s: A), by R4, 5. Then, for some w, Fiip w(e,d): (s: A — (cls): A)H
Finally, using A3 and A2, ki ps: A — (w(e,d)!s): (cls): A.

Lemma 1. (Lifting Lemma for MALLP, LLP) Let L denote MALLP or LLP.
1.Ifs:T'kHL A, thens: I'k £(3) : A, for some non-structural term t.

3 Tt turns out to be possible to realize LLS4 in a system without the axiom A7. However,
the proof of the realization in this case would become much more complicated, so
we omit it here due to lack of space.

* This term w(e,d) has the form (g -e) - (d - f), where f : [c: (s :A—A) — (Is :
s:A) —cls:A)] and g: [(s:A—=!s:s:A) = ((Is:s:A—cls:A) — (s:A—cls:A))].
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2.Ifs: It : Abyp A, thens : It : A Fyp u(S,t) : A, for some non-
structural term u.
3. Ifs: T'kupA, thens: I'Fypt(S): A, for some structural term t.

Proof. We treat 2 and 3. The proof for 1 is similar.

(For 2) By induction on the length of a proof of : It : At A in LLP.

When A is an axiom, we take a non-structural constant ¢ such that ¢ : A is
provable by R4. When A is some s : B € §: I', we have a non-structural term
t(s) such that t(s) : s : A is provable by (§1). When A is some ¢ : B € ¢ : A,
by using an axiom ¢t : B —!t : t : B, we can derive !t : t : B. In the induction
step, we treat the rules R2, R3. The proofs for R1, R4 are similar. For R2. By
the induction hypothesis, we can derive s : A and t : B for some non-structural
s,t. We obtain (sf#t) : (A A B) by R3. For R3. When (sft) : (A A B) is provable
with non-structural sft, we can derive !(sfit) : (sft) : (A A B) by A3. When
(sit) : (A A B) is provable with structural sft, we have a non-structural term
u(sft) such that u(sfit) : (sfit) : (A A B) is provable, by (41).

(For 3) By induction on the length of a proof of §: I' ki p A in LLP. We treat
only the case when R3 or R4 is applied. The other cases can be proved similarly
to the above cases. For R3. When (sft) : (AAB) is provable with structural (sft),
we can derive !(sft) : (sfit) : (A A B) by A3. When (stt) : (A A B) is provable
with non-structural sfit from s : A and ¢ : B, by the induction hypotheses, we
have u:s: A and v : t : B provable with some structural u, v. By using A7, we
can derive (ubv) : (stt) : (A A B). For R4. When ¢ : A is provable by R4, A is
an axiom, and so, we have structural d such that d : ¢ : A is provable. [ |

Corollary 1. (Constructive necessitation for MALLP, LLP)
Let L denote MALLP or LLP.
1. If -, A, then -y s : A, for some non-structural term s.
2. Ifbrp A, then Frps: A, for some structural term s.

Proof. (Theorem 2) Let us now prove the theorem, but we first introduce some
technical terms. We use the standard terminology of the polarity of an occurrence
of a formula. Note that in a cut-free proof, the polarity is always preserved. For a
sequent S ="' = A, let S” denote I'" = A”. A realization is said to be normal
if each negative occurrence of O and [ is replaced by a structural proof-variable
and a non-structural proof-variable, respectively. A realization for S is normal
if that for " — @A is normal. We say that S” is provable in a system if
RI" — A" is provable in it. We say that an occurrence of O in a premise and
a corresponding occurrence of O in a conclusion “related.” Taking the reflexive
transitive closure of this relation on occurrences of O, we consider an equivalence
class of “related” Oes, and we call them a family of occurrences of 0. We call
a family “essential” if it contains at least one occurrence of O introduced by
O : r. Since the relation is an equivalence relation, we can consider a partition
of occurrences of O in a proof tree.

Suppose that a sequent S is provable in M (where M = BCS4 or LLS4). By
Theorem [Il we may assume that there is a cut-free proof P of S in M. We shall
construct a proof of S” in L with a normal r. The construction goes as follows.
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(Step 1) For each negative family of O and each nonessential family of O,
substitute a non-structural variable, for all occurrences of O of the family. Also,
for each negative family of [J and each nonessential family of [, substitute a
structural variable for all occurrences of [ of the family.

(Step 2) For each essential family of O, substitute a non-structural term 21+ - -+
x,, for all occurrences of O of the family. Each x; is called a provisional variable. n
is the number of applications of the rule O : r for the family. Also, for each essential
family of [, substitute a structural term y; + - - - + ym for all occurrences of [-] of
the family. m is the number of applications of the [ : r for the family.

(Step 3) Proceed from top to bottom in the proof figure. For a O : 7, we
have the realization of the upper and lower sequents: 5 : It : A . A and
s:It:AFL (x4 +x+---+x,) : Ain (Step 1, 2). By applying the Lifting
Lemma, construct a non-structural term w such that §: I, : At u : A. (When
L is MALLP, I' is empty.) When the O : r is the ith one among all O : 7 in
the family, substitute u; for all the occurrences of the same provisional variable
x;. Then we have, e.g., 5 : It : AL (z1 + -+ +u; + -+ + z,) : A Repeat
this procedure until we substitute all of u; for all of the provisional variables x;.
Then, e.g., we obtain §: It : A (up + -+ u; + - +up) : A

Similarly, for each [ : r, we have the realization of the upper and lower
sequents: S: I'tpp Aand §: I'Fyp (x1+ -+ X3+ +Xm) : A in (Step 1,
2). By the Lifting Lemma, construct a structural term v such that s : I" Fp
v : A. When the [ : r is the jth one among all [ : 7 in the family, substitute
v; for all the occurrences of the same provisional variable x;. Then we have,
eg,8: I'Fup (X1 +---+Vj+---+xm) : A Repeat this procedure until we
substitute all of v; for all of the provisional variables x;. Then, we obtain, e.g.,
s:I'HLp (v1+~-~+vj+-~~+vm):A.

In this procedure, each formula in P is replaced by a formula in the language
of MALLP or LLP and it is easy to check that each sequent consisting of these
formulas is either an axiom or derivable from the upper sequent. Thus, for a given
sequent S provable in M, we obtain a proof of S™ with a normal realization r in
L. This completes the proof of Theorem [ |

4 Prehistoric-Loop-Free Proofs

Yu ([I0], [12]) defines a notion of prehistoric loop. Intuitively, this means that
an introduction of an occurrence of a modal operator essentially requires that
it be related to another occurrence of the modal operator in the same “family”
which precedes it. Yu ([I0], [12]) showed that such a loop is a necessary condition
that any realization of the modal formula essentially requires a self-referential
constant specification. Applying this idea, we identify a natural subsystem of S4
in the hierarchy of modal substructural logics in Dogen [3]. We start from giving
necessary definitions.

The phenomenon that two occurrences of symbols in premise(s) share the
same corresponding occurrence in the conclusion is called a unification. Con-
traction is a structural rule that makes this happen, and also side formulas in
the binary rules for additive logical constants typically make this happen.
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A Gentzen-style proof (tree) is denoted by T, with each of its node (a sequent)
denoted s1, sg, - -, and its conclusion-premise relation denoted by R. The root
of a proof tree is the conclusion sequent of the proof. For any proof 7 and any
sequent s in 7. 7 | s means the subproof of s in 7. Following the definition of a
family of occurrences of O in section 3, we use a notation O; wherei = 1,2,3.. ...
By this, we mean that the occurrence of O indexed by 7 belongs to a family
of occurrences of O. A family of occurrences of O has its own polarity (negative
or positive). We denote a positive family by Dj‘ and a negative family by O; In
the following, we say a family of O or O; occurs in ¢ if there is an occurrence
of O; in ¢ (we write this as ¢(0;)).

Definition 2 (Prehistoric graph [12]).

In a BCS4 proof T, the prehistoric graph P(T) is defined as the directed graph
P(T) :=(F, <L, <R, =), where F is the set of positive families in T, all of <y,
<R, = are binary relations on F, <:=<p U <g, and

0 o@E) =
0-0(0f) = 0f ¢

<r:={(,7)| (@:r)isin T }

00 = ¢(07)
0-0 = 0f e(07)

<r:={(,j)| (O:r)isinT }

Lemma 2. In a proof T, each family has a unique occurrence in the root.

Proof. In any rule in those systems, each occurrence in a premise has exactly
one corresponding occurrence in the conclusion. [ |

Due to the limitation of space, we omit proofs of some statements below up to
Proposition 1. (The details of these can be found in [12].)

Lemma 3. In P(T) of a proof T, for any i € F, (i,1) ¢<R.

Lemma 4. In P(T) of a proof T, for any i, j, k € F, (1) if k <g j <r @ and
(2) k <rj<g then k <gi

Definition 3 ([12]).
A (left, right) prehistoric graph has a loop w.r.t. < (<p, <g) if there is a
finite sequence of i1 < i < -+ < iy < i7.

Theorem 3 ([12]).
In P(T) of a proof of T, (1) (F,<g) has no loop, and (2) (F,=<) has a loop
if and only if (F,<r) has a loop.

Obviously, if we have no introduction of a new edge and no unification of occur-
rences of modal operator by applying a rule, it introduces no loop.

Proposition 1. 1. ® :r, ® : [, & :r, ® : I, —: r, and —: [ do not introduce
any loop. 2. O : 7 and O : [ introduce no loop, either.
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Yu [10] observes that in his formulation of S4 in a G3-type sequent calculus
only his versions of —: [(context sharing), O : [ (contraction built-irﬁ) rules can
possibly bring in loop. It is obvious that if the form of O : [ is not the one in
which contraction is built-in, then O : [ involves no unification. Also, note that
O : r introduces a new edge, but clearly this introduces no unification.

Lemma 5. In no sequent in a BCS4 proof, more than one occurrence of OF of
the same family can occur in it.

Proof. Note that there is exactly one occurrence of OF from one family in the
root, due to the definition of a family. To show this lemma, it is sufficient to
observe that no rule in BCS4 can make two occurrences of a formula into one. B

In addition to Yu’s observation that there is no direct right loop, we can also
observe that in BCS4, there is no direct left loop.

Lemma 6. In P(T) of a proof T, for anyi € F, (i,1) ¢=<p,.

Proof. Officially, it is shown by the induction of the length of proofs. But it suf-
fices to observe that there is no rule in these systems that relates two occurrences
of O in the premises can come in the same occurrence of O, |

Since BCS4 enjoys cut-elimination and the subformula property, we can state
the following.

Proposition 2. In BCS54, any O formula in each positive essential family of Dj‘
18 introduced as a principal formula of O : r only in one place in each branch s.

Proof. In BCS4, only binary additive rules can introduce a unification, but such
a case occurs only at a node of a proof tree where two branches meet. Hence,
for each branch, any O formula in each positive family of Dj‘ is introduced only
once via O : 7. [ ]

Yu’s theorem (theorem 3) concerning equivalence between having a loop and
having a left loop still holds here. Hence, we can conclude that there is no loop
in s of T at all.

Theorem 4. LetT be a BCS4 proof. No branch s inT can have a left-prehistoric
loop. Hence, no branch s in T can have a prehistoric loop.

This theorem on the loop-free nature of BCS4 proofs is stated only for a branch
s. However, to prove an interesting property of a proof, we focus on the multi-
plicative fragment of BCS4. We call it mBCS4. But then the following hold for
mBCS4. since (1) no rules in these allow us to introduce a prehistoric loop in one
branch and (2) there is no additive (context-sharing) binary rule that makes a
unification possible.

Lemma 7. In an mBCS4 derivation, each positive family of OF can be intro-
duced only once in the entire proof tree.

Theorem 5. An mBCS4 proof cannot have a left prehistoric loop.

0,00, ' = A

5 .
This rule has the form WIS A
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5 Non-self-Referential Constant Specifications

Now let us show that there is a realization of a prehistoric loop-free proof that
does not require a self-referential constant specification. Let us first give the
definition of self-referential constant specification.

Definition 4 (Self-referentiality in constant specifications [6])

A constant specification CS is self-referential if CS has at least one subset of
the form {c1 : A1(ca),..., cn—1: An_1(cn),cn : An(c1)}. A constant specification
CS is non-self-referential, otherwise.

Theorem 6. There is a realization of v such that mBCS4 &+ ¢ if and only if L
F " which satisfies the following two conditions.

1. L is the multiplicative fragment of MALLP (called “MLLP.”)

2. The constant specification contains no self-referential constant specification.

Proof. (=) (Proof sketch) Let us first prove the harder part.

(1) We prove that there exists a desired realization, following a refined version
of the realization algorithm. We refine the original realization algorithm given
in [I] via the order of families of modal operators. The order of families can be
given by keeping track of an introduction of a positive occurrence of a OF by
using a function called “e-function.”

Let us give a few necessary definitions about this function here. Using Yu’s
notation ([I2]), we write €(7, ). This means a function that assigns a natural
number to the j-th application of O : r in the i-th family of positive occurrences
of the modal operator. The j-th application of O : r in the family 7 is denoted
by (O : 7);;. The premise and the conclusion of (O : r);; are denoted by I;; and
O, respectively. Since we have only one case of principal application of O : r in
one family, it suffices to have €(i). Let R™ be a transitive closure of a relation
expressing the relationship between the premise and the conclusion of O : r.
Here clearly it follows by definition that O;, RTO;, if and only if €(i1) < €(iz).
Thus, a new constant ¢; is associated with the unique (O : r);. () is the number
associated with this constant.

Claim. hy < hg implies €(hy) < e(h2)

Proof. (proof sketch of the claim) There must be a i1 such that for all h, h 4 41 (it
is like an innermost family). Otherwise, there is a loop in a proof. Then, excluding
i1 from the set of all relevant families, we can pick i3 such that e(iy) < €(iz2),
and so on. Since the set of families is at most finite, this can always be done.
Hence, the families can be linearly ordered according to the order of applications
of O : r in them.

(2) To prove that our realization does not rely on any self-referential constant
specification, we show that our refined realization which ensures that the sub-
stitution for a provisional variable can be done strictly according to the order
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of the applications of O : r works. Note that, in the general case of realization
algorithm used in section 3, it is not possible to exclude a case in which an
occurrence of a provisional variable can be substituted only when a relevant
application of the Lifting Lemma occurs below the provisional variable in a
proof tree. Let us define now the following notion.

18 e-allowed

Definition 5 ([12]). An application of Aziom Necessitation A
if (1) A; contains no provisional variables and (2) A; contains no 2ci/ s.t.e(i) <
e(i).

(3) The description of the realization algorithm can be given as follows. 1) Take
a cut-free proof of mBCS4. 2) Replace all the negative occurrences of modal
operators (and positive occurrences of modal operators belonging to an non-
essential family introduced by weakening) with proof variables by using the
same variable for the occurrences related to a O at the root node of a proof tree.
Replace all positive occurrences of modal operators in an essential family by the
same provisional variable. (Note that since we have only one possible application
of O : r for one family, we do not need to introduce + part of the realization at
all.) 3) At every application of O : r, we substitute a relevant provisional variable
by an appropriate proof term by applying the Lifting Lemma.

(4) We show that the realization algorithm produces a proof in the corre-
sponding substructural logic of proofs (i.e. MLLP). We use an induction on €(7)
and a subinduction on the structure of a subtree of a proof tree to ensure that
both the substitution steps and the subderivations between substitution steps
work as desired.

(4.1) We carry out substitutions of an appropriate proof terms with e-allowed
c.s. into provisional variable based on induction over €(i).

By using IH for €(i1) — 1, we have a provisional-variable-free derivation of

If(i)_l with an e-allowed c.s. Then the step from I;(i)_l to Of(i)_l can be treated

as follows. 1) Apply the Lifting Lemma to I;(z)_l (the c.s. used here is e-allowed,
since all the constants in the c.s. used in Lifting are fresh, according to (1))@ 2)
By carrying out the substitution, we can replace the provisional variable by a
provisional-variable-free term. Then we get 7 from what is obtained from 777!
possibly by some other steps in the derivation (here 7 stands for a subtree of
7T in which the substitution for €(7) is done). This completes the i-th step of
induction in the substitution procedure in the realization algorithm.

(4.2) Between the previous substitution for obtaining 7°~! and the substitu-
tion for obtaining 7, we show that all the steps of the derivation here can be
mimicked in the Hilbert-style system of the corresponding substructural logic
proofs (MLLP). The proof of this part is tedious but a routine and essentially
the same as in [12].

Hence, we have completed both the description of the algorithm and the proof
that the algorithm produces a proof in MLLP with e-allowed c.s in such a way
that all the substitutions are done following the order of €(i).

5 Qur procedure is simpler than Yu’s since we do not need + in our realization and,
unlike in G3-style systems, our modal rules do not incorporate weakening.
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(5) We now show that our constructed proof in MLLP is non-self-referential,
i.e., the e-allowed c.s. that we have used (we call it CS” is non-self-referential.
To prove this, suppose CS” is self-referential. Namely, assume the following holds.

{Ciy ey Ay ke (Cinhn)s - - - Cir qike 1A, 1k 4 (Cizokz)s CintoniAis k. (Ciy kg )} € cs".

Since CS” is e-allowed, we have €(i,) < €(i,—1) < --- < €(i1) < €(i5). But this is
impossible. Hence, CS” is non-self-referential.

(«<=) Given any derivation in the multiplicative fragment of MALLP, we can
apply the forgetful projection. It can be shown by an easy inductive argument
that the forgetful projection gives a proof in mBCS4 [ ]

6 Discussions

1. We acknowledge that there is another work independently done concerning
the issue of non-self-referentiality of contraction-less fragment of S4 ([g]).
However, the work only considers a fragment of G3-style formulation of S4.
The author does not systematically consider how this fragment can be lo-
cated in the hierarchy of modal substructural logics. As a result, it is not
clear what kind of logic we obtain if we take a forgetful projection of the
fragment of G3-style formulation of S4. On the other hand, our result pre-
sented here is a consequence of a more systematic consideration about how
realization works in the hierarchy of modal substructural logics. Hence, it
is obvious that the resulting logic by applying the forgetful projection to
MLL is exactly mBCS4. Also, it is worth noting that the realization does not
require + operation, either.

2. Although we formulate only BCS4 and MLLP in this paper mainly due to
the limitation of space, it is quite obvious that the same method works for
the multiplicative fragment of BCKS4. In addition, our proof method also
suggests a natural conjecture that multiplicative and additive BCS4 (and
BCKS4) can also be realized without using self-referential constant specifi-
cation.

3. Not only has it been observed that contraction-free logics have an important
connection to polynomial time computation, but it was also observed by
Godel already in 1930’s that the intended interpretation (Brouwer-Heyting-
Kolmogorov interpretation) of intuitionistic implication contains some sort
of “impredicativity.” Self-referentiality in realization of S4 seems to have an
important connection with this impredicativity of intuitionistic logic through
contraction

" Yu [T1] has recently proved that self-referentiality also occurs in the range of Gédel
embedding from intuitionistic propositional logic into S4.
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Appendix 1

(1) A Hilbert-style axiomatic system for MALL (a notational variant from [2]).
Axioms schemata: 1.A— A
2 (A=-B) = (B—>C)—= (A—=0))
3. (A= (B—=C)—=(B—=(A—=0))

4 —A—- A 5. (A— —-B) = (B — —A)
6. (A— (B— A® B)) 7A—-(B—-0)—=(A®B)— ()
8.1 9.1-(A—A)
10. A — (~A — 0) 11. -0
12.(A¢#B) - (-A—B) 13.(-A— B)— (A® B)
14. (ANB) — A 15. (AANB) - B
16. (A= B)ANA—=C)) = (A—= (BAQO))
17.A— (AV B) 18. B — (AV B)
19.(A—-CO)AB—-C) = ((AVvB)—=0))
200A—T 2. L - A

A A— B A B
Inference rules: R1. 5 R2. A B

(2) The internal consequence relation - for LL, which makes it possible to talk
about a derivation from assumption naturally, can be introduced as follows.

Internal consequence : Aj,...,A, b B if and only if - Ay — (--- (4, —
B)--).

(3) To facilitate the proof of the Lifting Lemma, we introduce an auxiliary
axiomatization of MALL* which takes - as primitive. The axioms are the same
as those of MALL, but the inferences rules are formulated as follows.

kA In-FA— B R2* I'HA I'tB
' In,IL+B " I'AAB
Given the foregoing definition of -, the equivalence of MALL and MALL* is
obvious (it suffices to show the derivability of R1* and R2* by MALL and the
definition of ).

Inference rules: R1*

Appendix 2

In this appendix, we show the details of our proof of cut-elimination for LLS4.
We examine only the cases when the cut formula is a modal formula. First, we
handle the cases when the cut formula is [JA and r(P) = 2. We have a few cases.
Below, we illustrate the proof-transformation to be carried out for each case.
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(1) or-4 . All=6 _
oAD" FAn=e i

O 1 = O cut

Y

Of=A AII=0

orii=e

(2) Or=A4 =0 L
O = 0A — " BA I =6 W

TR cul

Y

I1=06 i
oI = 0 e

d(P) is reduced by one in the transformation of (1). Thus, we can eliminate the
new cut inference in (1). Next, we examine the cases when the cut formula is
[0A and r(P) > 3. When the left upper inference is not [J : r. We demonstrate
the proof-transformation only for one case.

(3) I'=AB C/I=06/HA

BoOLll=2004 7l @as=0
BSOTLILY = A.0,8 cul

Y

C,II = 0,04 (A" Y=
I'=AB C.1,Y=06,9
B—CI,Y= A 6,0

cut

—:

When the left upper inference is [ : r and the right upper one is not concerned
with the cut formula, the transformation is similar to (3). Otherwise, there are
the following three cases.

(4) O = A 0A, (LA™, 1T = 6

Or=o4 97 (@A) = 6
OL1 =6

contr.

cut

Y

OI'= A 0.
Or=>0A " BA @A =6

TG cut
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() Or = A @A~
Or=0HA " DA, (LA™, I =6 '
O 1 = O cut
v
OI'= A 0.
O =0HA " (@A, =06
O, 11 = 6 cut
(6) r=A . AGANT=0
Or=0A " OA (@A IT=6
TR cut
v
OI'= A o-
Or =04 ="

A, (@A) T = 6
O, A, IT = 6 cut

In all cases (3-6), r(P) is reduced by one, and, hence, we can eliminate the new
cut inferences. As to (6), we have not yet reached the desired sequent, which is
obtained by further applying the cut in the following way.

Or=A OLAIT=O
OO0 = 0
Or, I = 6

cut

contraction

This cut can be eliminated as the d(P) is reduced by one.

Next, we examine the cases when the cut formula is OA. When the left upper
inference is not O : r, we can handle the cases in a similar way to the case
of (4) above. When the left upper inference is O : r, we apply the following
transformation.

(7) ORoA=A [ = All=06
OrOA=04 | OAll=06 ¢
O 0A, 1T = 6 cut

l

Y

OoA=A AlIl=6
ONLO0A I =60

cut

d(P) is reduced by one in (7). So, we can eliminate the new cut inferences in
(7). [ |
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Abstract. We pursue the idea that predicate logic is a “fibred algebra”
while propositional logic is a single algebra; in the context of intuitionism,
this algebraic understanding of predicate logic goes back to Lawvere, in
particular his concept of hyperdoctrine. Here, we aim at demonstrating
that the notion of monad-relativised hyperdoctrines, which are what we
call fibred algebras, yields algebraisations of a wide variety of predicate
logics. More specifically, we discuss a typed, first-order version of the non-
commutative Full Lambek calculus, which has extensively been studied in
the past few decades, functioning as a unifying language for different sorts
of logical systems (classical, intuitionistic, linear, fuzzy, relevant, etc.).
Through the concept of Full Lambek hyperdoctrines, we establish both
generic and set-theoretical completeness results for any extension of the
base system; the latter arises from a dual adjunction, and is relevant to
the tripos-to-topos construction and quantale-valued sets. Furthermore,
we give a hyperdoctrinal account of Girard’s and Godel’s translation.

1 Introduction

Categorical logic deconstructs the traditional dichotomy between proof theory
and model theory, in the sense that both of them can be represented in cer-
tain syntactic and set-theoretical categories (or hyperdoctrines in this paper)
respectively. We may thus say that categorical semantics does encompass both
proof-theoretic and model-theoretic semantics in terms of philosophy of logic.

Categorical semantics divides into two sub-disciplines: semantics of provability
(e.g., semantics via toposes or logoses) and semantics of proofs (e.g., semantics
via CCC or monoidal CC). Our focus shall be upon the former wrt. logic and the
latter wrt. type theory because we aim at developing categorical semantics for a
broad range of logics over type theories, including classical, intuitionistic, linear,
and fuzzy logics. Type theories have inherent identities of proofs (or terms), and
fully admit semantics of proofs, however, logics in general do not allow semantics
of proofs, due to collapsing phenomena on their identities of proofs (for the case
of classical logic, refer to the Joyal lemma, e.g., in Lambek-Scott [IT]).

Thus, the Curry-Howard paradigm does not make so much sense in this gen-
eral context of logics over type theories, for the logics of the latter (types) may

* T am indebted to Samson Abramsky and Bob Coecke for both useful discussion and
kind encouragement. This work was supported by the Nakajima Foundation.

L. Libkin, U. Kohlenbach, and R. de Queiroz (Eds.): WoLLIC 2013, LNCS 8071, pp. 211225 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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differ from the former original logics (propositions), just as Abramsky-Coecke’s
type theory of quantum mechanics is distinct from Birkhoff-von Neumann’s logic
of it. In general, we thus need to treat logic and type theory separately, and the
concept of fibred universal algebras does the job, as elucidated below. Aczel’s
idea of logic-enriched type theory is along a similar line. Fibred algebras to
represent logics over monoidal type theories even allow us to reconcile Birkhoff-
von Neumann’s cartesian logic of quantum propositions and Abramsky-Coecke’s
monoidal logic (or type theory) of quantum systems; this is future work, however.

Substructural logics over the Full Lambek calculus (FL for short), which en-
compass a wide variety of logical systems (classical, intuitionistic, linear, fuzzy,
relevant, etc.), have extensively been investigated in the past few decades, espe-
cially by algebraic logicians in relation to residuated lattices (a major reference
is Galatos-Jipsen-Kowalski-Ono [3]). Although some efforts have been made to-
wards the algebraic treatment of logics over quantified FL (see, e.g., Ono [T4J15]
and references therein), however, it seems that there has so far been no adequate
concept of algebraic models of them. Note that complete residuated lattices can
only give complete semantics for those classes of substructural predicate logics for
which completions (such as Dedekind-MacNeille’s or Crawley’s) of Lindenbaum-
Tarski algebras work adequately (see, e.g., Ono [T415]); for this reason, complete
residuated lattices (or quantales) cannot serve the purpose.

In the context as articulated above, we propose fibred algebras as algebraic
models of predicate logic, especially substructural logics over quantified FL. Fi-
bred algebras expand Lawvere’s concept of hyperdoctrine [12]. According to
Pitts’ formulation [I6], a hyperdoctrine is a functor (presheaf) P : C°? — HA
where HA is the category of heyting algebras; there are additional conditions
on P (and C) to express quantifiers and other logical concepts (for a fibrational
formulation of hyperdoctrine, see Jacobs [8]; the two formulations are equivalent
via the Grothendieck construction) We may see a hyperdoctrine as a fibred
heyting algebra (P(C))cec, a bunch of algebras indexed by C.

Now, a fibred algebra is a universal algebra indexed by a category: categori-
cally, it is a functor (presheaf) P : C°? — Alg(T) (apart from logical conditions
to express quantifiers and others) where T' is a monad on Set, and Alg(T) is its
Eilenberg-Moore algebras; note that monads on Set are equivalent to (possibly
infinitary) varieties in terms of universal algebra (see, e.g., Addmek et al. [I]).
The intuitive meaning of the base category C is the category of types (aka. sorts)
or domains of discourse, and then P(C) is the algebra of predicates on a type
C. If a propositional logic L is sound and complete wrt. a variety Alg(7T'), then
the corresponding fibred algebras P : C°P — Alg(T') yield sound and complete
semantics for the predicate logic that extends L. This may be called the thesis
of completeness lifting: the completeness of propositional logic wrt. Alg(T) lifts
to the completeness of predicate logic wrt. P : C°P — Alg(T).

The present paper is meant to demonstrate the thesis in the fairly general
context of substructural logics over FL, hopefully bridging between algebraic

! Toposes amount to higher-order hyperdoctrines via the two functors of taking sub-
object hyperdoctrines and of the tripos-to-topos construction (see, e.g., Frey []).
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logic, in which logics over FL have been studied, and categorical logic, in which
hyperdoctrines have been pursued. Although the two disciplines are currently
separated to the author’s eyes, nevertheless, Lawvere’s original ideas on cate-
gorical logic are of algebraic nature (especially, his functorial semantics directly
targets universal algebra), and it would be fruitful to restore lost interactions
between them. Along this line of thought, in subsequent work, the author plans
to develop “Categorical Universal Logic” qua theory of fibred universal algebras
or monad-relativised hyperdoctrines. The paper takes a first step towards it.
Main technical contributions are three-fold as follows: (i) generic complete-
ness wrt. Full Lambek hyperdoctrines, which are hyperdoctrines for logics over
FL; (ii) Tarskian completeness wrt. Set-based models, which arise from a dual
adjunction, with more specialised completeness results; (iii) hyperdoctrinal for-
mulations of Girard’s translation and Godel’s translation. The generic and set-
theoretical completeness results are established for any axiomatic extension of
FL, therefore covering a great majority of standard logical systems (classical,
intuitionistic, linear, fuzzy, relevant, and so on). In passing, we briefly discuss
the tripos-to-topos construction in the present context, which is originally due to
Hyland-Johnstone-Pitts [7]. Our uniform categorical semantics for various logi-
cal systems enables us to compare different categorical logics on the one setting,
and (iii) indeed embodies such a comparison in terms of logical translation. The
paper proceeds in the same order as above, after an introduction to typed FL.

2 Typed Full Lambek Calculus

In this section, we define a typed (or many-sorted) version of quantified FL
as in Ono [15], which shall be called TFL? (“T” means “typed”; “¢” means
“quantified”). In particular, TFL? follows the typing style of Pitts [16].

Standard categorical logic discusses a typed version of intuitionistic (or co-
herent or regular) logic, as observed in Pitts [16], Lambek-Scott [I1], Jacobs [§],
and Johnstone [I0]. Typed logic is more natural than single-sorted one from a
categorical point of view, and is more expressive in general, since it can encom-
pass various type constructors. If one prefers single-sorted logic to typed logic,
the latter can be reduced to the former by allowing for one type (or sort) only.

To put it differently, typed logic is the combination of logic and type theory,
and has not only a logic structure but also a type structure, and the latter itself
has a rich structure as well as the former. For this reason, syntactic hyperdoc-
trines constructed from typed systems of logic (which are discussed in relation
to completeness in the next section) are amalgamations of syntactic categories
obtained from their type theories on the one hand, and Lindenbaum-Tarski al-
gebras obtained from their logic parts on the other; in a nutshell, syntactic
hyperdoctrines are type-fibred Lindenbaum-Tarski algebras.

Another merit of typed logic is that the problem of empty domains is resolved
because it allows us to have explicit control on type contexts. This was discovered
by Joyal, and shall be touched upon later, in more detail.
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TFL? has the following logical connectives:
®7/\7\/7\a/7 1a07—|—7J~7va3'

Note that there are two kinds of implication connectives \ and /, owing to the
non-commutative nature of TFLY.

In TFLY, every variable x comes with its type o. That is, TFL? has basic
types, which are denoted by letters like o, 7, and x : ¢ is a formal expression
meaning that a variable x is of type o. Then, a (type) context is a finite list of
type declarations on variables: 1 : 01, ..., Ty : 0y A context is often denoted I'.

Accordingly, TFLY has typed predicate symbols (aka. predicates in context)
and typed function symbols (aka. function symbols in context): R(z1, ..., x,) [21 :
O1y..y&y : 0p] is a formal expression meaning that R is a predicate with n
variables x1, ..., z,, of types o1, ..., o, respectively; likewise, f: 7 [£1 : 01, ..., Zp
oy] is a formal expression meaning that f is a function symbol with n variables
1, ..., Ty of types o1, ...,0, and with its values in 7. Then, formulae-in-context
@ [I'] and terms-in-context ¢ : 7 [I'] are defined in the usual, inductive way. Our
terminology is basically following Pitts [16].

In the present paper, we do not consider any specific type constructor. Higher-
Order Full Lambek Calculus shall be discussed in a subsequent paper, and have
products and function spaces as type constructors. In this paper, however, we
shall focus upon plainly typed predicate logic with no complicated type struc-
ture; still, products (not as types but as categorical structures) shall be used in
categorical semantics in the next section, to the end of interpreting predicate
and function symbols (of arity greater than one).

TFL? thus has both a type structure and a logic structure, dealing with
sequents-in-contexts: ¢ + ¢ [I'] where I' is a type context, and @ is a finite
list of formulae: @1, ...,¢,. Although it is common to write I" | & F ¢ rather
than @ - ¢ [I'], we employ the latter notation in this paper, following Pitts [16],
since TFL? is an adaptation of Pitts’ typed system for intuitionistic logic to the
system of the Full Lambek calculus.

The syntax of type contexts I' in TFL? is the same as that of typed intu-
itionistic logic in Pitts [16]; due to space limitations, we do not repeat it here,
referring to Pitts [16] for details. Yet we note it is allowed to add a fresh z : o
to a context I': e.g., @+ ¢ [[,x : o] whenever @ - ¢ [I']. On the other hand, it
is not permitted to delete redundant variables; the reason becomes clear in later
discussion on empty domains. It is allowed to change the order of contexts (e.g.,
[I', I"'] into [I", I']). In the below, we focus upon logical rules of inference, which
are most relevant part of TFL? in the paper, being of central importance for us.

TFL? has no structural rule other than the following cut rule

D1l I Po,0, P39 (1] (cut)
Dy, D1, P53 - I

where ¢ may be empty; this is allowed in the following L (left) rules as well. As
usual, we have the rule of identity

oFp [l (i)
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In the following, we list the rules of inference for the logical connectives of TFLY.
There are two kinds of conjunction in TFL?: multiplicative or monoidal ® and

additive or cartesian A:
P, 0,0, ¥ x [I]
P, @, Wk x (I

P, 0, W+ x [I] (ALY P, 0, W - x [I]
N T R XV ATy
Pro[ll 2+ [T
PNy [IT]

Pl ¥yl
U Fo@ I

(®L)

(DR)

(AL3)

(AR)

There is only one disjunction in TFL?, which is additive, since TFL? is intuition-
istic in the sense that only one formula is allowed to appear on the right-hand
side of sequents. Nevertheles, we can treat classical logic as an axiomatic ex-
tension of TFL?, by adding to TFL? exchange, weakening, contraction, and the
excluded middle; note that structural rules can be expressed as axioms.

D,0, W X[ D,9,¥Fx|[I]

B oV T Fx 1] (vL)
DF I DF [l
rover VB Frgvem VR

Due to non-commutativity, there are two kinds of implication in TFL?, \ and /,
which are a right adjoint of ¢ ® (-) and a right adjoint of (-) ® v respectively.

@l-(p[]_'] !pl,z/J,Wng[F] Lp,@l—iﬁ[F]
R RN A A TeEva T A
St W,y PF x (1] D, [I]
RN X = R Ty T

There are two kinds of truth and falsity constants, monoidal and cartesian ones.

!pl,glg l_ %2 [F]
F ]
OF [I (0Z) S+0 (I (0F)
OF T[] (TR) @y, L, By o [I] (LL)

Finally, we have the following rules for quantifiers ¥ and 3, in which type contexts
explicitly change; notice that type contexts do not change in the rest of the rules
presented above.

@1,@,@2 Fw [l':J,F]
&1, Ve, Po E ) [x: 0,1

Sty lr:0,1]
&V [I

(VL) (VR)
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@1’<P7¢2|_¢ ['/E:Uv]_‘]
Gy, Jxp, Py 1) [

SFlr:o 0]
S+ Jxp [x:0,1)

(3L) (3R)

As usual, there are eigenvariable conditions on the rules above: x does not appear
as a free variable in the bottom sequent of Rule VR; likewise,  does not appear
as a free variable in the bottom sequent of Rule dL. The other two rules do not
have eigenvariable conditions, and this is why contexts do not change in them.

The deducibility of sequents-in-context in TFLY is defined in the usual way.
In this paper, we denote by FL the propositional (and hence no contextual) part
of TFLY. Note that what is called FL in the literature often lacks 1. and T.

As is well known, the following propositional (resp. predicate) logics can be
represented as axiomatic (to be precise, axiom-schematic) extensions of FL (resp.
TFL?): classical logic, intuitionistic logic, linear logic (without exponentials),
relevance logics, fuzzy logics such as Gédel-Dummett logic (see, e.g., Galatos et
al. [3]). Given a set of axioms (to be precise, axiom schemata), say X, we denote
by FLx (resp. TFL%) the corresponding extension of FL (resp. TFLY) via X.

Lemma 1. The following sequents-in-context are deducible in TFLY:

— @ () F Iz(p @) [I'] and 3z(p @ ¢) F ¢ @ () [IT].
— (Fz) @k (W @ ¢) [ and 3x(¢ @ ) F (Fzy) @ ¢ [I7].

where it is supposed that ¢ does not contain x as a free variable, and I' contains
type declarations on those free variables that appear in ¢ and ).

A striking feature of typed predicate logic is that domains of discourse in se-
mantics can be empty; they are assumed to be non-empty in the usual Tarski
semantics of predicate logic. This means that a type o can be interpreted as an
initial object in a category. We therefore need no ad hoc condition on domains of
discourse if we work with typed predicate logic. This resolution of the problem
of empty domains is due to Joyal as noted in Marquis and Reyes [13].

A proof-theoretic manifestation of this feature is that the following sequent-
in-context is not necessarily deducible in TFL?: Vzp - 3ze [ | where the context
is empty. Nonetheless, the following is deducible in TFLY: Yz - Jzp [z : 0,1
where I" is an appropriate context including type declarations on free variables in
. This means that we can prove the sequent above when a type ¢ is inhabited.
Here, it is crucial that it is not allowed to delete redundant free variables (e.g.,
[ : o, I'] cannot be reduced into [I'] even if 2 does not appear as a free variable in
formulae involved); however, it is allowed to add fresh free variables to a context.

3 Full Lambek Hyperdoctrine

It is well known that FL algebras (defined below) provide sound and complete
semantics for propositional logic FL (see, e.g., Galatos et al. [3]). In this section
we show that fibred FL algebras, or FL hyperdoctrines (defined below), yield
sound and complete semantics for typed (or many-sorted) predicate logic TFLY.
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We again emphasise the simple, algebro-logical idea that single algebras (sym-
bolically, A with no indexing) correspond to propositional logic, and fibred alge-
bras (symbolically, (A¢)cec indexed by a category C) correspond to predicate
logic. As universal algebra gives foundations for algebraic propositional logic, so
fibred universal algebra lays foundations for algebraic predicate logic.

Definition 2 ([3]). (4, ®,A,V,\,/,1,0,T, 1) is called an FL algebra iff

— (A, ®,1) is a monoid; 0 is a (distinguished) element of A;

— (A, A\, V, T, L) is a bounded lattice, which induces a partial order < on A;

— for any a € A, a\(-) : A = A is a right adjoint of a ® (-) : A — A: i.e.,
a®b<ciffb<a\c for any a,b,c € A;

— for any b € A, (-)/b: A — A is a right adjoint of (-)®@b: A — A: i.e.,
a®b<ciffa<ec/b for any a,b,c € A.

A homomorphism of FL algebras is defined as a map preserving all the opera-
tions (®,A,V,\,/,1,0, T, L). FL denotes the category of FL algebras and their
homomorphisms.

Although 0 is just a neutral element of A with no axiom, the rules for 0 are
automatically valid by the definition of interpretations defined below.

FL is an algebraic category (i.e., a category monadic over Set), or a variety in
terms of universal algebra, since the two adjointness conditions can be rephrased
by equations (see, e.g., Galatos et al. [3]). An axiomatic extension FLx of FL
corresponds to an algebraic full subcategory (or sub-variety) of FL, denoted
FLx (algebraicity follows from definability by axioms); this is the well-known,
logic-variety correspondence for logics over FL (see Galatos et al. [3]).

Definition 3. An FL (Full Lambek) hyperdoctrine is an FL-valued presheaf P :
C°? — FL such that C is a category with finite products, and the following
conditions on quantifiers hold:

— For any projection m: X XY =Y in C, P(w) : P(Y) = P(X xY) has a
right adjoint, denoted

Vr: P(X xY)— P(Y).
And the corresponding Beck-Chevalley condition holds, i.e., the following

diagram commutes for any arrow f : Z =Y in C (' : X X Z — Z below
denotes a projection):

P(X xY) —=+ P(Y)
P(XXf){ P(f)

P(X x Z) — P(Z)
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— For any projection m: X XY =Y in C, P(w) : P(Y) - P(X xY) has a
left adjoint, denoted
3. P(X xY) = P(Y).

The corresponding Beck-Chevalley condition holds:

P(X xY) —2% P(Y)
P(XXf){ P(f)
P

(2)

Furthermore, the Frobenius Reciprocity conditions hold: for any projection
7: XXxY —>Y inC,anyac P(Y), and anyb € P(X xY),

a® (3:b) = 3, (P(m)(a) ® b)
(3:0) ® a = 3:(b® P(n)(a)).

!

For an axiomatic extension FLx of FL, an FLx hyperdoctrine is defined by
restricting the value category FL into FLx. An FL (resp. FLx ) hyperdoctrine
is also called a fibred FL (resp. FLx ) algebra.

The category C of an FL hyperdoctrine P : C — FL is called its base category
or type category, and P is also called its predicate functor; intuitively, P(C) is
the algebra of predicates on a type, or domain of discourse, C.

Note that, in the definition above, we need two Frobenius Reciprocity condi-
tions due to the non-commutativity of FL algebras.

An FL hyperdoctrine may be seen as an indexed category, and so as a fibration
via the Grothendieck construction. Although we discuss in terms of indexed
categories in this paper, we can do the job in terms of fibrations as well. In the
view of fibrations, each P(C) is called a fibre of an FL hyperdoctrine P.

The FL (resp. FLx) hyperdoctrine semantics for TFL? (resp. TFL%) is de-
fined as follows.

Definition 4. Fiz an FL hyperdoctrine P : C°? — FL. An interpretation [-]
of TFL? in the FL hyperdoctrine P consists of the following:

— assignment of an object [o] in C to each basic type o in TFLI;

— assignment of an arrow [f : 7 [I']] : [o1] X ... x [on] — [o] in C to each typed
function symbol f: 7 [I'] in TFL? where I' is supposed to be x1 : 01, ..., &y :
on (note that Jo1] X ... X [o,] makes sense because C has finite products);

— assignment of an element [R [I']] in P([I']), which is an FL algebra, to each
typed predicate symbol R [I'] in TFLY; if the context I' is 1 : 01, ..., Tp, & On,
then [I'] denotes [o1] x ... X [on].

Then, terms are inductively interpreted in the following way:
— [z :0 [[1,z: 0,13]] is defined as the following projection in C:
7 [I1] x [o] x [I=] — [o]-
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— [f(t1, .., tn) s 7 [I]] is defined as:
1£10 ([t : o1 [T s [t 0 (D)

where it is supposed that f : 7 [x1 : 01, ..., Tpn : 0y, and t1 : o1 [I], ... by :
on [I]. Note that ([t1 : o1 [[']], ..., [tn : on [I]]) above is the product (or
pairing) of arrows in C.

Formuli are then interpreted inductively in the following manner:

— [R(t1, ..., tn) [I']] is defined as
P({lt : 1IN oo [t o TR (1 01, < 0]l

where R is a predicate symbol in context 1 : 01, ...,Tp : Op.

— [ ® [I'] is defined as [¢ [I']] ® [ [I']]. The other binary connectives
N VLN, [ oare interpreted in the same way. [1 [I]] is defined as the monoidal
unit of P([I']). The other constants 0, T, L are interpreted in the same way.

— [Vzp [I1] is defined as

Vol 2 : 0, T])

where 7 : [o] X [I'] = [I'] is a projection in C, and ¢ is a formula in context
[ :0,I. Similarly, [3ze [I]] is defined as

([ [z 20, T1]).
Finally, satisfaction of sequents is defined:

— P10, o B [T is satisfied in an interpretation [-] in an FL hyperdoctrine
P iff the following holds in P([I']):

[y (Ml @ . @ [oon [I] < [¥ [T]-

In case the right-hand side of a sequent is empty, p1, ..., on F [I'] is satisfied
in [-] #f ler L] @ ... ® [n [I]] <0 din P([I]). In case the left-hand side
of a sequent is empty, = ¢ [I] is satisfied in [-] iff 1 < [o[I']] in P([I]).

An interpretation of TFL% in an FLx hyperdoctrine is defined by replacing FL
and TFL? above with FLx and TFLg( respectively.

In the following, we show that the FL (resp. FLx) hyperdoctrine semantics is
sound and complete for TFL? (resp. TFL%). Let [® [I']] denote o1 [[] ®...®
[on [T]] if @ is @1, ..., Pn.

Intuitively, an arrow f in C is a term, and P(f) is a substitution opera-
tion (this is exactly true in syntactic hyperdoctrines defined later); then, the
Beck-Chevalley conditions and the functoriality of P tell us that substitution
commutes with all the logical operations (namely, both propositional connec-
tives and quantifiers). From such a logical point of view, the meaning of the
Beck-Chevalley conditions is crystal clear; they just say that substitution after
quantification is the same as quantification after substitution.
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Proposition 5. If & &+ 1 [I'] is deducible in TFL? (resp. TFL% ), then it is
satisfied in any interpretation in any FL (resp. FLx ) hyperdoctrine.

Proof. Fix an FL or FLx hyperdoctrine P and an interpretation [-] in P. Initial
sequents in context are satisfied because a < a in any fibre P(C). The cut rule
preserves satisfaction, since tensoring preserves < and < has transitivity. It is
easy to verify that all the rules for the logical connectives preserve satisfaction.

Let us consider universal quantifier V. To show the case of Rule VR, assume
that [@ [z : 0,T]] < [ [z : 0,I] in P([o] x [I']). It then follows that [& [« :
o, ] = P(r: [o] x[I'] = [L'D([® [I']]) where 7 is a projection in C, and note
that @ does not include z among its free variables by the eigenvariable condition.
We thus have P(m)([® [I]]) < [¢ [z : 0, I]. Since V. : P([o] x [I']) — P([L])
is a right adjoint of P(r), it follows that [® [I']] < Vi ([¢ [z : 0, T]) = [Vae ['].
We next show the case of VL. Assume that [@1 [z : 0, [']®[p [z : 0, []Q[P2 [x :
o, < [¢ [z : 0,I']. The adjunction condition for universal quantifier gives
us P(m)(Vx([¢ [x : oo T])) < [¢ [z : 0,T] where 7 : [o] x [I'] — [I] is
a projection. Yet we also have P(m)(Vr([¢ [z : o,1])) = P(m)([Vxe [I]) =
[Vze [z : o, I']]. Since tensoring respects <, these together imply that [@1 [z :
ol Ve [x:0,T]@[P2 [x:0, 7] < [¢ [x:0,T1].

It remains to show the case of existential quantifier 3. In order to prove that
Rule 3L preserves satisfaction, assume that [@1 [z : o, T'||Q[¢ [z : o, []R[P2 [z :
o,I] < [¢ [z : 0, ]. This is equivalent to the following: [®; [z : 0, ] ® [¢ [z :
o, I & [Pz [x: 0, ] < P(r)([ [I']]) where 7 : [o] x [I'] — [I'] is a projec-
tion. Since 3, : P([o] x [I']) — P([I7]) is left adjoint to P(7), it follows that
([P1 [z : 0, )] @[e [x: 0, T]] @ [P2 [z : 0,]) < [v [I']]. This is equiva-
lent to the following: 3.( P(7)([@1 [I']]) ® [¢ [x : 0, I']] @ P(m)([@2 [I']]) ) <
[« [I']].- Repeated applications of the two Frobenius Reciprocity conditions give
us [@1 [I] @ Fx([e [z : 0, T]) ® [@2 [I'] < [¢ [I']]- Then we finally have the
following: [@1 [I']] ® [Fze [I] @ [@2 [I']] < [¢ [I]. To show the case of 3R,
assume that [@ [z : 0, ']] < [¢ [z : 0,]]. The adjunction condition for exis-
tential quantifier tells us that [ [z : 0, I']] < P(m) 3 ([ [z : o,])) where
m: o] x [I'] — [I] is a projection. We thus have the following: [® [z : 0, I']] <
P(m)(3x([e [x: 0,])) = [Fxe [z : o, ]]. This completes the proof.

Syntactic hyperdoctrines are then defined as follows towards the goal of proving
completeness. They are the categorificaton of Lindenbaum-Tarski algebras.

Definition 6. The syntactic hyperdoctrine of TFLY is defined as follows; that
of TFLY s defined by replacing FL and TFL? below with FLx and TFLY%.

We first define the base category C. An object in C is a context I' up to a-
equivalence (i.e., the naming of variables does not matter). An arrow in C from
an object I' to another I'' is a list of terms [t1,...,tn] (up to equivalence) such
that t1 : o1 [I'],..c;tn : op [I'] where I is supposed to be 1 : 01, ..., Ty : Op.

The syntactic hyperdoctrine P : C°? — FL is then defined in the following
way. For an object I' in C, let Formp = {¢ | ¢ is a formula in context I'}.
Define an equivalence relation ~ on Formp as follows: for ¢, € Formp, ¢ ~ 1)
iff both o = [I'] and ¥ = ¢ [I'] are deducible in TFL?. We then define
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P(I') = Formp/ ~

with an FL algebra structure induced by the logical connectives.

The arrow part of P is defined as follows. Let [t1,...,t,] : I’ — I be an arrow
in C where I'" is 21 : 01,...,Zn : 0. Then we define P([t1,...,t,)) : P(I"") —
P(I") by

P([t1, s tn])(0) = @lt1 /21y ooy tn )/ T0]

where it is supposed that t1 : o1 [['],....,tn : on [I], and that ¢ is a formula in
context x1 : 01,...,Tp : Op.

Intuitively, P(I") above is a Lindenbaum-Tarski algebra sliced with respect to
each I'. It is straightforward to verify that the operations of P(I") above are well
defined, and P(I") forms an FL algebra. We still have to check that P defined
above is a hyperdoctrine; this is done in the following lemma.

Lemma 7. The syntactic hyperdoctrine P : C°® — FL (resp. FLx ) is an FL
(resp. FLx ) hyperdoctrine. In particular, it has quantifier structures satisfying
the Beck-Chevalley and Frobenius Reciprocity conditions.

Proof. Since substitution commutes with all the logical connectives, P([t1, ..., t,])
defined above is always a homomorphism of FL algebras. Thus, P is a contravari-
ant functor.

We have to verify that the base category C has finite products, or equivalently,
binary products. For objects I, I’ in C, we define their product I"' x I"" as follows.
Suppose that I"is x1 : 01, ..., % : On, and I iS Y1 : T, ..o, Ym ¢ Tm. Then, I' x I
is defined as x1 : 01,...,%Tpn : On,Y1 © T1,-sYm : Tm- An associated projection
m: I xI" — I is defined as [y1,...,ym]| : I' x I'" — I where the context
of each y; is taken to be 1 : 01,...,Tp : On, Y1 @ T1y.eesYm : T (rather than
Y1:T1y.sYm : Tm). The other projection is defined in a similar way. It is easily
verified that these indeed form a categorical product in C.

In order to show that P has quantifier structures, let 7 : I' x I'" — I'’ denote
the projection in C defined above, and then consider P(w), which we have to
show has right and left adjoints. The right and left adjoints of P(7) can be
constructed as follows. Recall I' is x : 01, ...,x, : 0. Let ¢ € P(I" x I''); here
we are identifying ¢ with the equivalence class to which ¢ belongs, since every
argument below respects the equivalence. Then define V. : P(I" x I'") — P(I"')
by Vx(¢) = Va1...Va, ¢ where the formula on the right-hand side actually denotes
the corresponding equivalence class. Similarly, we define 3, : P(I'x I"") — P(I")
by 3r(p) = 3z1...32,¢. Let us show that V. is the right adjoint of P(w). We
first assume P(m)(v)) < ¢ in P(I' x I'") for v» € P(I"') and ¢ € P(I" x I").
Then it follows from the definition of P and 7w that P(w)(¢ [I']) = ¢ [, ]
where we are making explicit the two different contexts of 1; the role of P(r)
just lies in changing contexts. Since the < of P(I" x I'') is induced by its lattice
structure, we have ¢ A ¢ = 9. It follows from the definition of P(I" x I'') that
oA Y [, and ¥ = o A4 [I,T] are deducible in TFL? (resp. TFL%),
whence ¢ F ¢ [I,I"] is deducible as well. By repeated applications of rule
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VR, it follows that ¢ F Vzi..Vz,e [I] is deducible. This implies that both
Y F Y AVr. Veue [IM] and ¢ A Vay..Ve,e B 9 [I] are deducible, whence
W <Vry..Vep,e in P(IM).

We show the converse. Assume that ¢ < Va;..Vz,p in P(I"). By arguing
as in the above, ¢ F Vx1..Vx,p [I”] is deducible. By enriching the context,
Y Vr..Vae,p [, I7] is deducible. Since Vry..Va,p b ¢ [, 1] is deducible
by rule VL, the cut rule tells us that ¢ = ¢ [I,I"] is deducible; note that the
contexts of two sequents-in-context must be the same when applying the cut
rule to them. It finally follows that P(m)(¢)) < ¢ in P(I" x I'"). Thus, V, is the
right adjoint of P(x). Similarly, 3, can be shown to be the left adjoint of P(m).

The Beck-Chevalley condition for V can be verified as follows. Let ¢ € P(I" x
I', m: T xI" — I"a projection in C, and «’ : I' x I'"" — I'" another
projection in C for objects I', I, I in C. Then, we have P([t1, ..., t,]) oV () =
(Vz1..Veno)[t1/y1s .oy tn/Ym] where it is supposed that I' is 1 : 01,...,2p :
Ony IV 1S Y1 ¢ T1yeesYm ¢ Ty and t1 2 1 [I], oyt ¢+ T [IT']. We also have
the following V. o P([t1, ..., tn]) () = Vo1..Vr0 (@[t1/Y1, -, tn/ym]). The Beck-
Chevalley condition for V thus follows. The Beck-Chevalley condition for 3 can
be verified in a similar way. The two Frobenius Reciprocity conditions for 3
follow immediately from Lemma [Tl

The syntactic hyperdoctrine is a free or classifying hyperdoctrine in a suitable
sense. It is the combination of the classifying category C above and the free
algebras P(I") above, which has the universal property inherited from both of
them, though we do not have space to work out the details in this paper.

Now, there is the obvious, canonical interpretation of TFL? (resp. TFL% ) in
the syntactic hyperdoctrine of TFL? (resp. TFL%); it is straightforward to see:

Lemma 8. If®F o [I'] is salisfied in the canonical interpretation in the syntac-
tic hyperdoctrine of TFLY (resp. TFLY ), it is deducible in TFLY (resp. TFLY% ).

The lemmata above give us the completeness result: If @ - ¢ [I] is satisfied in
any interpretation in any FL (resp. FLx) hyperdoctrine, then it is deducible in
TFL? (resp. TFL% ). Combining soundness and completeness, we obtain:

Theorem 9. &+ ¢ [I'] is deducible in TFLY (resp. TFLY ) iff it is satisfied in
any interpretation in any FL (resp. FLx ) hyperdoctrine.

4 Duality-Induced Set-Theoretical Hyperdoctrines

In this section, we discuss hyperdoctrines induced from dual adjunctions between
Set and FL, which are, so to say, many-valued powerset hyperdoctrines, and give
many-valued Tarski semantics with soundness and completeness, generalising the
powerset hyperdoctrine Homget (-, 2), which is equivalent to Tarski semantics.
We mostly omit proofs in this section due to space limitations.

Theorem 10. Let 2 € FL. The following dual adjunction holds between Set
and FL, induced by §2 as a dualising object:

Hompy, (-, £2)°P 4 Homget (-, £2) : Set®® — FL.
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Proposition 11. Let 2 € FL with 2 complete. Then, Homget (-, {2) : Set®® —
FL (resp. FLx ) is an FL (resp. FLx ) hyperdoctrine.

Proof. Let m: X XY — Y be a projection in Set. We define V; and 3, as follows:
given v € Hom(X x Y, £2) and y € Y, let V. (v)(y) := A{v(z,y) | * € X} and
A:(v)(y) :== V{v(z,y) | * € X}. These yield the required quantifier structures
with the Beck-Chevalley and Frobenius Reciprocity conditions; details omitted.

Now, we aim at obtaining completeness with respect to models of form
Homget (-, £2). The above proof tells us that ¥V and 3 in Homget (-, {2) are ac-
tually meets and joins in {2. This implies that if {2 is not complete, in general,
Homget (-, {2) cannot interpret quantifiers. At the same time, however, assum-
ing completeness prevents us from obtaining completeness for any axiomatic
extension TFLY% of TFLY; this is why we do not assume it. Such incompleteness
phenomena have already been observed (see, e.g., Ono [I4]). A standard remedy
to this problem is to restrict attention to “safe” interpretations while considering
general £2. In our context, a safe interpretation [-] in Homget (-, £2) is such that
[-] uses those joins and meets only that exist in {2, i.e., quantifiers are always
interpreted via existing joins and meets only. We then have completeness with
respect to the special class of set-theoretical models Homget (-, £2).

Theorem 12. ¢ + o [I'] is deducible in TFL% iff it is satisfied in any safe
interpretation in Homget (-, 2) for any 2 € FL.

In the special case of TFLY, it suffices to consider complete §2’s only: & +
W [ is deducible in TELY iff it is satisfied in any interpretation in any FL
hyperdoctrine Homget (-, £2) with 2 € FL complete.

Focusing on a more specific context, we can further reduce the class of models
Homget (-, £2) into a smaller one. In the strongest case of classical logic, it suffices
to consider {0, 1} only in the place of {2; this is exactly the Tarski completeness.

For an intermediate case, consider MTL (monoidal t-norm logic; see Héjek et
al. [B]), which is FL expanded with exchange, weakening, and the pre-linearity
axiom, (¢ = ¥) V (¢ — ¢). The algebras of MTL are denoted by MTL. We
denote by MTL? the quantified version with the additional axiom of V-V dis-
tributivity, i.e., Vz(o V ¢) <> Yz V 1p where & does not occur in ¥ as a free
variable, and by MTL% an axiomatic extension of MTLY,

Theorem 13. & + ¢ [I'] is deducible in MTLY iff it is satisfied in any inter-
pretation in Homget (-, £2) for any linearly ordered 2 € MTLx.

We briefly discuss the tripos-topos construction in the present context of FL
hyperdoctrines; it is originally due to Hyland-Johnstone-Pitts [7]. To this end,
we work in the internal logic of FL hyperdoctrines P : C°? — FL: ie., we
have types X and function symbols f corresponding to objects X and arrows
f in C respectively, and also those predicate symbols R on a type C' € C that
correspond to elements R € P(C).

Definition 14. Let P be an FL hyperdoctrine. We define a category T[P] as fol-
lows. An object of T[P] is a partial equivalence relation, i.e., a pair (X, Ex) such
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that X is an object in the base category C, and Ex is an element of P(X x X) and
is symmetric and transitive in the internal logic of P: Ex(z,y) b Ex(y,x) [z,y :
X] and Ex(z,y), Ex(y,2) F Ex(x,2) [z,y,z : X].

An arrow from (X, Ex) to (Y,Ey) is F € P(X xY') such that (i) extension-
ality: Ex(z1,22), By (y1,92), F(z1,91) b F(22,92) [21,22 + X,y1,92 + Y]; (i)
strictness: F(x,y) F Ex(z,z) A By (y,y) [z : X,y : Y]; (i) single-valuedness:
F(x,y1), F(z,y2) = By (y1,y2) [z © X,y1,92 : Y]; (iv) totality: Ex(v,x) F
Jy F(x,y) [x: X]. Such an F is called a functional relation.

For a complete FL algebra {2, which is a quantale with additional operations,
T[Homset (-, §2)] may be called the category of (2-valued sets. Quantale sets in
the sense of Hohle et al. [6] are objects in T[Homget (-, £2)], but not vice versa:
our f2-valued sets are slightly more general than their quantale sets.

Note that if {2 is a locale, T[Homget(-, §2)] is the Higgs topos of {2-valued
sets, which is in turn equivalent to the category of sheaves on (2.

5 Girard’s and Godel’s Translation Hyperdoctrinally

In this section, we discuss Girard’s and Gdédel’s translation theorems on the
hyperdoctrinal setting. The former embeds intuitionistic logic into linear logic via
exponential !; the latter embeds classical logic into intuitionistic logic via double
negation ——. Since logic is dual to algebraic semantics, we construct intuitionistic
(resp. classical) hyperdoctrines from linear (resp. intuitionistic) hyperdoctrines.
We omit proofs in this section as well for space limitations.

We first consider Godel’s translation. We think of —— as a functor Fix_
from HA, the category of heyting algebras, to BA, the category of boolean
algebras: i.e., define Fix_(A) = {a € A | =—a = a}; the arrow part is defined
by restriction. Here, Fix__(A) forms a boolean algebra.

Let us define IL hyperdoctrines as FL hyperdoctrines with values in HA.
Likewise, CL hyperdoctrines are defined as FL hyperdoctrines with values in BA.
Note that both kinds of hyperdoctrines are TFL% hyperdoctrines with suitable
choices of axioms X. Finally, Godel’s translation theorem can be understood in
terms of hyperdoctrines as follows.

Theorem 15. Let P : C°? — HA be an IL hyperdoctrine. Then, the following
composed functor Fix_ o P : C°? — BA forms a CL hyperdoctrine.

This is a first-order and hyperdoctrinal version of the construction of boolean
toposes from given toposes via double negation topologies on them.

We can treat Girard’s translation along a similar line. An exponential ! on
an FL algebra A is defined as a unary operation satisfying: (i) a < b implies
la <1b; (ii) o =la < a; (ii1) !'T = 1; (iv) la®!b =!(a A D) (see Coumans et al. [2]).
We denote by FL!c the category of commutative FL algebras with ! and maps
preserving both ! and FL algebra operations; they give the algebraic counterpart
of intuitionistic linear logic with !, denoted ILL.

We regard exponential ! as a functor Fix, from FL, to HA: define Fix;(A) =
{a € A | la = a}; the arrow part is defined by restriction. Fix;(A) is the set of
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those elements of A that admit structural rules, and forms a heyting algebra.
ILL hyperdoctrines are defined as FL hyperdoctrines with values in FL!C.

Theorem 16. Let P : C°P — FL!c be an ILL hyperdoctrine. Then, the following
composed functor Fix)o P : C°? — HA forms an IL hyperdoctrine.

The theorem above is slightly more general than Girard’s translation theorem,
in the sense that the latter corresponds to the case of syntactic hyperdoctrines
in the former. Although in this paper we do not explicitly discuss substructural
logics enriched with modalities and their hyperdoctrinal semantics, neverthe-
less, our method perfectly works for them as well, yielding the corresponding
soundness and completeness results in terms of hyperdoctrines with values in
FL algebras with modalities; Girard’s ! is just a special case.
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Abstract. A new semantics with the finite model property is provided
and used to establish decidability for Godel modal logics based on (crisp
or fuzzy) Kripke frames combined locally with Godel logic. A similar
methodology is also used to establish decidability, and indeed co-NP-
completeness for a Godel S5 logic that coincides with the one-variable
fragment of first-order Godel logic.

1 Introduction

Godel modal logics combine Kripke frames of modal logics with the semantics of
the well-known fuzzy (and intermediate) Godel logic. These logics, in particular,
analogues GK (for “fuzzy” frames) and GK¢ (for “crisp” frames) of the modal
logic K, have been investigated in some detail by Caicedo and Rodriguez [7/6]
and Metcalfe and Olivetti [I3JI4]. More general approaches, focussing mainly on
finite-valued modal logics, have been developed by Fitting [9/T10], Priest [15], and
Bou et al. [4]. Multimodal variants of GK have also been proposed as the basis
for fuzzy description logics in [I2] and (restricting to finite models) [3].

Axiomatizations were obtained for the box and diamond fragments of GK
(where the box fragments of GK and GK® coincide) in [7] and for the diamond
fragment of GK® in [I4]. It was subsequently shown in [6] that the full logic GK
is axiomatized either by adding the Fischer Servi axioms for intuitionistic modal
logic IK (see [8]) to the union of the axioms for both fragments, or by adding the
prelinearity axiom for Godel logic to IK. Decidability of the diamond fragment
of GK was established in [7], using the fact that the fragment has the finite
model property with respect to its Kripke semantics. This finite model property
fails for the box fragment of GK and GK® and the diamond fragment of GKC,
but decidability and PSPACE-completeness for these fragments was established
in [I3J14] using analytic Gentzen-style proof systems.

The first main contribution of this paper is to establish the decidability of
validity in full GK and GK® by providing an alternative Kripke semantics for

* Supported by Swiss National Science Foundation grants 20002.129507 and
200021-146748.
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these logics that have the same valid formulas as the original semantics, but
also admit the finite model property. The key idea of the new semantics is to
restrict evaluations of modal formulas at a given world to a particular finite set of
truth values. We then use a similar strategy to establish decidability, and indeed
co-NP completeness, for the crisp Godel modal logic GS5¢ based on S5 frames
where accessibility is an equivalence relation. Moreover, this logic, an extension
of the intuitionistic modal logic MIPC of Bull [5] and Prior [I6] with prelinearity
and a further modal axiom, corresponds exactly to the one-variable fragment of
first-order Godel logic (see [LT]).

2 Godel Modal Logics

Godel modal logics are defined based on a language Lo, consisting of a fixed
countably infinite set Var of (propositional) variables, denoted p,q, ..., binary
connectives —, A, V, constants L, T, and unary operators (1 and . The set of
formulas Fmlp,, with arbitrary members denoted ¢, ), X, ... is defined induc-
tively as usual, as are subformulas of formulas. We call formulas of the form Oy
and Q¢ box-formulas and diamond-formulas, respectively, and fix the length of
a formula ¢, denoted ¢(p), to be the number of symbols occurring in . We also
define = = ¢ — L and let Var(p) denote the set of all variables occurring in
the formula ¢.

The standard semantics of Godel logic is characterized by the Gédel t-norm
min and its residuum —¢, defined on the real unit interval [0, 1] by

. y ifx>y
xr =
¢y 1 otherwise.

The Godel modal logics GK and GK® are defined semantically as generalizations
of the modal logic K where connectives behave at a given world as in Gédel logic.

A fuzzy Kripke frame is a pair § = (W, R) where W is a non-empty set of
worlds and R: W x W — [0,1] is a binary fuzzy accessibility relation on W. If
Rxy € {0,1} for all z,y € W, then R is called crisp and §, a crisp Kripke frame.
In this case, we often write R C W x W and Rzxy to mean Rxy = 1.

A GK-model is a triple M = (W, R, V), where (W,R) is a fuzzy Kripke
frame and V': Var x W — [0, 1] is a mapping, called a valuation, extended to
V:Fmlgy x W — [0, 1] as follows:

V(L x)

V(T,z)
Vip = v,2) = V(p, ) 26 V(¥ 7)
Ve ANy, z) =min(V(p,2),V (4, 2))

r) =

) =

r) =

Il
- o

V(e Vb, max(V (¢, z), V (¢, z))
V (O, inf{Rzy —¢ V(p,y) : y € W}

V(Qw, sup{min(Rzy, V(p,y)) 1y € W}.
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A GK®-model satisfies the extra condition that (W, R) is a crisp Kripke frame.
In this case, the conditions for [ and ¢ may also be read as

VB¢, z) =inf({1} U{V(p,y) : Rzy})
V(Op,z) = sup({0} U{V (¢, y) : Roy}).

A formula ¢ € Fmlp,, is valid in a GK-model MM = (W, R, V) if V(¢,z) =1 for
all z € W. If ¢ is valid in all L-models for some logic L (in particular GK or
GK©), then ¢ is said to be L-valid, written = ¢.

It is shown in [7] that validity in the box and diamond fragments of GK are
axiomatized by extending any axiom system for Godel logic (e.g., intuitionistic
logic plus the prelinearity axiom (¢ — ) V (¢ — ¢)) with, respectively:

O(e = ¢) = (Op — Ly) and e V) = (Op vV OY)

——Up — U-=p O = =0y
¢/ Op -OL
=P [ Op— 0.

Moreover, it was shown in [6] that extending the union of these axiomatizations
with the following Fischer Servi axioms (see [§]) axiomatizes the full logic GK
(equivalently, extending the intuitionistic modal logic IK with prelinearity):

Ol =) = (Hp — OY)
(O — Oy) — O(p — ).

The box fragment of GK® coincides with the box fragment of GK [7], while
the diamond fragment of GK® is axiomatized by adding the rule x V (¢ —
¥) [ Ox V (O — O9) to the diamond fragment of GK [14]. No axiomatization
has yet been found for the full logic GK®.

Let us agree to call a model finite if its set of worlds is finite, and say that a
logic has the finite model property if validity in the logic coincides with validity in
all finite models of the logic. In [7], it is shown that the formula O-—p — —=—0Op
is valid in all finite GK-models, but not in the infinite crisp model (N, R, V)
where Rzxy = 1 for all z,y € N and V(p,z) = 1/(x + 1) for all z € N. That
is, neither GK nor GK® has the finite model property. The diamond fragment of
GK (but not of GK®) does have the finite model property and this can be used
to show that validity in the fragment is decidable [7]. Decidability and indeed
PSPACE-completeness of validity in the box and diamond fragments of both GK
and GK® was established in [I3/14] using analytic Gentzen-style proof systems.
However, decidability of validity in the full logics GK and GK® has not as yet
been established, and indeed will be the main goal of the following two sections.

3 A New Semantics and Finite Model Property

In order for a GK®-model to render the formula ¢ = O-—p — —=—p invalid
at a world z, there must be values of p at worlds accessible to = that form an
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infinite descending sequence tending to but never reaching 0. This ensures that
the infinite model falsifies o, but also that no particular world acts as a “witness”
to the value of Op. Our strategy in what follows will be to redefine models to
allow only a finite number of values at each world that can be taken by box-
formulas and diamond-formulas. A formula such as Op can then be “witnessed”
at a world where the value of p is merely “sufficiently close” to the value of Clp.

Let us define a GFK-model as a quadruple 9 = (W, R, T, V), where (W, R, V)
is a GK-model and T: W — P, ([0,1]) is a function from worlds to finite sets
of truth values satistying {0,1} C T'(z) C [0,1] for all x € W. If (W, R,V) is
also a GK®-model, then 9 will be called a GFK®-model.

The GFK-valuation V is extended to formulas using the same clauses for
non-modal connectives as for GK-valuations, together with the revised modal
connective clauses:

V(Op,x) = max{r € T(z) : r < inf{Raxy —¢c V(p,y) :y € W}}
V(Qp,x) =min{r € T(z) : r > sup{min(Rzy, V(p,y)) : y € W}}.

As before, a formula ¢ € Fmlpy is valid in a GFK-model 9t = (W, R, T, V) if
V(p,z) =1 for all z € W, written 9 =grk ©.

Observe now that for the formula ¢ = O-—-p — —=p, there are very simple
finite GFKC-counter-models: for example, My = (W, R, T,V) with W = {a},
Raa =1, T(a) = {0,1}, and V(p,a) = 1. It is easy to see that V(-p,a) = 0,
Raa —¢ V(—==p,a) = 1, and so V(O-—p,a) = 1. Moreover, V(Op,a) = 0
(since Raa —¢ V(p,a) = %, and 0 is the next smaller element of T'(a)); hence
V(=Op,a) =1 and V(—-—-0p,a) = 0. So 1 = V(O-—p,a) > V(—-—-0p,a) = 0 and
Mo Fgrxe U——p — ——=0p.

Of course, such an observation is useful only if the new semantics characterizes
the same logics. For convenience, let us agree to write Won, Ron, Ton, and Viy
for, respectively, the set of worlds, accessibility relation, truth value function,
and valuation function of an L-model 9 where L € {GK, GK®, GFK, GFK®}. In
the next section, we prove the following:

Theorem 1. For each ¢ € Fmlgy:
(a) Fck ¢ iff Feex @ iff ¢ is valid in all GFK-models M satisfying
[Wan| < (£(¢) +2)°“) and |Ton(z)| < £(p) + 2 for all x € Way.

(b) Ecke ¢ iff Ecrke ¢ iff ¢ is valid in all GFKC-models M satisfying
Wan| < (£(¢) + 2)4) and |Ton(x)| < (@) + 2 for all x € Wan.

For decidability, we then reason as follows. Observe first that for any finite GFK-
model M and formula ¢, the values taken by the subformulas of ¢ and the fuzzy
accessibility relation Rgy are contained in the finite set

U= |J {(Van(p,z) : p € Var(p)} U {Rmay : y € Wan} U Tim()).
€W
Moreover, using Lemma [[[(c¢) below, we may assume without loss of generality

that U = {0, |U‘171,..., Ig}j,l}. Hence, by Theorem [Il to check whether ¢ is
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GK-valid or GK®-valid, it suffices to consider finitely many different finite GFK-
models or GFK®-models 9 (with |[War| < (£(p) + 2)/9)). So we obtain:

Theorem 2. Validity in GK and GK® are decidable.

4 Proof of Theorem [

We begin by fixing some useful notation. For a fuzzy Kripke frame (W, R), we
define a crisp relation Rt = {(x,y) € W2 : Rry > 0} and let R*[z] = {y € W :
Rtzy} for each z € W.

We call (W', R') a subframe of (W, R), written (W', R") C (W, R), it W/ C W
and R’ is R restricted to W’. A submodel M of a model M is based on a subframe
(Wais Bgy) € (Wan, Ron), with T (if appropriate) and Vg; being, respectively,
Top and Vap restricted to Wg;. In particular, given X C Way, the submodel of
M generated by X is the smallest submodel M of M satisfying X C Wg; and
for all z € W, if y € R;‘n [z] then y € Wg. Also, 901 will be called a tree-model
if (Won, Rjy) is a tree, and the height hg(9) of M is the height of (Won, R;)
(possibly 00).

Parts (a) and (b) of the following lemma generalize well-known results for the
modal logic K (see, e.g., [2]), while part (c) generalizes a useful result from [14]
(Lemma 3.1). Their proofs will be omitted here, but follow very closely the ideas
of the previous proofs from the references.

Lemma 1. Let L € {GK, GK, GFK, GFK®} and let M be an L-model.

(a) Given any generated submodel m of M, Vg (p, ) = Von(p,x) for all x €
Wgis and ¢ € Fmlgg.

(b) Given xy € Won and ¢ € Fmlpy, there is an L-tree-model M with root T
and hg(M) < () satisfying Ve (0, %) = Vam (. 0).

(¢) Given an order-embedding h: [0, 1] — [0, 1] satisfying h(0) = 0 and h(1) =1,
consider M with Wa = Won, Rgwy = h(Rawy), Tgi(z) = h(Ton(x)), and
Vai(p,2) = h(Var(p, x)) for all x,y € Won and p € Var. Then Vg (¢, ) =
h(Vor(p,x)) for all ¢ € Fmloy and x € Way.

Note that the tree in (b), although it is of finite height, can still be infinitely
branching and thus contain infinitely many nodes (i.e., worlds).

We now provide the key construction of a GK-tree-model taking the same
values for formulas at its root as a given GFK-tree-model. Note first that the
original GFK-model without the function T cannot play this role in general
since the infimum or supremum required for calculating the value of a box or
diamond formula might not be in the set T'(zg) (where xg is the root world).
This problem is resolved by taking infinitely many order-isomorphic copies of the
original GFK-model (without T') in such a way that the open intervals between
members of T'(zp) are “squeezed” closer to either their lower or upper bounds.
The obtained infima and suprema will then coincide with the next smaller or
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larger member of T'(xg), that is, the required values of the formulas at xg in the
original GFK-model.

Lemma 2. For any GFK-tree-model M = (W, R, T, V) of finite height with root
xo, there is a GK-tree-model 9 = (W, R, V') with root Ty, such that V (¢, Zo) =
V(p,x0) for all ¢ € Fmlpy. Moreover, if M is crisp, then so is M.

Proof. The lemma is proved by induction on hg( ). The base case hg(9) =0
is immediate, fixing M = (W R, V) with W=Ww= {zo}, R= R =0, and
V = V. For the inductive step hg(®) = n + 1, define for all y € Rf[zo),
M, = (Wy, Ry, Ty, V,) as the submodel of M generated by {y}. That is, M, is a
GFK-tree-model of finite height with root y, hg(9,) < n, and, by Lemma [[}(a),
Vy(p,z) =V (p,z) for all z € W, and ¢ € Fmlg,. So, by the induction hypothe-
sis, for each y € R™[zo], there is a GK-tree-model ﬁy = </V[7y, Ey, ‘ZJ) (crisp if M
is crisp) with root g such that X7y (0, 9) = Vy(p,y) (= V(p,y)) for all p € Fmlo.

We now define infinitely many copies of our models §J\ty such that at each copy,
all the values of our formulas (and fuzzy accessibility relation) get “squeezed”
closer and closer towards the next smaller (or next larger) element of T'(x¢). This
is achieved by defining for each k € Z*, an order-embedding (using LemmalI}c))
that “squeezes” the open interval between two members a; and ;1 of T(xp)
into the interval (a, a; + ) (or (i1 — 1, @it1)), which gets infinitely small as
k approaches infinity.

More formally, consider T'(z¢) = {a1,...,m}t with0 =1 < ... < @, = 1
and define a family of order-embeddings {hj }rez+ from [0, 1] into [0, 1] satisfying
hi(0) = 0 and hy(1) = 1, such that

hi(ag) = oy foralli <mand k € Z*
hil(ai, aiv1)] = (@i, min(a; 4+ 1, 0541))  foralli <m —1 and even k € ZF
hi[(ag, ip1)] = (max (o, aipr — ,16) ajrp) foralli <m —1and odd k € Z*.

Furthermore, for each y € R*[zo] and k € Z*, we define a GK-model 9/\171’; =
(W;, EZ, \Zf) such that for each k € Z* and y € R™[zo]:

(1) W; is a copy of W with distinct worlds, where ’:E’; is the corresponding copy
of , (the root is denoted by 7*)

(2) E’; Nk = hi(Ry%,2,), for all RS Wk

(3) 17}“(4,0, ) = hk(V (¢, Ty)) for all ¢ € Fmlg,, and T} € ﬁ/\;

Note that for all y € R [xo] Ty, 2y € Wy, and ¢ € lego, if ]/%y’x\yfy =G
v, w(p,Ty) € (a,,aH_l) then R’;A’;Aly“ =6 Vk(go,/\y) (v, + ), for each even
keZ",and 1fm1n(R xyzy,V (p,Zy)) € (v, it1), then mln(R’;A’;A’;, Vk(cp,:?’;))
€ (it1 — k,azﬂ), for each odd k € Z+.

We now define the GK-tree-model Mt = (W, R, 17> with
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W = Uyer+uy Urez+ Wy U {Zo}
hi(Rxoy) if z =7 and z = y* for some y € R¥xo] and k € Z+
Rxz = ﬁgxz ifx,z € /sz for some y € RY[xzo] and k € Z*
0 otherwise

‘7( J,‘) _ V(p, 1'0) ifx = /fo
b= Vk(p, x) if x € W) for some y € R¥[zo] and k € Z7.

If 9 is crisp, then for all y € R [xo] ﬁy is crisp and so also are ﬁk for all
k € Z*. Hence, by construction, M is crisp. Moreover, Vk(np, y) V(np, y) for
all p € Fmlg,, and Z} € W \ {Zo}.

Now we prove that V(p,Zo) = V(p,x0) for all ¢ € Fmlg,, proceeding by
induction on £(p). The base case £(p) = 1 follows directly from the definition of
V. For the inductive step, the cases for the non-modal connectives follow easily

using the induction hypothesis. Let us just consider the case ¢ = i, the case
o = Q1 being very similar. There are two possibilities. Suppose first that

V(Oy, zp) = max{r € T(xo) : 7 < inf{Rzoy ¢ V(¢¥,y) :y € W}} =1.

Then for all y € R%zo], Rzoy < V(,y) and by Lemma [(a), V(¢),y) =
Vy(,y) = Vy(¥,7y). Thus Rxoy < V,(¢,y) and therefore, for all k € Z* and
(VRS R+[$O],

R0g" = h*(Raoy) < BE(V, (4, 9)) = VE@w, %) = V(,7°).
It follows that
V(Oy, 7o) = inf{RFoz —¢ V(¥,2) : 2 € W} = 1= V(0y, z).

Now suppose that V(Oy,xz9) = a; < 1 for some ¢ < m — 1. Then Rzoz —¢
V(¥,z) > a for all z € W, and thus, (%), R7oz —¢ 17(1/;7 2) > q; for all z € /W,
by construction using the order-embeddings {hj}rez+-

There are two subcases. First, suppose that there is at least one y € W such
that Rxoy —¢ V(¥,y) = ay; call it yo. This means that Rxoyo > V (¥, y0) = «;
and for all k € ZT, V(,95) = Vi (¥, 55) = ha( Vo (4,50)) = h( Vo (¥, 90)) =

hi(V(¢,y0)) = hk(az) = . Slnce Rxoy > «y, also for all k € Z7T, Rxoyo =
hi(Rzoyo) > a; = V(,5%), and hence, using (%),

V(Ow, 7o) = inf{RToz —¢ V(1,2) 1 2 € W} = a; = V(OW, 20).

Now suppose that Rzoy —¢ V(¢,y) > «; for all y € W. Since V(O zg) =
max{r € T(xo) : r < inf{Raoy —¢ V(¥,y) : y € W}} = «,, there is at least
one y € W such that Rzoy —¢ V(¥,y) € (i, aiy1); call it yo. Then, by con-
struction, for any € > 0 there is a k € ZT such that hx(Rzoyo —c V(¥,50)) =

hi(Rxoyo) = hi(V (¥, 90)) = 'fo.%c —G ‘7(%@5) € (aj, a; +¢€). Using (%),

V(Oy, 7o) = inf{RFoz —¢ V(¥,2) : 2 € W} = a; = V/(Oh, o). 0
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A subset ¥ C Fmlg,, will be called a fragment iff it is closed with respect to
taking subformulas and contains L and T. For a formula ¢ € Fmlng, we let
() be the smallest fragment containing ¢. Clearly, |S(p)| < £(p) + 2.

We now show that given any finite fragment ¥ and GK-tree-model 9, we are
able to “prune” (i.e., remove branches from) 9t and introduce a suitable function
T to obtain a finite GFK-tree-model M such that the evaluations of formulas in
3 at the roots of 2 and 9 coincide.

Lemma 3. Let ¥ C Fmlp, be a finite fragment. Then for any GK-tree-model
Mm = (W R, V) of finite height with root xo, there is a ﬁnite GFK-tree-model
M = (W,R,T,V) with (W,R) € (W,R), root z € W, |W| < [S["®, and
|T( ) < |X| for all x € W, such that V(go,:xo) = V(p,z0) for all ¢ € 3.
Moreover, if M is crisp, then so is .

Proof. Let ¥ be the set of all box-formulas in ¥, 3 the set of all diamond-
formulas in ¥, and Yv,, the set of all variables in . Let us also define V, [A] =
{V(p,z) : ¢ € A} for any x € W and A C Fmlg. We prove the lemma by
induction on hg(9). For the base case, it suffices to define W=W,R=R=0,
V =V, and T(zo) = {0,1}.

For the induction step hg(9M) = n + 1, consider for each y € R*[xg], the
submodel M, = (W, Ry, V,) of M generated by {y}. It is clear that each M,
is a GK-tree-model of finite height with root y and hg(9,) < n. Hence, by
the induction hypothems for each ye R™zo] there is a finite GFK-tree model
imy = (Wy,Ry,Ty,V> with <Wy,R ) € (Wy, Ry) and root y, such that for all
pex:V, y(@.y) = Vy(e,y) (= V(e,y)). Moreover, we know for all y € R™z]
that |/w7y\ < |S|" and [T, (z)| < || for all z € W,,.

We now choose a finite number of appropriate y € R*zo] in order to build
our finite GFK-model. To this end, note that we can view V,,[¥gU X U{0,1}
as a finite set {a1,...,am,} with 0 = ay < ... < a4, = 1. Then, for each
Oy € ¥, such that V(Oy, zo) = o < 1, choose a y = yo,, € RY[zo] such that
Rxoyoy —6 V(¥,y0p) < @it, and for each Qb € Xy, such that V(O z) =
a; > 0, choose a y = yop € RY[zo] such that min(Rzoygy, V (¥, yop)) > 1.
Then let Y = {yo, € Rfzo] : OY € 0} U {yoy € Rlzo] : O € o}, noting
that Y is finite and \Y\ < \ED U EQ\

Now we define Mt = (W R,T,V) with W = vey W U{zo} and

Rxoz, if x =x¢ and z € R1[xo]
Rzxz = nyz if x,2 € Wy, for some y € Y

0 otherwise
Fa) = | Vo[Eo U Bl U {0, 1} iz =0
= fy($)7 ifrxe /Wy for some y € Y

‘7( 7) = V(p,xo) if x=uxo
P ?y(paiﬂ) if x € Wy, for some y € Y.
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Note that, since for all y € W, </V[7y,]§y> C (Wy, Ry) C (W, R), it follows that
</V[7y, §y> - (W\, R) C (W, R) for all y € Y. Furthermore, because W\y is finite for
ally € Y C W, W is finite. Therefore, it is clear that, (x), R*zo] = Y € RH{zo]
and for all y € Y, ]/%xoy = Rzxyy and ?(go,y) = V(p,y). Then, by an induction
on the length of ¢, we further show that for all ¢ € X: V(p,20) = V (¢, zo).
The base case follows directly from the definition of V. For the inductive step,
let ¢ € ¥ be of the form ¢ = Oy (the non-modal cases follow directly, using

the induction hypothesis). We need to consider two cases. First, let Rzoy —¢
V(¥,y) = 1 for all y € R¥[xo]. This implies that for all y € R+[xo] Rxoy <

V(¢¥,y), and by (x), that Rroy —¢ V(w y)=1forall y € R+[xo] and thus for
all y € W. Because 1 € T(xo) we conclude that

VO, 20) = max{r € T(xq) : v < inf{Rzoy —¢ V(1h,y) : y € /W}} =1

For the second case, let V(Oy, z9) = inf{Rzoy —c V(¢,y) iy e W} =a; <1
for some i € {1,...,m — 1}, call it ig. By (%), it follows that for all y € W,
]/ixoy = ?(w,y) = Rxoy -6 V(¢,y). Because W C W, this implies that
inf{Rzoy —¢ V(¥,y) : y € W} > inf{Raxoy =G V(,y) 1y GAW} = ;.
Furthermore, because of our choice of yo, € W, we know that Rzoyn, —c
V(w,ygw) Rxoygw =6 V(¥,y0y) < aig41. Thus @i < inf{]/ixoy —q
V(,y):y e W} < @iy 4+1 and, by the construction of T (T(z) = {1, ..., am}),

VO, z) = max{r € T(zo) : 7 < inf{Raoy —¢ V{1, y) 1y € /V[7}} = -

The diamond-case case follows similarly to the box-case and is therefore omitted.
Note also that since (W R> (W, R), crispness is clearly preserved. Finally, we

note that [W| < |Y[|S|" +1 < < [EIE" = 2|9 and [T (x0)| < |So U o] + 2,
thus |T(z)| < |2 for all z € W. This concludes the induction on the height of
the model and therefore the proof of Lemma [3 a

We now have all the tools required to prove Theorem [l Suppose first that
Fcrk ¢. By Lemmalllb), ¢ is not valid in a GFK-tree model of finite height, and
hence, by Lemmal[2 ek . Conversely, suppose that gk ¢. By Lemmalll(b), ¢
is not valid in a GK-tree model 91 with hg(i)ﬁ) < E( ). But then, by Lemmalf3] ¢
is not valid in a GFK-tree model M = (W R,T,V) with (smce ()] < L(e)+2)
|W\ < (U(g) + 2)49) and |T(z)| < £(p) + 2 for all z € W. This completes the
reasoning for (a), and (b) follows in exactly the same manner, using the fact
that Lemmas [2] and [3] preserve crispness.

5 A Crisp Godel S5 Logic

The crisp Godel modal logic GS5¢ is characterized by validity in GK®-models
where R is an equivalence relation. In fact, it is easily seen that GS5C-validity
corresponds to validity in universal GS5¢-models where all worlds are related
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(i.e., GKC-models M where Roy = Won x Wap). Such models may be written
M = (W, V) with simplified valuation clauses

V(Op,z) =inf{V(p,y) :y € W} and V(Op,z) =sup{V(p,y) 1y € W}.

GS5¢ can be axiomatized as an extension of the intuitionistic modal logic
MIPC [BIT16] with prelinearity and O(0y V ¢) — (O vV Oy) [6]. It may also
be viewed as the one-variable fragment of first-order Godel logic GV (see [LI]).
Given a formula ¢ € Fmlny, let ¢* be the first-order formula obtained by replac-
ing each propositional variable p with the predicate P(x), O with Yz, and ¢ with
Jz. Then Fgssc ¢ if and only if gy ¢*. Similarly, if ¢ is a first-order formula
with one variable, let ¢° be the modal formula obtained by replacing each P(x)
with p, Vo with O, and 3z with {. Then =gv ¢ if and only if Fggsc ©°.

We define a GFS5%-model as a GFK®-model 9 = (W, R,T,V) such that
(W, R, V) is a GS5%-model, and also T'(x) = T(y) whenever Rzxy. Again, GFS5¢-
validity amounts to validity in universal GFS5%-models, written 90t = (W, T, V),
where T' may now be understood as a single fixed finite subset of [0, 1], and

V(Op,z) =max{r e T:r <inf{V(p,y) :y € W}}
V(Op,z) =min{r € T :r > sup{V(p,y) : y € W}}.

Note in particular that in both GS5%-models and GFS5“-models, the truth values
of box-formulas and diamond-formulas are independent of the world.

Lemma 4. For any universal GFS5¢-model M, there is a universal GS5¢-model
M with Won € Wz, such that Vg (¢, ) = Van(p,x) for all ¢ € Fmlg, and
z € Won.

Proof. We proceed similarly to the proof of Lemma [ but since there is no
accessibility relation here, an induction is not required. Given a universal GFS5¢-
model 9, we construct the universal GS5“-model m directly by taking infinitely
many copies of M. Consider Ton = {a1,...,ap} With0 =1 < ... < a,, =1
and, using Lemma [I{c), define a family of order-embeddings {hy}rcz+ exactly
as in the proof of Lemma [2 For all k € Z*, we define a universal GS5%-model
smk = (Wk,Vk> such that each Wk is a copy of Wyy with distinct worlds and
Vie(o, 21) = hy(Van (, z)) for each copy &y, C of z € Wyy and ¢ € Fmln,. We also
let Wo = Wan and Vo = Van. Then M = (W, V) where

W= U /Wk and ‘7(?7 T) = ‘A/k(p’ x) forz € /Wk
keN

It then suffices to prove that V(p,z) = V(p, ) for all ¢ € Fmlpy and z € W,
proceeding by an induction on () similar to the proof of Lemma O

Lemma 5. Let ¥ C Fmlgy be a finite fragment. Then, for any universal GS5¢-

model O, there is a finite universal GFS5¢-model M with Wi € Wan, such that
Vi (o, 2) = Van (e, ) for all p € ¥ and x € Wg;. Moreover, [Wgi| +[Tg| < 2[X].
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Proof. Let ¥ C Fmln, be a finite fragment, M = (W, V) a universal GS5¢-
model, and fix g € W. First, define ¥, X¢, Zvar, and V;[A] as in Lemma Bl
and let V,, [EgUXe]U{0,1} = {aq,...,an} with 0 = a1 < ... < a,, = 1. As
in Lemma [3] we choose a finite number of y € W. For each [y € ¥ such that
V(Ov,20) = a; < 1, choose a y = yn,, € W such that V (¢, yny) < @ig1, and
for each Q¢ € Xy, such that V(()’l/),x()) = a; > 0, choose a y = yop € W such
that V' (¢, yow) > a;—1. Then let W= {zo} U{yoy e W: Oy € ZD} U{yoy €
W : O € So}. Clearly W C W is finite. We define Mm = (W,T,V) where
T =V, [S0USe]U{0,1}, and V is V restricted to W. It then follows by induction
on £(p) (omitted here) as in Lemma [3 that 17(@, x) =V(p,z) forall z € W and
¢ € X. Moreover, \W| < |BgUSe|+1 < [E] and [T] < [EgUXe|+2 < |2, and
therefore \W| + |ﬂ <2|%. O

Hence, immediately by Lemmas [4 and

Theorem 3. For each ¢ € Fmlog: F=gssc ¢ iff Farsse ¢ iff ¢ is valid in all
universal GFS5¢-models MM where |Wap| + [Ton| < 2(€(p) + 2).

Finally, to check non-deterministically if a formula ¢ € Fmlg, is not GS5¢-
valid, it suffices, using Lemmas @ and [} to guess a universal GFS5¢-model 9t

with |[Wor| = £(p) and values in U = {0, Z(¢)12+1,...,[é£)2+1,1} and then to
guess a world x € Wy and check whether Von(p,2) < 1. This means choosing
£(p)|Var(p)| values in U for Voy and also a subset of U for Toy. Choosing these
values and the world 2 € Wyy and then computing the value of Vin(p,z) =1
can be achieved in time polynomial in £(¢)2. So validity in GS5¢ is in co-NP.

Since checking validity in Godel logic is co-NP hard (see, e.g., [I1]), we obtain:

Theorem 4. Validity in GS5C and the one-variable fragment of first-order Gédel
logic is decidable and indeed co-NP-complete.

6 Concluding Remarks

In this paper, we have established the decidability of validity in the Gédel modal
logics GK and GK© based, respectively, on fuzzy and crisp Kripke frames. We
have also established decidability and co-NP completeness for validity in the
one-variable fragment of first-order Godel logic and, equivalently, the logic GS5¢
based on crisp Kripke frames where accessibility is an equivalence relation. In
ongoing work, we aim to determine the complexity of validity in GK and GK¢
(both of which we conjecture to be PSPACE complete), possibly via Gentzen-
style proof systems. We also intend to extend our approach to other logics. From
a modal perspective, we plan to consider logics with multiple modalities (in
particular, Goédel description logics) and modalities whose accessibility relations
satisfy conditions such as reflexivity, symmetry, and transitivity. Moreover, in
the propositional setting, we intend to treat modal logics based on so-called
“projective logics” (see [1]) where similar methods should apply.
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Abstract. In this paper we investigate an extended version of modal
dependence logic by allowing arbitrary Boolean connectives. Modal de-
pendence logic was recently introduced by Jouko Vaadnéanen by extending
modal logic by a the dependence atom dep(-). In this paper we study the
computational complexity of the model checking problem. For a com-
plete classification of arbitrary Boolean functions we are using a Lat-
tice approach introduced by Emil Post. This classification is done for
all fragments of the logical language allowing modalities ¢ and [, the
dependence atom, and logical symbols for arbitrary Boolean functions.

1 Introduction

Many algorithmic problems for propositional logic and its extensions are presum-
ably computationally intractable, the most prominent of course the simple satis-
fiability problem SAT known to be NP-complete. For propositional modal logic,
satisfiability is even PSPACE-complete [7]. Much effort has therefore been spent
on identifying fragments of the logical language that admit efficient algorithms
for satisfiability, see [§] for propositional logic and [6] for modal logic. These
studies first extend propositional (modal) logic by allowing arbitrary Boolean
connectives (i.e., logical symbols for arbitrary Boolean functions) in the formu-
las, and then classify the computational complexity of satisfiability for each finite
subset B of allowed Boolean functions/connectives. An important tool in these
complexity classifications is Post’s lattice of all closed classes of Boolean func-
tions, also known as Boolean clones, since it can be shown that the complexity
of satisfiability for a logic with connectives from B depends only on the clone
[B] generated by B.

In this paper we are interested in modal dependence logic (MDL). This logic
extends (propositional) modal logic by dependence atoms, i.e., atomic formulas
that describe functional dependencies between variables. This logic was intro-
duced recently by Vadnéanen [13] and examined from a complexity theoretic point
of view in [ITJ/4J9]. While the model checking problem for propositional modal
logic is known to be efficiently solvable (i.e., in polynomial time) [5], it gets
PSPACE-complete for modal dependence logic. The above sketched approach
to identify efficiently solvable fragments making use of the structure of Post’s

L. Libkin, U. Kohlenbach, and R. de Queiroz (Eds.): WoLLIC 2013, LNCS 8071, pp. 238-£50] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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lattice does not work here, because the semantics of the Boolean connectives
is not immediate in dependence logic. For example, ® (here called splitjunc-
tion) and — (intuitionistic implication) are defined in somewhat non-classical
ways making use of so called team-semantics, see [I3I11]. Ebbing and Lohmann
[4] examined the complexity of a few fragments, but the fragments were given
by somewhat arbitrary bases; their results determine the complexity of model
checking in some important special cases, but the full picture is still missing.

In the present paper we introduce a novel approach to the study of fragments
of dependence logic: We do not aim at a classification of all fragments defined by
arbitrary dependence connectives like splitjunction or intuitionistic implication.
Instead we make a distinction between dependence connectives on the one side
and classical Boolean connectives on the other side. In other words, we introduce
connectives given by Boolean function into dependence logic and define their
semantics in the classical way. Then it can be observed that for this latter class
of connectives an approach via Post’s lattice is possible, and this is what we
exploit in this paper. We achieve a classification of the model checking problem
for modal dependence logic for all fragments of the language making use of
dependence atoms, one or both modalities, and arbitrary Boolean connectives.
As we will explain, the complexity will depend not on the particular choice
of Boolean functions that we allow in our formulas, but on the clones in Post’s
lattice that is defined by the set of Boolean functions. In this way, the mentioned
results from [4] will allow us more generally to determine the complexity of model
checking for all monotone clones. We then extend these observations to all the
remaining clones by considering also the connectives of logical negation and
exclusive-or.

For the results presented here, we do not consider dependence connectives
(splitjunction, intuitionistic implication, etc.), but we come back to this question
in the conclusion.

After introducing the reader to dependence logic and our extension via arbi-
trary classical Boolean connectives we shortly recall basic results about Post’s
lattice in Sect. 2l Then, in Sect. 8] we prove our classification results. We will
see that when restricting the language to the modality [, model checking be-
comes a very efficiently solvable task, independently of what else we allow in
our language. Introducing the modality ¢, however, makes model checking hard.
We obtain fragments that are NP-complete, some are complete for PNPI. The
technically most interesting theorem of our paper shows that as soon as the con-
nective exclusive-or is present or can be simulated, model checking reaches its
maximal complexity and becomes PSPACE-complete.

2 The Modal Language and Its Fragments

We first define syntax and semantics of modal dependence logic.

Definition 1. Let B be a set of Boolean functions. Then we define the set of
MDLp-formulae (B-formulae for short) as follows: Every variable p is
a B-formula. If p1, ..., p,, ¢ are variables, then dep(p1, ..., pn,q) is a B-formula.
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If f is an n-ary function in B and ¢4, ..., ¢, are B-formulae, then f(¢1,...,¢n)
is a B-formula. If ¢ is a B-formula, then (¢ and [¢ are B-formulae.

For U C {0, 0,dep(-)} we say that a B-formula is a (B, U)-formula, if it uses
only logical symbols from BUU.

We remark that, as usual, we do not distinguish in our notation between a
Boolean function f and a logical symbol for f.

The dependence atom dep(p1, ..., pn,q) is meant to express that the value
of g functionally depends on those of p1,...,p,. Unlike in usual modal logic, it
does not make sense to evaluate such a formula in a single state but in a set
of states (in this context called team), and this is different from evaluating the
formula in each state separately.

As usual, in a Kripke structure .# = (W, R, 7) the set of all successors of
T C W is defined as R(T) = {s € W | 3¢’ € T : (¢, s) € R}. Furthermore we
define R(T) ={T" C R(T) |Vs €T 3s' € T" : (s,5') € R}.

Definition 2. Let .# be a Kripke structure, T' be a team over .# and ¢ be a
B-formula. The semantic evaluation (denoted as .#,T = ¢) is defined by the
induction below. We also define the function (-)7# which maps a formula to a
truth value, where (¢)# is true if and only if ., T |= ¢.

ML= true

M, T E=p if forallweT:pemn(w)
M, TED if forallweT:pdmn(w)
M, T = dep(pr,...,pn,q) if  forallw,w €T :

w(w) N{p1,...,pn} =7(W) N {p1,...,pn}
implies g € 7(w) < ¢ € w(w’)
MT = f(brdn) i fUe0F - (n)f) =1
MT = O if  thereis a 7' € R(T) such that (@)
AT =0 it (o)

These modalities, as defined by Védanénen, do not fulfill the usual dualities; as
a technical tool for our upcoming results we therefore define a further modality
by ¢ = —~0—¢. Also, note that [0¢ = —[0-¢ holds and that the empty team
satisfies all formulae, including —¢.

We collect some important observations, all of which follows quite immediately
from the definitions.

Lemma 1. Let ¢, ¢’ be MDL formulae. Then the following axioms are satisfied
on all Kripke models . .

O(pAo¢') — OpAOg.

O(¢pV¢)—0OpVvOg.

O(-¢) — -0¢.

Let f™ be a n-ary Boolean formula over the basis B. Then Of (¢1, ..., dn) —
f(@O¢1,...,0,¢,) holds.

ot o~
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Proof. Let ¢, ¢' be MDL formulae, .# be a Kripke model and T be a team over
A . Let © € {V,A}. Then the axioms 1 and 2 will follow by simple equivalencies
from the definition as follows:

A, TEDGOY) & MR(T) = (00 ¢)
< M#,R(T)E ¢ and/or 4 ,R(T) E ¢ .
< #,T E D¢ 0O¢

The axiom 3 is stating a self duality property of (0 and can be proven by the
following equivilance.

M, TEO~¢e A RT)E ¢ A ,RT)E
oM, TEDOpe #,TE= -0

Axiom 4 directly follows from the axioms 1-3, because each Boolean function f
can be efficiently transformed into a logically equivalent function f’ over the
basis {A,V,—}. By applying the axioms 1-3 iteratively on f’ we obtain the
axiom 4. a

The algorithmic problem family whose computational complexity we want to
determine in this paper is defined as follows. Here, B denotes a finite set of
Boolean functions, and U C {00, ¢, dep(+) }.

Problem: MDL-MC(B, U)
Description: Model checking problem for (B, U)-formulae.
Input: (B, U)-formula ¢, Kripke model .# and team T
Question: Is ¢ satisfied in .# on T?

Fig. 1. Post’s Lattice for Boolean clones with both constants and their “standard”
basises
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Post’s Lattice

Emil Post [10] classified the lattice of all closed sets of Boolean functions—called
clones—and found a finite base for each clone. For an arbitrary finite set B of
Boolean functions we define [B] to be the clone generated by B, i.e., the class of
all Boolean functions that contains B, all projections (identities), and is closed
under composition. A list of all clones as well as the full inclusion graph can be
found, for example, in [2]. Whereas in general there is an infinite set of clones, for
model checking luckily there are only seven different clones [I]. This is essentially
due to the fact that the constants for false and true do not need to be part of the
language but can be expressed by atoms that are either nowhere or everywhere
satisfied in the model. In other words, MDL-MC(B) = MDL-MC(BU{0,1}) (=
denotes a suitable reduction, e.g., polynomial-time, logspace, or even constant-
depth).

But there are only seven clones that contain the constants, see Fig. [Il This
means (and is proved formally in [I2]) that if one wishes to study the compu-
tational complexity of model checking for propositional formulas with logical
connectives restricted to some set B of Boolean functions, it is not necessary to
consider all infinite possibilities for such sets B but actually suffices to consider
these seven clones, depicted in Fig. [, where we describe the clones by their
standard bases (we use @ to denote the exclusive or).

As an example, notice that even though {A, @} is not a base for all Boolean
functions, it suffices to express all Boolean functions w.r.t. model checking prob-
lems because of the “free” existence of the constants; e.g., -z = = & 1 and
zVy=((ze)Ayel)) el

To summarize, given any finite set B of Boolean functions/propositional con-
nectives, the computational complexity of model checking for formulas over B
is equivalent to the complexity of model checking for one of the bases given in
Fig. M

Hence, in all upcoming results, if we classify the computational complexity of
a model checking problem for the bases in Fig.[Il we have in fact achieved a full
complexity classification for all finite sets B of Boolean connectives.

3 Complexity Results

We first study fragments of the modal language with [J as only modality. The
following theorem completely clarifies the complexity of all arising fragments.

Theorem 1. For all finite sets B, MDL-MC(B, {0, dep(+)}) is NL-complete.

Proof. To prove hardness, we give a reduction from the standard NL-complete
graph reachability problem. Let (G = (V| E), s,t) be a instance of REACH, then
we construct a Kripke model .Z = (W, R, ) as follows:

(W,R) .= (V,EU{(v,v) |veV})
7 Hg) = V\ {t}
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Now we conclude: If there is no path in G from s to ¢, then ¢ is not contained in
one of the first |V| — 1 breath depth first search levels. By the definition of 7 it
holds, that all vertices in the first |[V'|—1 levels are labeled with the proposition g
and therefore 0WI=Ddep(q) holds on .2 at the starting team {s}. The converse
direction is proved similarly.

The membership result uses a well known fact by Buss [3], that propositional
formulae can be evaluated in NL. Because of Lemma [Il we know that modalities
can only occur as a sequence at the leafs of the formula tree followed by an
atomic formula. Every time the Buss algorithm needs to evaluate such a modal
leaf we evaluate that leaf in NL with Algorithm [Tl and the Buss algorithm can
proceed with the corresponding Boolean value. This procedure is shown in the
algorithm, where @iear is such a modal leaf and Depth,,, 4. (Pleat) gives the length
of the modal sequence.

Input : MDLgr formula ¢, Kripke model .# = (W, R, 7), team T C W and
leaf (Z)leaf

Output: Is ¢jear satisfied in .4 on T'?7

universally guess wi € W with d(t, w1) = Depth,, q.1(Prear) for t € T

universally guess wz € W with d(t, w2) = Depth,,, 4., (Plear) for t € T

if Giear = dep(p1, ..., pn) then
labellingAgrees < true

fori<0ton—1do

if not (p; € m7(w1) < ps € m(w2)) then
| labellingAgrees < False

end

end

f labellingAgrees then

if not (p, € w(w1) < pn € w(w2)) then
| reject

end

e

end

o

Ise if ¢ieqf = p then

if p & w(w1) then
| reject

end

o

Ise if ¢jeqf = p then

if p € m(w1) then
| reject

end

end
accept

Algorithm 1. co-NL leaf checking algorithm MDL-MC(BF, {00})
O
In the rest of the section we study the modal language with modality .
However, we will see that all obtained classifications hold as well for the modal
language with both modalities ¢ and . The results we will obtain are summa-
rized in Fig. 2
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Q)
.PSPACE
0. Qo o
NP
®» ©

Fig. 2. Complexity of MDL-MC({{,dep(-)}) and MDL-MC({¢0, 0, dep(-)})

In order to prove the upper bound for the negation clone N, we have to prove
a property called downwards closure for the universal modal operator.

We say that a logic has the downwards closure property if for all Kripke models
M, all teams T over .# and all formulae ¢, if ¢ is satisfied in .# on T, then it
is satisfied on any subset T” of T. We also say that in this case, ¢ is downards
closed.

Lemma 2. Let ¢ be a downwards closed MDL formula. Then the formula Clg
18 logically equivalent to Olg.

Proof. Let ¢ be a downwards closed MDL formula, .# be a Kripke model, T be
team over .# and [¢ be satisfied in .# on T. By definition ¢ has to be satisfied
on all successor teams in R(T'), especially on R(T'). Clearly all teams 7" in R(T')
are subsets of the team of all successors R(T'). Because of this and the fact that
¢ is downwards closed, it is sufficient to check if ¢ evaluates to true on R(T'). O

Theorem 2. Let [B] = N, then MDL-MC(B, {0, dep(-)}) is PNPM-complete.

Proof. Let ¢ be a (B, {0, dep(+)})-formula and k1, ..., k, € N. Then ¢ is always
either of the form ¢ := ¢’ or ¢ := ¢, where

¢ =0k @R\, Xis a literal or a dependence atom.

Let g% be any sub formula of ¢’. Then it follows from Lemma 2l that Dé can be
replaced by O¢. Hence we can rewrite ¢’ as

¢ = OOk OF )\, \is a literal or a dependence atom.

Thus, model checking for ¢ can be reduced clearly to model checking for ¢’. Since
Ebbing and Lohmann showed in [4] that MDL model checking for the operator
fragment {0, 0, dep(+),} is NP-complete, we conclude MDL-MC(N, {{, dep(-)})
is in PNPI,
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It remains to show that MDL-MC({N, 0, dep(:)}) is PNP[U_hard. Let A €
PNPII and let the corresponding Turing-Machine be M 4. We have to show that
A <P MDL-MC(N, {0, dep(-)}).

In the polynomial many-one reduction, we can simulate the polynomial part
of the machine. Therefore the only thing that is left, is the oracle question and
four possible acceptance behaviours of M4 as shown in Figure Bl

input x input x input x input x
f € SAT f € SAT f € SAT f € SAT
1/ \0 1/ \0 1/ \0 1/ \0
acc acc € rej
(a) f € SAT (b) f € SAT (c) Accept always (d) Reject always

Fig. 3. Acceptance cases in PN

SAT is represented in MDL-MC(N, {0, dep(+)}) in the same way it is repre-
sented by Ebbing and Lohmann in [4], but we have to adjust our formula to
represent the four possible acceptance cases.

Let ¢ := \\, C; be the SAT oracle question and g(v) = (.#, T, ¢) the reduction
function.

The Kripke structure .# = (W, R, ) is defined as follows:

Wo={c1, - ,CnyS1y- s SmyS1y -+, Sm}s
RO {(ci,sj)} ,if x; occurs in C;
~ | {(e:,55)} , if T; occurs in C,
m(si) 2 {pi,a}, m(3:) 2 {pi}-

The initial team is defined by the worlds, which representing the clauses of .

T:={c1,...,¢n},

Qdep(p17~-~7pm7Q) , Y€ SAT
_‘<>dep(p1,.--,pm,q) 3 ¢ S SAT
t , accept always

0=
f , reject always.

The correctness follows directly from the MDL-MC(N, {0, dep(+)}) correctness
proof in [4] and the definition of —. O

Theorem 3. Let [B] 2 L, then MDL-MC(B, {0, dep(+)}) is PSPACE-complete.
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Proof. To prove hardness, we give a reduction from the standard PSPACE-
complete problem QBF, the validity problem for quantified Boolean formulae,
to MDL-MC({®}, {0, dep(+)}).

Let ¢ := Jz1Vzo...32,(C;) be a QBF formula. The QBF formula will be
transformed to a MDL-MC instance (# = (W, R, x),T,v) as follows. For each
quantified variable we will construct one connected component. In these con-
nected component the nesting of the variables will be simulated by value states
z;,T; and delay states d;. There are also components for each clause.

W= ({x,,x,}u{xl,x]\z<]<n} U{d]|1<]<z})

.C:

s
Il
—

U{dl<i<m, 1<j<n+1}

For the quantified variable x; the variables value decision will be made at point
i. At the decision point the natural ordering of delay states will branch in a
natural ordering of the different values states.

n
JPEEeS IR
U( 1<) <n—i) U{@E Fi<j<n)U

{@lalli=n—1} U {ETj=n-i}U
(@, a1 <G < ibU {(d] 2, (d, 7))

177 [ Z (3 1

(e izm) ul(nlt <i<m, 5 €C)

The starting team is the set of all initial delay nodes and the initial clause nodes.
T:={d}|1 <i<n}U{ci]l <i<m}

At last we have to define the labelling of the Kripke structure. For each positive
value world z}, T Z ,T;, x; p; is labelled to represent the variable and to represent
the value on each positive value node q is labelled also.

7-‘-71( )_{xzvxlvx xz|1<l<nl<j<n}

7 Hg) =={ad, 2|1 <i<n,i<j<n}

The following formula v will simulate the QBF evaluation on the given Kripke
model .# = (W, R, ) over the team starting team 7.

=00, .. (~dep(p2, pas - - - s Pn—1,q) ® Odep(p1,- .., Pn,q))

n-times Y

Let ¢’ be a CNF over the variables z1,...,z, and ¢ = Jx1Vro...dz,¢' be a
satisfied QBF formula. Then .Z,T |= . After n modal quantification steps,
the formula 9" will be evaluated on teams T” over {z1,Z1,...,Zn, Tn}, because
in the ¢’s modal step we pick one or both variable vertices in the connected
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Fig. 4. Kripke Model for QBF formula ¢ := 3aVyIz(z VTV Z) A (z Vy V 2)

component corresponding to the ¢’s variable. For convenience we say that a
team is consistent if is does not contain a variable positively and negatively and
not consistent if it does. In the following we want to choose satisfying teams with
respect to the QBF assignment tree and show that these teams satisfy 1. In the
case of existential quantification we can choose the variable path with respect
to the QBF assignment, but for the universal quantification we have to ensure
that the case of both variable assignments are picked, does not falsify v’

Claim (1). Let T' be a team over {x1,T1, . .., Zn, Tn}, where the universal quan-
tified variable x; is contained positively and negatively. Then .#, T’ |= ¢’ holds.

To prove the claim, let x; and Z; be in T’. Then —dep(pa,p4,...,Pn-1,q) is
true, because T’ does not satisfy the dependence atom. By this it follows that
Odep(p, q) will also be false, because {p2,p4,...,Pn—1} C {p1,...,Pn} and the
modal operator does not shrink the team 7. This proves the claim.

With this claim in mind, we construct all consistent successor teams of the
form T" = ., {t2} U UL, {cF}, which are representing the assignments of a
QBF assignment tree. In the last claim we show that a consistent team evaluated
to true on ¢’ if and only if the corresponding variable assignments satisfies ¢’.

Hardness now follows from the following claim.

Claim (2). Let T be of the form |, {t7} U~ {cF}, where t; € {27,Z7} and

1=

1t ={x} . .
a(mi)—{ 1t {xz}.Then///,T|:w’1fandonly1fa):¢’.

0 , otherwise

We prove the claim. Because of team T is being consistent the sub formula
—dep(p2, P4, - - -, Pn—-1,q) is false. It remains to show that Odep(pi,...,pn,q) is
true if and only if o = ¢’ holds and false otherwise. Let a = ¢'. Then each
clause Cj is satisfied by at least one variable assignment in «. W.lo.g. let C; be
satisfied by x; = 0. By definition it follows that C}; is connected with the vertex
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Z; and by a(z;) = 0 that ' € T. Then by consistency of T and « it directly
follows that a consistent successor team 7" with Z; € R(T) and z; ¢ R(T) exists.

Finally, MDL-MC(B, {{,dep(-)}) € PSPACE follows from Algorithm [2] eval-
uating the formula in the obvious way.

Input : MDLgr formula ¢, Kripke model .# = (W, R, ) and team T C W
Output: Is ¢ is satisfied in .Z on T'?
if ¢ = f(¢1,...,¢n)) then
| return f(check (#,T,¢1),...,check( A, T, ¢n))
else if ¢ = p then
foreach w; € T do
| if p & w(w;) then return false
end
return true
Ise if ¢ =p then
foreach w; € T do
| if p € m(w;) then return false
end

return true

Ise if ¢ = dep(p1,...,pn,q) then

forall the p; in {p1,...,pn} do

forall the we; in {wi,,...,ws,,} =T do
| cij = valid(A, {ws; }, pi)

end

o

o

end
for wy; € T do
for we; € T do
if ¢; = c¢j then
if valid(.#, {w:, },q) # valid(#,{w, },q) then
| return false
end
end

end
end
return true
Ise if ¢ = {¢’ then
guess existentially T" € R(T)
return check (Z,T",¢")
else if ¢ = (¢’ then
| return check (./Z,R(T),¢")
end

o

Algorithm 2. PSPACE algorithm check(.#,T, ¢)

d

From results presented by Ebbing and Lohmann in [4], in which the NP-

completeness of some particular fragments for modal dependence logic model

checking was shown, it follows that if a set B of Boolean connectives forms a

base for one of the Boolean clones ID, E, V, M, it yields an NP-complete model
checking problem.
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Together with Theorem 2l and [l above, we thus obtain a complete picture for
the complexity of model checking for modal dependence logic, as given in Fig. 2l
For any set B of Boolean connectives, the complexity falls in one of the cases
given there.

4 Conclusion

We obtained a complete classification of the complexity of the model checking
problem for modal dependence logic for formulas that may contain dependence
atoms, one or two modalities, and symbols for arbitrary Boolean functions.

What we did not address here is formulas that besides the arbitrary sets
of Boolean connectives also involve dependence connectives, e.g., splitjunction,
intuitionistic implication, linear implication, etc. While partial results, at least
for the first two mentioned connectives, are known, a full classification is still
missing. For the case of splitjunction combined with the diamond modality it is
known that the classification shown in Figure ] is still valid expect for the N
case. In this case no result is known. The classification of splitjucntion combined
with the [0 modality misses the cases L and N.

Even more interesting is maybe the question how to develop a general concept
of what a dependence connective is, and then study complexity issues concern-
ing formulas with arbitrary sets of dependence connectives, maybe via a similar
lattice as Post’s. First steps into the direction of a concept of such general con-
nectives have been made by Antti Kuusisto (personal communication).
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Ockhamist Propositional Dynamic Logic:
A Natural Link between PDL and CTL"

Philippe Balbiani and Emiliano Lorini
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Abstract. We present a new logic called Ockhamist Propositional Dynamic Logic,
OPDL, which provides a natural link between PDL and CTL". We show that both
PDL and CTL" can be polynomially embedded into OPDL in a rather simple and
direct way. More generally, the semantics on which OPDL is based provides a
unifying framework for making the dynamic logic family and the temporal logic
family converge in a single logical framework. Decidability of the satisfiability
problem for OPDL is studied in the paper.

1 Introduction

Different logical systems are traditionally used in theoretical computer science and in
artificial intelligence for the verification of programs and for modelling reactive sys-
tems and multi-agent systems. Among them we should mention Propositional Dynamic
Logic PDL [12], Propositional Linear Temporal Logic PLTL [20], Computation Tree
Logic CTL [11], Full Computation Tree Logic CTL" [22] and Alternating-time Tem-
poral Logic ATL [1]]. Some relationships between these different logical systems have
been studied. For instance, it is well-known that PLTL and CTL are fragments of CTL"
and that CTL is a fragment of ATL [[13]. However, at the current stage, the general
picture remains incomplete. For example, it is clear (and well-known) that the logic of
programs PDL can express properties that Full Computation Tree Logic CTL" cannot
and vice-versa. Moreover, there are no clear relationships between PDL and logics of
strategic reasoning such as ATL. More precisely, it is not known whether there exists
natural embeddings of PDL into ATL or of ATL in PDL. Even more importantly, there
is still no logical system that can be said to be more general than the others. For in-
stance, there is no logic that embeds in a natural and simple way both PDL and CTL".
Indeed, although there exist some logics that embed both PDL and CTL", they do it
in a rather complicated and unnatural way. For example, it is well-known that PDL
and CTL" can be embedded in modal p-calculus. However, although the embedding of
PDL into modal p-calculus is simple and direct, the embedding of CTL" into modal -
calculus is rather complicated and doubly exponential in the length of the input formula
[7]. Another logic that links PDL with CTL" is the extension of PDL with a repeti-
tion construct (PDL-A) by [26]. But again, the embedding of CTL" into PDL-A too

L. Libkin, U. Kohlenbach, and R. de Queiroz (Eds.): WoLLIC 2013, LNCS 8071, pp. 251-265] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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is rather complicated and doubly exponential in the length of the input formula [29]ﬂ
For this reason, a challenge arises of making the previous competing logical systems
converge into a single logical system. The aim of this paper is to make a step into this
direction by proposing an Ockhamist variant of Propositional Dynamic Logic, OPDL,
that provides a natural link between PDL and CTL". Specifically, we show that both
PDL and CTL" can be polynomially embedded into OPDL in a rather simple and di-
rect way. More generally, the Ockhamist semantics on which OPDL is based provides a
unifying framework for making the dynamic logic family and the temporal logic family
converge into a single logical framework. Ockhamist semantics for temporal logic have
been widely studied in the 80ies and in the 90ies [27/30/5]]. The logic of agency STIT
(the logic of “seeing to it that”) by Belnap ef al. [4] is based on such semantics. Accord-
ing to the Ockhamist conception of time (also called indeterminist actualist, see [30])
the truth of statements is evaluated with respect to a moment and to a particular actual
linear history passing through that moment, and the temporal operators are relativized
to the actual history of the evaluation.

The rest of the paper is organized as follows. We first present the syntax and the
semantics of OPDL and provide a decidability result for this logic (Section2). Then, we
discuss, in Section[3] about the relationship of OPDL with PDL and CTL" (Section[3).
In particular, we provide polynomial reductions of PDL and CTL" to OPDL. In Section
Ml we present a variant of OPDL whose semantics is based on the notion of labeled
transition system (LTS). In Section 5] we conclude by discussing some perspectives for
future work

2 Ockhamist Propositional Dynamic Logic

The distinction between the ‘Ockhamist’ semantics and the ‘Peircean’ semantics for
branching-time temporal logic was proposed by Prior in his seminal work on the logic
of time [21] (see also [27]). According to the ‘Peircean’ view the truth of a temporal
formula should be evaluated with respect either to some history or all histories starting
in a given state. In the ‘Ockhamist’ semantics for branching time a notion of actual
course of events is given. In particular, according to the ‘Ockhamist’ view, the truth
of a temporal formula should be evaluated with respect to a particular actual history
starting in a given state. While the branching-time temporal logic CTL" is compatible
with the Ockhamist conception of time, the semantics for PDL in terms of labelled
transition systems is closer to the Peircean view than to the Ockhamist view since it
does not consider a notion of actual history or actual path in a transition system. The
logic OPDL can be conceived as a variant of the logic of programs PDL based on the

"It is worth noting that Axelsson et al. [2]] have recently studied generic extensions of CTL in
which temporal operators are parameterized with different kinds of formal languages recog-
nized by different classes of automata (e.g., regular languages, visibly pushdown and context-
free languages). They compare the expressive power of these extensions of PDL to CTL, PDL
and extensions of PDL such as PDL-A. However, they also show that CTL" cannot be em-
bedded in any of these extensions of CTL, as the property of fairness is expressible in CTL*
but is not expressible is any of these logics (see [2, Theorem 4.3]).

2 An extended version of this paper containing detailed proofs is available at [3]).
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Ockhamist view of time. Specifically, OPDL is a variant of PDL in which the truth of a
formula is evaluated with respect to a given actual history. The syntax and the semantics
of this logic are presented in Sections 2.1]and 2.2

2.1 Syntax

Assume a countable set Prop of atomic propositions (with typical members denoted
P, q, .. .) and a countable set A¢m of atomic programs (or atomic actions) (with typical
members denoted a, b, . . .). Let 24t™* = 24tm\ [(}} The language Loppy ( Prop, Atm)
of OPDL consists of a set Prg of programs and a set F'ml of formulae. It is defined as
follows:

Prg: mu=al|=| (m;me) | (mUms) | 7% | @?
Fml:g:=p| =g | (o1 Ae2) | ]y

where p ranges over Prop and a ranges over Atm. We adopt the standard definitions
for the remaining Boolean operations. The dual (7)) of the operator [7] is defined in

the expected way: (m)p = —[x]-p. We follow the usual rules for omission of the
parentheses. Given a formula ¢, let F'L() denote its Fischer-Ladner closure. See [[12}
Chapter 6] for details. It is a well-known fact that card(F L(y)) is linear in the length
of .

Complex programs of sequential composition (71; 72 ), non-deterministic choice (U
7o), iteration (7*) and test (¢7) are built from atomic programs in A¢m, from the special
program = and from formulae in Fml. The special program = allows to move from a
history to an alternative history passing through the same moment. The behavior of this
program will become clearer in Section[2.2l when presenting the OPDL semantics.

The formula |7 has to be read “p will be true at the end of all possible executions
of program 7”” whereas (7)) has to be read “p will be true at the end of some possible
execution of program 7. As it is assumed that atomic programs in A¢m are linear (i.e.,
all atomic programs in Atm occurring at a given state lead to the same successor state),
[a]p can also be read “if the atomic program a occurs, ¢ will be true afterwards”.
Indeed, from the assumption of linearity, it follows that atomic programs in Atm are
deterministic (i.e., there is at most one possible execution of an atomic program a at a
given state). Finally, the formula [=]¢ has to be read “¢ is true in all histories passing
through the current moment” or, more shortly, “¢ is necessarily true in the current
moment”.

2.2 Semantics

OPDL frames are structures with two dimensions: a vertical dimension correspond-
ing to the concept of history, a horizontal dimension corresponding to the concept of
moment.

Definition 1 (OPDL frame). An OPDL frame is a tuple F = (W, Q, L, R=) where:

— W is a nonempty set of states (or worlds),
— Qs a partial function @ : W — W,



254 P. Balbiani and E. Lorini

— Lisamapping L : Z — 24P from state transitions to non-empty sets of atomic
programs, Z = {(w,v) | w,v € W and Q(w) = v} being the transition relation
induced by the successor state function Q,

- R= C W x W is an equivalence relation between states in W such that for all
w,v,u € W:

(C1) if Q(w) =vand (v,u) € R= then there is z € W such that (w, z) € R=
and Q(z) = wand L(z,u) = L(w,v).

For every w,v € W, Q(w) = v means that v is the successor state of w. If Q(w) = v
then we also say that w is a predecessor of v. If £L(w, v) = {a, b}, then the actions a and
b are responsible for the transition from the state w to the state v. In other words, the
function £ labels every state transition with a set of atomic actions (viz. the actions that
are responsible for the transition). The assumption that the set £(w, v) should be non-
empty means that every state transition is due to the execution of at least one atomic
action.

‘R=-equivalence classes are called moments. If w and v belong to the same moment
then they are called alternatives. A maximal sequence of states according to the tran-
sition relation Z starting at a given state w is called history starting in w. If w and v
belong to the same moment, then the history starting in w and the history starting in v
are alternative histories (viz. histories starting at the same moment).

Constraint (C1) corresponds to what in Ockhamist semantics is called property of
weak diagram completion [30]. This means that if two worlds v and u are in the same
moment and world w is a predecessor of v then, there exists a world z such that (i) w
and z are in the same moment, (ii) u is the successor of z, (iii) the transition from w to
v and the transition from z to u are labeled with the same set of action names.

Figure[Tlis an example of OPDL frame. The R=-equivalences classes {w1, wa, w3,
wa}, {ws,we}, {wr,ws}, {wo}, {wio}, {wir}, {wia}, {wis}, {wia}, {wis} and
{w1¢} are the moments. The sequences of states (w1, ws, wg, w13), (W2, We, W10, W14),
(ws, w7, w11, w1s) and (wy, ws, w1z, w1e) are the alternative histories starting at the
same moment {w1, wa, w3, w4 }. Actions a and c are responsible for the transition from
the state w- to the state ws and, because of Constraint (C1), actions a and c are also
responsible for the transition from the state wy to the state wg. Moreover, actions b and
c are responsible for the transition from the state ws to the state w7 and, because of
Constraint (C1), actions b and c are also responsible for the transition from the state w,
to the state wg.

Definition 2 (Atomic transitions). Given an OPDL frame F = (W, Q, L, R=) and
an atomic program a € Atm, let

Ro = {(w,v) | Q(w) =vanda € L(w,v)}
be the set of a-transitions in the frame F.

An OPDL model is an OPDL frame supplemented with a valuation function mapping
each state to the set of propositional atoms which are true in it, under the assumption
that two states belonging to the same moment agree on the atoms. More precisely:

Definition 3 (OPDL model). An OPDL model is a tuple M = (W, Q,L,R=,V)
where:
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Fig. 1. An OPDL frame

- (W, Q,L,R=) is a OPDL frame and
-V : W — 2P7P i q valuation function for atomic propositions such that for all
w,v € W:
(C2) if (w,v) € Rz then V(w) =V (v).
The truth of a OPDL formula is evaluated with respect to a world w in an OPDL model
M.

Definition 4 (w-transitions and truth conditions). Ler M = (W, Q, L, R=,V) be
an OPDL model. Given a program m, let us define a binary relation R, on W with
(w,v) € Ry (or wRyv) meaning that v is accessible from w by performing program
m. Let us also define a binary relation = between worlds in M and formulae with
M, w = ¢ meaning that formula ¢ is true at w in M. The rules inductively defining
R and |= are:
Rﬂl;ﬂz =R, ©Rr,
R‘IT1U7T2 - Rﬂ'l U Rﬂz
Rox = (’Rﬂ)*
Ry ={(w,w) | weWand M,w = ¢}
and
M,wEp<peV(w);
M,w | —p <= M,w [~ p;
M,wlE o AN <= M,w = ¢ AND M, w | 9;
M,w E [r]p <= Vv € Re(w) : M,v E ¢
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with Rz (w) = {v e W | (w,v) € R}

An OPDL formula ¢ is said to be OPDL valid, denoted by =oppL ¢, if and only if ¢ is
true in all OPDL models (i.e., for every OPDL model M and for every world w in M,
we have M, w = ). An OPDL formula ¢ is said to be OPDL satisfiable if and only if
= is not OPDL valid.

OPDL formulae can also be interpreted over standard Kripke structures.

Definition 5 (Kripke OPDL model). A Kripke OPDL model is a tuple M = (W, {R, |
a € Atm}, R=,V) where:

— W is a set of states (or worlds),

— R= is an equivalence relation on W and all R, are binary relations on W satisfy-
ing the following two constraints for all w,v,u € W:
(CI*) if (w,v) € Rx and (w,u) € Rx then u = v,
(C2*) if (w,v) € Rx and (v,u) € Rz then there is z € W such that (w, z) €

R= and for all a € Atm, (w,v) € R, if and only if (z,u) € R,

with Rx = UaEAtm Ra’

-V : W — 27°P s q valuation function for atomic propositions such that for all
w,v € W:
(C3*)  if (w,v) € R= then V(w) = V(v).

Constraints (C2*) and (C3*) are respectively the counterparts of Constraint (C1) and
Constraint (C2) in the definition of an OPDL model. Constraint (C1*) forces the suc-
cessor relation Rx to be deterministic (i.e., every state has at most one successor).

As stated by the following proposition, the notion of satisfiability with respect to the
class of OPDL models is equivalent to the notion of satisfiability with respect to the
class of Kripke OPDL models.

Proposition 1. Let ¢ be an OPDL formula. Then, there exists an OPDL model which
satisfies ¢ if and only if there exists a Kripke OPDL model which satisfies .

We shall say that ¢ is a global logical consequence of a finite set of global axioms
I' ={x1,...,Xn},denoted by I |=oppL ¢, if and only if for every OPDL model M,
if I' is true in M (i.e., for every world w in M, we have M, w = x1 A ... A xn) then ¢
is true in M too (i.e., for every world w in M, we have M, w = ¢).

As the following proposition highlights, when the set of atomic programs Atm is
finite, the problem of logical consequence in OPDL with a finite set of global axioms
is reducible to the validity problem for OPDL formulae.

Proposition 2. Let I’ = {x1,...,Xn} be a finite set of OPDL formulae. If Atm is

finite, I' \=oppL ¢ if and only if Eoppr [any*](x1 A ... A xn) — @ with any e
(UaeAtm U E)

The model checking problem for OPDL is the following decision problem: given a fi-
nite OPDL model M and an OPDL formula ¢, is there a world in M such that M, w |=
©? With finite OPDL model, we mean a OPDL model M = (W, Q, £, R=, V) that sat-
isfies the following three conditions: (1) W is finite; (2) L associates to every transition
(w,v) € Z2 = {(w,v) | w,v € Wand Q(w) = v} a non-empty finite set of atomic
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actions in Atm; (3) V associates to every world w € W a finite set of atomic for-
mulas in Prop. In order to determine whether there exists a world w in M such that
M, w [= ¢, we can use the model checking algorithm for PDL showing that the model
checking problem for PDL is PTIME-complete with respect to the size of the input
model and the input formula. It follows that the model checking problem for OPDL is
PTIME-complete too with respect to size(M) + size(p).

2.3 Decidability of OPDL

Using the “mosaic method”, a technique used in algebraic logic [[18] to prove the de-
cidability of equational theories, we will prove the decidability of SAT, the following
decision problem: determine whether a given OPDL formula ¢ is satisfiable with re-
spect to the class of OPDL models.

Theorem 1. SAT is decidable.

Proof (Sketch). Let ¢ be a formula. In order to simplify the proof, we assume that at
most one atomic action, namely a, occurs in ¢. A type for ¢ is a subset ¢ of F'L(i). It
is normal iff it satisfies the conditions of atomicity considered in [[14, Definition 2.2]. A
group for ¢ is a finite set G of normal types for ¢. A mosaic for  is a finite set M of
groups for . It is normal iff it satisfies the following conditions: (i) if p € F L(i) then
forall G € M, forallt € G,ifp € tthenforall H € M, forallu € H,p € u; (i) if [=
J& € FL(p) thenforall G € M, forallt € G, if [=] € ¢ then for all H € M, for all
w € H, ¢ € u; (iii) if ~[=]¢y € FL(p) thenforall G € M, forallt € G,if —-[=]¢ € ¢
then there exists H € M, there exists v € H such that -9 € u. A system for ¢ is a
finite set S of normal mosaics for . A context for S is a structure of the form (M, G, t)
where M € S, G € M and t € G. Obviously, there exists finitely many types, groups,
mosaics and systems for . Since the normality conditions for types and mosaics are
decidable, the set of all contexts can be computed. Let X' = {a, =}U{y?: ¢ € FL(p)}.
For all « € X, we define the transition relation —)i between contexts for S as follows:
(M, G,t) —3 (N, H,u) iff one of the following conditions is satisfied: (i) @ = a and
there exists a bijection f : G — N such that (a) f(t) = u, (b) if [a]yy € FL(y)
then for all v € G, if [a]y € v then ¢ € f(v), (¢) if —[a]yp € FL(p) then for
all v € G, if =a]y € v then —p € f(v); (i) « == and M = N; (iii) a = 97,
M = N,G = H,t = wand ) € wu. For all programs 7, we inductively define the
transition relation —% between contexts for S as follows: —3 = —5 o —5 |
3 py =~ U =3 —5, = (—%)*. Since the set of all contexts can be
computed, the transition relations —2 are all decidable. A system S for ¢ is said to
be saturated iff it satisfies the following condition: if =[7]i) € FL(y) then for all
contexts (M, G, t) for S, if =[n]¢ € t then there exists a context (N, H, u) for S such
that (M, G,t) —2 (N, H,u) and =) € u. Since the transition relations —? are all
decidable, checking the saturation of a given system for ¢ is decidable. The proof of the
decidability of SAT proceeds in two steps. First, in Proposition Bl we prove that ¢ is
satisfiable iff there exists a saturated system S for ¢ and there exists a context (M, G, t)
in S such that ¢ € t. Second, in Proposition[d] we prove the decidability of the decision
problem SY S defined as follows: determine whether there exists a saturated system S

for a given formula o and there exists a context (M, G, t) in S such that ¢ € t.
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Proposition 3. Let ¢ be a formula. The following conditions are equivalent: (i) ¢ is
satisfiable; (ii) there exists a saturated system S for o, there exists a context (M, G, t)
in S such that ¢ € t.

Proposition 4. SY S is decidable.
As aresult, SAT is decidable. O

3 Relationships between OPDL, PDL and CTL"

In this section we study the relationships between OPDL and PDL, and between OPDL
and CTL". In particular, we provide a polynomial embedding of PDL into OPDL and
a polynomial embedding of CTL" into OPDL.

3.1 Relationships between OPDL and PDL

Propositional Dynamic Logic PDL [[13] is the well-known logic of programs. Again
assume the countable set of atomic propositions Prop = {p,q, ...} and the countable
set of atomic programs Atm = {a,b, ...}. The language Lpp (Prop, Atm) of PDL is
defined by the following grammar in Backus-Naur Form (BNF):

Prg: wu=a| (m;me) | (mUm) | 7% | @?
Fml: g z=p|=¢ | (p1 Apa) | 7]

where p ranges over Prop and a ranges over Atm.
PDL models are nothing but labeled transition systems, i.e., transition systems where
transitions between states are labeled with atomic programs.

Definition 6. PDL models are tuples M = (W,{R, | a € Atm},V) where:

— W is a nonempty set of possible worlds or states;
- {R. | a € Atm} is a set of binary relations on W;
- V: W — 2P7°P i a valuation function.

The accessibility relations for atomic programs are generalized to complex programs in
the usual way (see Definition 2)).

The truth conditions of PDL formulae are standard for the Boolean constructions
plus the following one for the dynamic operators [r]:

M,wl=[rlp <= Yo e Rr(w) : Myv =

A PDL formula ¢ is said to be PDL valid if and only if ¢ is true in all PDL models.

We can embed PDL in OPDL. Consider the following polynomial translation tr; :
LppL(Prop, Atm) — LoppL(Prop, Atm) from the language of PDL to the OPDL
language.

tr1(p) =p forall p € Prop
tri(—p) = trip)

tri(p1 A p2) = tri(p1) A tri(ez)
tri([mlp) = [tra(m)]tri(p)
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where
tra(a) = =;a foralla € Atm
tro(myyma) = tra(my); tra(me)
tro(m Uma) = tra(m) U tra(me)
tro(m*) = (tra(m))"

tra(v?) = tri(p)?

As the following theorem shows, the preceding translation is a correct embedding.

Theorem 2. Let ¢ be a PDL formula. ¢ is PDL valid if and only if trq(yp) is OPDL
valid.

3.2 Relationships between OPDL and CTL™

Full Computation Tree Logic CTL" was first described in [109] as an extension of
Computation Tree Logic CTL [6] and Propositional Linear Temporal Logic PLTL [20].
The language of CTL" is built recursively from the atomic propositions using the tem-
poral operators of PLTL, and the existential path switching operator of CTL as well as
classical connectives.

Again assume the countable set of atomic propositions Prop = {p,q,...}. The
language Lcr+(Prop) of CTL is defined by the following grammar in Backus-Naur
Form (BNF):

pu=p|oe| (1 Ae2) | Xe U | Ap

where p ranges over Prop. The constructs X and U/ are respectively the operators next
and until of PLTL, the formulas X and ¢ U 1) being respectively read “p will be true
in the next state along the current path” and “i) will be true at some point in the future

along the current path and ¢ has to hold until ¢/”’. These two operators can be used to

express other kinds of temporal notions such as eventually Fi ©TU 1, henceforth

Gy % —~F— and before By et —(— U 1)). The construct A is a modal operator

quantifying over possible paths, the formula Ay being read “p is true in all possible

paths”. The existential path-quantifier operator E, is defined by E¢p det =A-p.

Different semantics for CTL" have been given in the literature. One of this semantics
is based on the notion of Ockhamist structure. Here we mainly follow the presentation
of the Ockhamist semantics for CTL" given by Reynolds [22] who introduces a special
kind of Ockhamist structures called (N x W) structures.

Definition 7. A (N x W) structure is a tuple (W, ~, g) where:

— W is a set of points;
— ~ is an equivalence relation over N x W such that for all w,v € W and for all
n,m € N:
(S1)  if (n,w) ~ (m,v) thenn =m,
(82)  if(n,w) ~ (n,v) and m < n then (m,w) ~ (m,v),
(53)  (0,uw) ~ (0,v);



260 P. Balbiani and E. Lorini

- g:Nx W — 2P i q valuation function mapping each integer and each point
into a set of atoms such that for all w,v € W and for all n € N:
(84)  if (n,w) ~ (n,v) then g(n,w) = g(n,v).
Given a (N x W) structure (W, ~, g) and a CTL" formula ¢, (W, ~, g), (n,w) | ¢
means that ¢ is true at the index (n,w) in the (N x W) structure (W, ~, g). The rules
defining the truth conditions of CTL" formulae are inductively defined as follows:

(W,~,9), (n,w) = p <= p € g(n,w);
(W~ 9); (n,w) = —p <= (W, ~,9), (n,w) & ¢;
(W, ~,9), (n,w) £ o1 A pa <= (W, ~,9), (n,w) |= g1 AND (W, ~, g), (1, w) |= 2
(W, ~,9), (n,w) | Xp <= (W,~,9),(n+ L,w) ¢
(W,~,9), (n,w) EoUrp <= Im € N:m >nAND (W, ~,g),(m,w) = ) AND
Vk € N:IFn < k < m THEN (W, ~, g), (k,w) = ¢
(W,~,9),(n,w) E Ap < Vv € W : IF (n,w) ~ (n,v) THEN (W, ~, g), (n,v) E ¢

As shown by Reynolds [22] the CTL" semantics in terms of (N x W) structures is
equivalent to the CTL" semantics in terms of bundled trees. However, it is more general
than the common CTL" semantics in terms of R-generable models used by [9I, i.e.,
Kripke structures with states, a total accessibility relation R between them and the set
of all paths which arise by moving from state to state along the accessibility relation.
The difference between the CTL" semantics in terms of bundled trees and the CTL"
semantics in terms of R-generable models is that the latter quantifies over all paths in-
duced by the relation R whereas the former quantifies over a bundle of paths. Although
this bundle is suffix and fusion closed, it does not need to be be limit closed. For exam-
ple, it may be the case that all paths include a right branch even though at every world
there is a path where the next branch goes left, which violates the limit closure property.
In order to distinguish full computation tree logic interpreted over R-generable models
and full computation tree logic interpreted over bundled trees (and equivalently over
(N x W) structures), some authors (see, e.g., [23[16/17]]) use the term CTL" to indicate
the former logic and the term BCTL" (bundled CTL") to indicate the latter (in [25] it is
called VLTFC).

It is well-known that CTL" interpreted over R-generable models is 2-EXPTIME
complete: [10] provides a doubly exponential automaton based satisfiability checker,
and [28] gives a lowerbound. As pointed by [[17], an argument for the 2-EXPTIME
hardness of the satisfiability problem could also be made for CTL" interpreted over
bundled trees in a way similar to the argument for CTL" interpreted over R-generable
models. Therefore, as the CTL™ semantics in terms of bundled trees is equivalent to the
CTL" semantics in terms of (N x W) structures [22], it follows that the satisfiability
problem for CTL" interpreted over (N x W) structures is also 2-EXPTIME hard. There-
fore, CTL" interpreted over bundled trees (or over (N x W) structures) is not easier to
deal with than CTL" interpreted over R-generable models. However, one interesting
aspect of the former kind of CTL" is that it is closely connected to Ockhamist temporal
logics studied in the field of philosophical logic [30]. Moreover, one might argue that
reasoning in BCTL" is relatively easier than reasoning in CTL". For example the speci-
fication for the tableau method for BCTL" proposed by [23] was much simpler than the
CTL" tableau that originated from it [24]].
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Consider the following translation ¢r3 : Lcti+(Prop) — LoppL(Prop, Atm) from
the language of CTL™ to the OPDL language where z is an arbitrary atomic program
in Atm:

trs(p) = p forall p € Prop
tra(—¢p) = ~tr3(p)

tra(p1 A p2) = tra(p1) A trs(e2)
tra(Xe) = (z)trs(y)
tra(pUp) = ((trs(e)?;z)" ) irs(y)
tra(Ap) = [=]trs(p)

The preceding translation is polynomial and, as the following theorem shows, it pro-
vides an embedding of the variant of CTL" interpreted over (N x W) structures into

OPDL.

Theorem 3. Let o be a CTL" formula.  is valid with respect to the class of (N x W)
structures if and only if {{(x) T} FopoL trs(v).

From Theorem[3land PropositionPRlin Section2.2] it follows that the satisfiability prob-
lem in the variant of CTL" interpreted over (N x W) structures can be reduced to the
satisfiability problem in OPDL with a finite number of atomic programs.

Corollary 1. Let ¢ be a CTL" formula and let Atm be finite. ¢ is valid with respect to
the class of (N x W) structures if and only if Eoppr [any*[{(z) T — trs(p).

Since the satisfiability problem of (N x W) structures is 2-EXPTIME-hard (see above),
the preceding polynomial embedding of CTL™ into OPDL provides an argument for the
2-EXPTIME-hardness of the satisfiability problem of our logic OPDL.

3.3 Relationships with Other Logics: Discussion

The logic OPDL has interesting connections with other logical systems proposed in
the field of theoretical computer science such as propositional linear time temporal
logic PLTL and Nishimura’s combination of PDL and PLTL (call it, NL) [19]. As for
PLTL, in the previous Section[3.2] we have provided a polynomial embedding of CTL"
into OPDL. As PLTL is nothing but the fragment of CTL™ without the path quantifier
operator A, the translation ¢rs also provides a polynomial embedding of PLTL into
OPDL. As for NL, we just need to put together the translation ¢r; from PDL to OPDL
given in Section 3.1] and the translation from PLTL to OPDL in order to provide a
polynomial reduction of Nishimura’s logic NL to OPDL. Another logic that is related
with OPDL is ACTL", the action based version of CTL* proposed by [8]. ACTL"
extends CTL" with temporal operators X, indexed by atomic programs a in the set of
atomic programs Atm. The ACTL" formula X, has to be read “the next transition
is labeled with the atomic program a and ¢ will be true in the next state along the
current path”. By adding the following item to the preceding translation ¢r3 from CTL*
to OPDL, we get a polynomial embedding of ACTL" into OPDL:

tra(Xap) = {a)trs(p) foralla € Atm
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4 A Variant of OPDL Interpreted over Labeled Transition
Systems

As we have shown in Section the logic OPDL interpreted over OPDL models
(Definition 3) embeds the variant of CTL" interpreted over (N x W) structures which
in turn is equivalent to the variant of CTL" interpreted over bundled trees.

A second variant of CTL", first introduced by [9], is the one interpreted over R-
generable models of the form M = (W, R, V) where W is a set of states, R C W x W
is a fotal binary relation on W (i.e., for every w € W, there is some v € W such that
(w,v) € R)and V : W — 2P7°P jg a valuation function for atomic propositionsE

Given amodel M = (W, R, V), a fullpath in M is defined to be an infinite sequence
(w1, wa,ws,...) of states of M such that for each ¢ > 1, (w;,w;1+1) € R. Given
a fullpath 0 = (w1, ws,ws,...) and an integer ¢ > 1, the symbol o>; denotes the
fullpath (w;, w;t1,...). As usual, o[1] denotes the first element of the sequence o.
Truth of a CTL" formula is evaluated with respect to a R-generable model M and a
fullpath o in M. Specifically, the rules defining the truth conditions of CTL" formulae
are inductively defined as follows:

M,o | p <= peV(o[l]);
M,o = —~p <= M, ot~ p;
M,o = p1 A2 <= M,0 = 1 AND M, 0 |= ¢2;
M,oc EXp <= M,052 E ¢
MoEeUY < Fi>1:M,05; E¢ANDVYj :1IF1 < j <iTHEN M,0>; E ¢
M,o = Ap < Vo' :1Fo[l] = ¢'[1] THEN M, 0’ |= ¢

Here we consider a variant of OPDL which embeds the preceding variant of CTL"
interpreted over R-generable models. We call OPDL"* this variant of OPDL, where
OPDL"* means ‘OPDL interpreted over labeled transition systems’. The semantics for
OPDL™ is given in terms of PDL models as defined in Section [3.]] (Definition [G)),
which are nothing but labeled transition systems, i.e., transition systems where tran-
sitions between states are labeled with atomic programs. Given a PDL model M =
(W, {Rq | a € Atm},V), let the successor state function succ be defined by succ(w) =
Uscatmiv € W | (w,v) € Ry} foreach w € W. succ(w) identifies the successors of
world w in M. Moreover, for every w € W, let

PA ={(w1,...,wy) | w1,...,w, € Wand w;y+1 = succ(w;) forall 1 <i < n}

be the set of all paths in M. For every w € W, let MPA,, be the set of all maximal
paths starting in w, also called histories starting in w. That is, 0 € MPA,, if and only if
0 € PAando[l] = wand thereisno o’ € PAsuchthato’[l] =wando C o’ (i.e., 0 is
a proper initial subsequence of ¢’). Finally, let IN = {w/o | w € W and 0 € MPA,,}
be the set of all indexes in the model M.

3 It has been proved that the variant of CTL* interpreted over (N x W) structures is more general
than the variant of CTL"™ interpreted R-generable models, in the sense that the former have
less validities than the latter. For instance, as shown by [22], the formula AG(p — EXp) —
(p — EGp) is valid in the latter variant of CTL" but is not valid in the former.
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Truth of an OPDL formula is evaluated at a given index w/c € IN of a PDL model
M. The rules inductively defining the truth conditions of OPDL formulae are:

M,w/o | p = p € Vw)

M wo | g <= M,wfo i
M,w/o =@ A <= M,w/o = ¢ AND M,w/o = 9;
M,w/o E[r]e <=V v/o' € pz(w/c): M,v/d’ = ¢

where
Pa ={(w/o,v/d’) |w/o,v/c" € IN, (w,v) € Rqand 0 = (w,0’)}
p= ={(w/o,v/0’) | w/o,v/c" € IN and w = v}
Prismy = Py © Py
Priume = Pry Y Py
Pr* = (Pfr)*
por  ={(w/o,w/o)|w/oc € IN and M,w/c |= ¢}

and pr(w/0) = {v/o" | (w/o,v/0") € pr}.

A formula ¢ of the language Loppy (Prop, Atm) is said to be OPDL"* valid, de-
noted by [=gppLus s if and only if ¢ is true in all PDL models. As usual, a formula ¢
of the language Lopp (Prop, Atm) is said to be OPDL satisfiable if and only if —
is not OPDL"* valid. We shall say that a formula ¢ of the language LoppL (Prop, Atm)
is a global logical consequence in OPDL" of a finite set of global axioms I' =
{X1;---,Xn}, denoted by I' |=gpp us ¢, if and only if for every PDL model M, if
I is true in M then ¢ is true in M too.

As the following theorem shows, the translation given in Section [3.2] provides an
embedding of the variant of CTL" interpreted over R-generable models into OPDL',

Theorem 4. Let ¢ be a CTL" formula. o is valid with respect to the class of R-
generable models if and only if { {x) T} Eopprus tra(e).

From Theorem H] and the fact that, as in OPDL, the problem of global logical conse-
quence in OPDL"* with a finite number of global axioms is reducible to the problem
of OPDL" validity, it follows that the satisfiability problem in the variant of CTL"
interpreted over R-generable models can be reduced to the satisfiability problem in
OPDL"* with a finite number of atomic programs.

Corollary 2. Let o be a CTL" formula and let Atm be finite. ¢ is valid with respect to
the class of R-generable models if and only if = ppp,us [any*[{(z) T — tr3(p).

5 Perspectives

We have presented a new logic called Ockhamist Propositional Dynamic Logic OPDL
and studied its relationship with PDL and CTL". An interesting issue for future research
is the study of the relationship between OPDL and PDL with intersections of programs.
Intersections of atomic programs can be simulated in OPDL as follows:

[antle = [E]((a)T — [bl)



264 P. Balbiani and E. Lorini

However, it is not clear whether we can find a simple translation from PDL with inter-
section of (not necessarily atomic) programs to OPDL that preserves validity.

Another direction of future research is the study of the exact complexity of the sat-
isfiability problem for OPDL. The embedding of CTL" into OPDL ensures that it is
2-EXPTIME hard. However, the construction based on the “mosaic method” given in
the Section2.3does not provide an optimal decision procedure for OPDL. Future work
will be devoted to find an optimal decision procedure for OPDL showing that its sat-
isfiability problem is in 2-EXPTIME. Indeed, at the current stage, we conjecture that
CTL" is not easier to deal with than OPDL. We also plan to find a sound and complete
axiomatization for the loigic OPDL.

As to the logic OPDL ' whose semantics has been sketched in Section] much work
remains to be done. First of all, we plan to study more in detail the differences between
OPDL and OPDL", taking inspiration from Reynolds’ work [22]] on the comparison
between the CTL" semantics in terms of R-generable models and the CTL™ semantics
in terms of (N x W) structures (or bundled trees). For instance, we plan to find some
interesting examples of formulae of the language Lopp (Prop, Atm) which are valid
in OPDL"* but are not valid in OPDL. Secondly, we plan to adapt the proof of the
decidability of the satisfiability problem for OPDL given in the Section in order
to prove the decidability of the satisfiability problem for OPDL"*. Another aspect of
the logic OPDL' that we plan to investigate in the future is its relationship with the
extension of PDL with a repetition construct (PDL-A) by [26]. PDL-A extends PDL
with constructions of the form Ar meaning that “the program 7 can be repeatedly
executed infinitely many times”. We believe that the construction A7 can be simulated
in OPDL" as follows:

Ar (=) I)T

We postpone to future work the definition of the exact translation from PDL-A formulae
to OPDL" formulae and a theorem stating that, for every PDL-A formula ¢, ¢ is PDL-
A valid if and only if the translation of ¢ in OPDL"* is OPDL"* valid.
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Abstract. The paper outlines a generalisation of the awareness-based
epistemic semantics by Fagin and Halpern. Awareness is construed as a
relation between agents and pieces of information instead of formulas.
The main motive for introducing the generalisation is that it shows sub-
structural logics to be a natural component of information-based epis-
temic logic: substructural logics can be seen as describing the logical
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1 Introduction

The present paper provides a generalisation of the awareness-based epistemic
framework by Fagin and Halpern [I7]: awareness is construed as a relation be-
tween agents and pieces of information. The main motive for introducing the gen-
eralisation is that it connects epistemic logics with substructural logics [2932]. Tt
is shown that the latter are a natural component of information-based epistemic
logics: substructural logics can be seen as describing the logical behaviour of
pieces of information.

The generalisation provides a framework for studying a large class of substruc-
tural epistemic logics. The paper is an introductory overview of the framework,
focusing on a general discussion of substructural epistemic logics. Consequently,
many standard investigations of specific logics (such as completeness proofs) are
postponed to a sequel. We note that our approach owes much to justification
logics [3I4I56] and to the Fitting semantics [19)20] in particular. While being
similar in some respects, our approach and Fitting semantics are motivated by
different goals: we are aiming solely at explaining the possible applications of
substructural logics within epistemic logic.

The paper is organised as follows. Section [] outlines the awareness-based
framework [17]. Section [B] suggests a generalisation of the framework: ‘pieces of
information’ are discussed explicitly and awareness is construed as pertaining to
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these. Building on the relational semantics for distributive substructural logics,
Sect. M explains that the logics can be seen as natural ‘logics of information’.
Section [ expands on the above observations and introduces substructural epis-
temic logics. Section [G] outlines an information-based generalisation of public
announcements and discusses some of its idiosyncrasies. Section [1 concludes the
paper and outlines some interesting directions for future work. Proofs of some
of the propositions are given in a technical appendix.

2 Logical Omniscience and Awareness

It has been argued since the inception of epistemic logic that the modal-logic-
based approaclﬂ is rather optimistic as to the agents’ epistemic abilities. If ‘«
believes that F’ is equivalent to ‘F holds in every a-accessible alternative’ and

holds in every alternative, then if o believes Fi,..., F,, then she is bound to
believe G as well This is rather optimistic indeed. There are no logical reasons
why « should ‘realise’ that () holds in every alternative and adjust her beliefs
accordingly. The problem is known as the logical omniscience problem

This is a conceptual issue: the notion of belief embodied in the modal-logic-
based epistemic logics is rather specific and it does not conform to many intu-
itions associated with our use of the word ‘belief’ | The intuitions are numerous,
unclear, and perhaps mutually inconsistent. However, one may try to explicate
one’s intuitions in a little more detail and provide appropriate formalisations.
This has been done by many, which led to a number of sophisticated contribu-
tions to epistemic logic

One may argue that the ‘pre-theoretical notion of belief’ includes a crucial
element ignored by the modal-logic-based approach, namely the agent’s active
attitudes towards the believed proposition. Thus, Fagin and Halpern [I7] cou-
ple the true-in-every-alternative condition with a’s awareness of the believed
formula. Formally, an awareness model is a quadruple

M = (W,R,A,V) (2)

where W is the set of alternatives (or ‘possible worlds’), R is a binary relation
on W (the ‘accessibility’ relation) and V' is a valuation. The crucial element is

! This approach originates in Hintikka’s classic [21]. For a more recent overview, see
[10], for example.

2 To ensure that or discussion is as general as possible, we shall be using the notion of
belief throughout the paper. However, some contexts will allow us to use the stronger
‘true belief’ and even ‘knowledge’.

3 The term has been coined by Hintikka, see [22]. For more details on the problem,
see [18, Ch. 9].

* Hintikka [21] concludes his discussion of the problem in a similar vein. For a more
recent incarnation of the idea, see [10].

® See [18], Ch. 9] for an overview.
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A, a function from W to sets of formulas. Informally, F € A(w) means that
a is aware of F' at w. ‘a believes that F” holds at a world w € W iff i) Rwwv
implies that F holds at v (« ‘implicitly’ believes that F') and, importantly, ii)
F € A(w). The syntactic nature of the awareness function makes it clear that
one may avoid the logical omniscience problem for every instance of (). Since
A(w) may be arbitrary, it is always possible to construct a pointed model M, w
such that ‘« believes that F;’ holds at M, w for every 1 <i < n, but G ¢ A(w).

However, one can argue that the syntactic flavour of the approach is, in fact,
a shortcoming. The syntactical nature of the awareness function can be seen as
depriving the approach from the capacity to offer a deeper internal justification
of the respective failures of omniscience. One may strive for a logic of non-
omniscient belief where the properties of belief are arrived at by using a subtler
‘inner semantic mechanism’.

3 Awareness and Information

This section introduces the core notions of the paper. First, the information-
based generalisation of the awareness framework is discussed on an intuitive level
BI). After that, information models and related technical notions are defined

E2).

3.1 Awareness Generalised

Note that propositions, represented by formulas, can be seen as a special case
of pieces of information. A piece of information can be tentatively characterised
as everything that can corroborate (give support to) a proposition

Ezxample 1. Assume that during a murder trial the jury is shown a video of the
defendant entering the victim’s home around the established time of death and
carrying something that could be the murder weapon. The video itself can be
seen as a piece of information that corroborates the proposition ‘The defendant
is guilty’. The prosecution can be said to have made the jury aware of this piece
of information by introducing it during the trial. A statement ‘The defendant
threatened to kill the victim on numerous occasions’ of a witness is another
possible piece of information that corroborates the same proposition.

5 Unfortunately, we do not have space in this paper to provide a satisfactory philo-
sophical analysis of the notions of information and corroboration. However, our being
vague about these notions can be justified. First, depending on the academic dis-
cipline, distinct notions are associated with the term ‘information’, see [I]. Second,
a similar ambiguity pertains to the often used ‘agent’ as well. However, our use of
‘piece of information’ is close to the standard use of ‘signal’, see [I6I3T]. ‘Corrobo-
ration’ can be seen as a generalisation of ‘carrying’ information: we do not adopt
Dretske’s [I6] assumption that if a signal carries information that F', then F is the
case. ‘s corroborates F’ can be tentatively seen as being close to ‘If accepted by an
agent, s is likely to cause the agent’s belief that F”.



Information, Awareness and Substructural Logics 269

The picture can be complemented by adding general corroboration conditions.
For example, it may be stipulated that if a piece of information s corroborates
a conjunction F' A G, then it corroborates both conjuncts F,G. In this manner,
pieces of information can be endowed with ‘logical character’.

Ezxample 2. A perceptual image of my two hands can be seen as a piece of
information that corroborates the proposition ‘Both of my hands exist now’.
The image then obviously corroborates both ‘My left hand exists now’ and ‘My
right hand exists now’.

Moreover, taking pieces of information into consideration opens door for con-
sidering relations on pieces of information in addition to the pieces themselves.
These may be, in turn, called upon within corroboration conditions. Examples
will be provided later on.

3.2 Information Models

Definition 1 (The basic epistemic language). Let & = {p1,p2,...} be a de-
numerable set of propositional variables and let G be a non-empty set (‘agents’).
The set of formulas of the basic epistemic language Lg(®P) is given by:

Fu=p|-F|FAF|FVF|F—F|F F|OLF (3)

where p € & and o € G. The set of Lg-formulas will be denoted as Form(Lg).
Formulas O, F are read ‘o believes that F°. The Boolean fragment of Lg is the
subset of Form(Lg) consisting of formulas that do not contain occurrences of
Oq, for any a € G.

Definition 2 (Information structure and L-structure). An information

structure is a couple
I=(I,4) (4)

where I is a non-empty set (‘pieces of information’) and A is a set of relations
onI. Let ‘X C 1T’ and ‘s € I’ be short for ‘X C I € T’ and s € I € T,
respectively.

Let L be a language. An information L-structure is a couple

(L) = (Z,IF) ()

where T is an information structure and IF is a subset of I x Form(L) (‘corrob-
oration relation’). We shall use ‘s |k F’ instead of s, F) € IF’.

A familiar special case of information structure are sets of atomic programs
together with the program operators, known from propositional dynamic logic
[23]. A special case of information L-structure are action models, known from
dynamic epistemic logics [78].

Definition 3 (Information frames and models). An information frame for
Lg is a tuple
F=(W,R,I,A) (6)
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where W is a non-empty set (‘possible worlds’), R : G — P(W xW) is a function
from the set of agents to binary relations on W, T is an information structure,
A (GxW) = (P(Z)—0) is a function that assigns to every agent o and
possible world w a non-empty set of pieces of information A(a,w) C Z. We
shall write ‘Rowv’” instead of “(w,v) € R(a)’ and R, shall be referred to as the
‘a-accessibility’ relation.

An information model for Lg is a tuple

M= (F,V,IF) (7)

where F is an information frame for Lg, V : & — P(W) is a valuation and I+
s a corroboration relation.

The a-accessibility relations are interpreted in the usual way (implicit belief).
A(a,w) is to be thought of as the set of pieces of information « is aware of at
w. Our target notion of belief can be characterised as follows: a believes that
F iff o implicitly believes that F' and is aware of a piece of information that
corroborates F'

It is clear that awareness models are a special case of information models.
Just consider information structures where I = Form(Lg) and I is the identity
relation on I. Specific closure principles may be validated by incorporating extra
corroboration conditions. For example, closure under A-elimination corresponds
to the condition:

— If slF FAG, then sk F and s IF G

Definition 4 (Truth conditions). The truth conditions of the Boolean for-
mulas are as usual and we state only some:

- M,w = p iff we V(p)
- MwE-F if MjwE F
- MwEFANGiff M,wEF and M,w =G

The target notion of belief is formalised in an obvious way:

— M,w = O.F iff i) Roywv implies M,v |= F and i) there is a s € A(a, w)
such that s - F

The usual notions of validity in a model, frame and class of frames are assumed.

Note that, to ensure maximal generality, we have not introduced specific cor-
roboration conditions yet. However, Sect. @ points out that truth conditions in
substructural models are natural candidates.

" The requirement that the awareness sets be non-empty is a useful idealisation, see
the proof of Prop.
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4 Information and Substructural Logics

‘Pieces of information’ have been invoked within informal interpretations of the
semantics of many substructural logics. For example, Kripke [24] describes the
points of intuitionistic models as ‘points in time (or “evidential situations”),
at which we may have various pieces of information’ [24] p. 98]. Urquhart’s
interpretation of his semi-lattice semantics for relevant implication [33] invokes
‘pieces of information’ together with specific operations on them. More recent
interpretations [26l28] invoke a related notion of situation. Hence, there is hope
that epistemic models where pieces of information are considered explicitly will
be a natural ‘meeting point’ of epistemic and substructural logics.

Definition 5 (Substructural frames and models). We shall use a slight
modification of the standard definitions [29, Ch. 11]. A substructural frame is a
tuple

§=(P,C,e,C) (8)
where P is a non-empty set (‘points’), T is a partial order on P (‘“informational
containment’), ® is a binary operation on P (‘application’) and C is a symmetric
binary relation on P (‘compatibility’). It is assumed that

— If Cxy, 2’ T x and y' C y, then Cz'y’
—ifreyC 2z, 2’ Cxz,yY Cyand zC 2/, then 2’ oy C 2/

A substructural model for Lg is a couple
M= (3,1F) (9)

where § is a frame and IF is a relation between points and members of Form(Lg)
such that:

— xCy and x I+ p implies y Ik p

— x Ik =F iff Cxy implies y ¥ F for all y

—xlFFAG iffclFF andz -G

—xzlFFVGiffeFF orzlFG

—zlFF=>Giffyl- F andxey C z imply z Ik G, for all y, 2z
—zFF&GiffrFF—-GandzlFG — F

F entails G in M iff x |k F implies z I+ G for every x € M. Entailment in
frames and classes of frames is then defined in the usual way.

Substructural frames (models) clearly are a special case of information structures
(Lg-structures). Substructural frames correspond to a set of pieces of information
together with a binary relation C of informational containment, a relation of
compatibility C' and an operation of application e. Let us discuss these in reverse
order.

Ezxample 3. Application corresponds to ‘taking two pieces of information to-
gether’: the two pieces of information taken together can be seen as a ‘new’
piece of information. For example, two consecutive statements s, ¢ by witnesses
during a trial can be seen as a ‘complex’ piece of information s e ¢, considered
by the jury.
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Ezxample 4. As an example of two compatible pieces of information, consider a
sworn statement of a witness to the effect that the defendant’s car was parked
somewhere far away from the crime scene around the time of the victim’s death
(s) and the video from Exam. [ (¢). The two are obviously compatible. Conse-
quently, s does not corroborate the proposition ‘The defendant is not guilty’,
—F, since it is consistent with ¢, a piece of information that corroborates F'.

Proposition 1. Let F' be a member of the Boolean fragment of Lg, M a sub-
structural model and x,y points of M. If x - F and x C y, then y IF F.

Hence, if z is informationally contained in y, then every Boolean formula that
holds at = holds at y as well. The Proposition is a standard result in substructural
logic and a simple consequence of Def.

Ezample 5. Informational containment can be seen as a complex relation: s C ¢
iff i) s is contained in ¢t and ii) every F corroborated by s is corroborated by ¢
as well. For an example of a piece of information contained in a ‘larger’ piece,
consider two fingerprints found on a crime scene. The couple of prints can be
seen as a piece of information containing the two single prints. It is plausible
to assume automatically that if one of the prints corroborates a proposition
(e.g. that a given suspect is guilty), then the couple does so as well. However,
this is not plausible in general. For example, consider a sworn statement that the
defendant was playing poker at a local casino at the estimated time of the murder
(s) and, again, the video from Exam. [] (¢). The jury can take these together,
i.e. consider s e t. In a sense, both s,t are contained in s e t. However, they are
not so in the informational sense: while s alone can be said to corroborate —F,
s et cannot. The new piece of information t ‘neutralised’ the force of s.

Consequently, the corroboration condition for ' — G makes sense: s can
be said to corroborate F' — G iff taking s together with any possible piece of
information ¢ that corroborates F' results in s e ¢ that corroborates G, and so
does every u such that set C u.

Observe that the ‘boxed’ formulas O, F have not received attention yet. To retain
generality, we shall not provide truth conditions, but we will focus on a specific
class of substructural models.

Definition 6 (Intended substructural models). An intended substructural
model for Lg is a substructural model for Lg such that

sl F only if sk OuF for every a € G (10)

In intended models, boxed formulas behave somewhat like propositional atoms.
Extension of Prop. [l to the whole Lg within intended models is a trivial conse-
quence of Def. [6l The clause (I0) is included also for technical reasons that will
become clear in Sect. But it can be motivated independently as well: if s
corroborates F', then s should be a sufficient reason to believe F. Of course, (I0)
can be dropped in case it is not considered intuitive enough, but we choose to
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keep it Another reason to keep the clause is that it allows for a natural way of
dealing with common belief (Sect. 5.3).

5 Substructural Epistemic Logics

Substructural epistemic logics emerge as soon as we use substructural models as
the information structures in information models.

5.1 Substructural Information Models

Definition 7 (Substructural information C-frames and C-models). Let
C be a class of substructural frames. A substructural information C-frame is a
tuple

F=(W.R,3, A) (11)

where W, R, A are as in Def.[@ and § is a substructural frame such that § € C.
Moreover, let us assume for technical conveniencd) that

s € A(a,w) and s' C s only if ' € Ala,w) (12)
A substructural information C-model built on F = (W, R,§, A) is a tuple
M= (W,R,M, AV) (13)

where W, R, A are as in Def.[3, M = (F,IF) is an intended substructural model
and V' is a valuation.

The truth conditions of Lg-formulas are those of Def.[J The usual notions of
validity in a model and a frame are assumed. F' is C-valid iff it is valid in every
substructural information C-frame. The set of C-valid formulas shall be denoted

as K(C).

The sets K(C) can be seen as basic information-based epistemic logics where the
pieces of information are ‘described’ by the logic of C. The actual choice of C
will depend on the application However, since this paper is focused on the
general framework, we shall not discuss such special cases here. We shall limit
our discussion to a rather general observation instead.

Proposition 2. F is C-valid if (but not only if) i) F is a propositional tautology
orii) F =0,G — O,G’, where G entails G' in C.

8 There is a standard way of dealing with ‘boxes’ that invokes additional relations, see
[29]. A different evidence-based approach that builds only on C and C is discussed
in [12).

9 See the proof of Prop. Hin the appendix.

0 For example, Sequoiah-Grayson [30] argues that, when modelling the flow of infor-
mation in inference, associativity s e (t e u) = (s e t) ® u, contraction s e s = s and
other assumptions have to be rejected, leaving only weak commutativity set =tes.
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Hence, substructural epistemic logics in general respect propositional validity
and belief is closed under C-entailment.

Example 6. An example of such a closure principle would be closure under con-
junction elimination:

O.(FAG) = (O, F AO,G) (14)
On the other hand, some of the more problematic closure principles are not valid.

Example 7. Examples of invalid closure principles include closure under conjunc-
tion introduction and Modus Ponens:

(O F ANOLG) = Qo (FAG) (15)

Oa(F = G) = (O F = 0,G) (16)

The construction of counterexamples is easy and the reader may try it as an
exercise.

Closure under logical equivalence does not hold either, i.e. it is not the case
that if F < G is C-valid, then O,F < 0O,G is C-valid as well. For example,
counterexamples concerning the classical tautology (p — ¢) < (-p V q) are
easily constructed for most classes C.

Consequently, substructural epistemic logics achieve the goal mentioned in Sect.
the non-omniscient properties of belief are explained by reference to the ‘logical
character’ of pieces of information.

5.2 Factive and Introspective Models

Definition 8 (Factive frames and models). A substructural information
frame

F=(W,R,3§, A)
is factive iff every R(«) is reflexive on W. A substructural information model

M built on F is factive iff F is factive. The set of formulas valid in every factive
C-frame will be denoted T(C).

Proposition 3. O,F — F is F-valid iff F is a factive frame. Consequently,
O, F — F € T(C) for everyC.

Hence, in the context of factive models and frames, O, may be read in terms of
‘true belief’ or even ‘knowledge’.

Definition 9 (Introspective frames and models). A substructural infor-
mation frame F = (W, R, §, A) is introspective iff every R(«) is transitive on
W and Rowv implies A(a,w) C A(a,v) for every a and w. A substructural
information model M built on F is introspective iff F is introspective. The set
of formulas valid in every introspective C-frame will be denoted K4(C) and the
set of formulas valid in every factive and introspective C-frame will be denoted

S4(C).

Proposition 4. O,F — O,0,F is F-valid iff F is an introspective frame.
Consequently, O, F — O0,0,F € K4(C) for every C.
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5.3 Common Belief

This section outlines a way to deal with common belief in the substructural
epistemic framework. We will work with the standard construal of common be-
lief as an infinite iteration of the ‘everybody-believes-operator’. It is noted that
common belief lacks some of the standard properties.

Definition 10 (Language with common belief). The language with com-
mon belief L extends the basic epistemic language with a family of operators
Wp for every B C G. Formulas W are read ‘It is common belief in B that F .
Moreover, OpF is a shorthand for \ .5 OaF', read ‘every agent in B belicves
that F.

Definition 11 (Common belief information structures). A B-sequence
op is a sequence of belief-operators Oy, ...0,, where n > 1 and every «; € B.
I(Lg) is a common belief information Lg-structure iff it is the case that

— slF®WgF iff sk ogF for every B-sequence opg

A common belief C-model is a substructural information C-model where the infor-
mation Lg-structure is a common belief information Lg-structure. K*(C), T*(C),
K4*(C) and S4*(C) are sets of L§-formulas valid in every common belief C-model,
every factive, introspective and factive and introspective common belief C-model,
respectively.

Lemma 1. If sk F, then sk o F for every B-sequence op and every B C G.

Definition 12 (Group accessibility). Let B C G. Let a B-path from w to
v be a sequence of couples (w1, wa), ..., {(Wnp—1,wy) such that w1 = w, w, = v
and every (w;,w;+1) € R(a) for some a € B. Let R(B) (‘B-accessibility’) be a
binary relation on W such that (w,v) € R(B) iff there is a B-path from w to v.

Definition 13 (Truth conditions for common belief). The truth condi-
tions for every Lg-formula are specified by adding the following clause to Def.

¥

- M,w = BgF iff i) M,w |= OgF and i) Rpwv implies M,v = OpF.
Let us close the section by pointing out that two of the well known axioms for
‘common knowledge’ hold also for common belief in the substructural epistemic

setting, if we limit our attention to factive frames (i.e. if we are studying ‘common
true belief” or ‘common knowledge’).

Proposition 5. The following belong to T*(C) for every C:

1. WgF — (F/\DBBF) (‘Mia:’)
2. Bp(F — 0OpF) — (F — ®WRF) (‘Induction’)

However, other standard axioms, such as B pg-closure under Modus Ponens and
p-necessitation, do not hold due to the specifics of the simple O,-belief.
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6 Public Information Introduction

This section investigates into a generalisation of public announcements (not nec-
essarily truthful). If we see formulas as special cases of pieces of information, then
the action of publicly announcing a formula is a special case of publicly intro-
ducing a piece of information. Hence, it is interesting to look at the more general
case.

Definition 14 (The announcement language). Let Al (‘active pieces of in-
formation’) and G (‘agents’) be non-empty sets of labels. Formulas of the an-
nouncement language L; (@, Al) are constructed as follows:

F:=p|-F|FANF|FVF|F—>F|F+ F|O,F|s:F|[+s]F (17)
where p € ¢, a € G and s € Al.

Formulas s : F' are read ‘s corroborates F’ and [+s|F is read ‘F' is the case
after the public introduction of s’. We shall not assume special corroboration
conditions for formulas s : F' and [+s]F

Definition 15 (Information models for the announcement language).
We shall use the models of Def. [] with the proviso that I C Al. Validity of for-
mulas in models, frames and classes of frames is defined in the usual way. Truth
conditions for the ‘basic epistemic fragment’ of the announcement language are
as before (Def. [4)). Moreover:

-MwkEs:FiffseZ and sl F
— M,w = [+s]F iff s € T implies M5, w = F

where
M*s = (W““"'7 RS, Z(Lg)‘*‘“7 AtS, V‘*“"') (18)

such that

- Wt =W, I(Lg)“ = I(Lg) and V14 (p) = V(p) for allp € ®
— RI5(w) = Ro(w) — [S]m for every a,w
— AT (o, w) = Ao, w) U {s} for every o, w

where Ry (w) = {v | Rywv} and [s]m = {w | M,w = =F for some F such that
sk F}.

K*+(C) is the class of Lg—formulas valid in every information C-model for Lg.
TH(C), K4T(C) and S4T(C) are the classes of L§-formulas valid in every factive,
introspective, and factive and introspective C-model for Lg.

‘s corroborates F’ holds in a pointed model only if s is ‘active’ in the model, i.e.
if s € Z C Al. A public introduction of s inserts s into every A(«,w) and ‘cuts
off” the accessibility arrows leading to points where the negation of a formula
corroborated by s holds. Such an introduction is ‘persuasive’ and ‘monotonic’:

1 However, it might be plausible to assume that s - [+t]F iff se t |- F.
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Lemma 2 (Persuasiveness and monotonicity). The following are contained
in K+(C), for every C:

1. s: F — [+s]0,F
2. O F — [+s]0,F

There is a stronger version of information introduction for which these properties
do not hold. It is possible to add the assumption that Cst holds for every ¢ €
AT8(a, w). In other words, we could assume that the introduction of s results in
‘removing’ every t that is not consistent with s from the awareness set. For sake
of simplicity, we shall not discuss this version in more detail here[13

Note that application of the standard ‘reduction-axioms-technique’ is seriously
limited in the substructural epistemic framework. Importantly, there is no hope
of being able to find an equivalent Lg-formula for every L'é'—formula. The reason
is explained by Exam. [% it is possible that there are formulas [+s]F and G such
that [+s]F « G is valid, but O, [+s]F < O,G is not. However, variants of some
of the well-known reduction axioms are still valid.

Proposition 6. The following belong to K¥(C), for every C:

1. 5:G— ([+s]p < p) [+s](F<—> G) < ([+s|F < [+5]G)
2. 5:G = ([+s|-F < —[+s]F) s: G = ([+s]0uF < (s : FV
3. [+s|(FNG) & ([+s]F A[+s]G) DaF))

4. [+s](FV G) < ([+s]F'V [+5]G) 8 s:G— ([+s]t: F <> t: F)

5 [+s](F = G) « ([+s|F — [+s]G)

Notice items 1., 2., 7. and 8.: the antecedent s : GG is necessary, since not every
s is ‘active’ in every model[H To sidestep this, we could narrow our attention
down to models where every piece of mformatlon expressible in the language is
active.

Definition 16 (Full frames). An information frame is Al-full iff T = (Al, A).

Corollary 1. The following are valid in every Al-full information frame:

3. [+s]0F < (s: FVvOLF)
s]=F < —[+s]F 4. [+s]t: F+<t: F

A note on related work. Combinations of public announcements and information-
based epistemic logics are widely studied within dynamic justification logics.
However, there are notable differences between the justification-logic-based

2 However, there is hope that working with both of these versions will yield interesting
results concerning the relation of the present framework to the AGM belief revision
theory, see [2].

13 This fact partly justifies our inclusion of formulas s : F into the announcement
language. The other part of the justification is the fact that without such formulas,
no interesting ‘recursion implication’ for formulas [+s]0qF would be provable.
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approaches and the approach of the present paper. Bucheli et al. [I3J14] and
Renne [27] combine justification logic with announcements, but the latter are
classical formula announcements. Kuznets and Studer [25] combine formula an-
nouncements with evidence introduction, in that the announcement itself is con-
sidered as a new piece of evidence. The rich framework of Baltag et al. [9] deals
with various versions of evidence dynamics, but does so only for the singe-agent
case and the ‘pieces of information’ are considered from the viewpoint of jus-
tification logic, not substructural logic. Apart from the justification-logic-based
approaches, an interesting contribution has been made by van Benthem and
Pacuit [I1], but they construe evidence in terms of sets of possible worlds and
their announcements are formula-based as well.

7 Conclusion

Our primary goal in this paper was to explain that substructural logics are a
natural part of information-based epistemic logic. This observation may stim-
ulate productive collaborations between sub-fields of logic that have perhaps
been thought of as rather remote from one another. The paper is an introduc-
tory outline and, consequently, there are many interesting directions for future
work. First, we plan to concentrate on specific substructural epistemic logics:
to explain their respective philosophical motivations in more detail and to pro-
vide axiomatisations. Second, as the present framework is rather general, its
will be interesting to expound connections to the established formalisms. Third,
the information-introduction-extensions of substructural epistemic logics deserve
systematic attention: sound and complete axiomatisations are a natural goal, as
is establishing connections with the well-known version of dynamic-epistemic
logics. Moreover, there are many other dynamic extensions that have been left
out of the present outline. In addition, it is interesting to dwell upon the ‘philo-
sophical background’ of the present framework: one could formulate different
readings of ‘corroboration’ and ‘piece of information’ and provide various ver-
sions of information-based logics built to fit the different readings. There is hope
that this will result in non-trivial applications of the present framework in epis-
temology.
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Appendix: Proofs of Propositions

This technical appendix contains proofs of some of the Propositions stated in
the paper.

Proof of Prop. [ The implication from right to left is trivial. The converse
implication is easily demonstrated in the usual way. Assume that F is not a
factive frame. Hence, there are o and w such that =R,ww. Since A(o,w) is
non-empty by Def. Bl we may choose an arbitrary s € A(a,w). Now define a
model M built on F such that s IF p, M, w [~ p and Rywv implies M, v |= p for
every v. It is obvious that M (= O,p — p.

Proof of Prop.[§} The implication from right to left is trivial. Again, the converse
implication is easily demostrated in the usual way. Assume that F is not intro-
spective. The assumption entails that 1) there are a, w,v,v" such that R,wv,
Rovv’ and —Ryawv’, or 2) there are o, w,v such that Rowv and A(a,w) €
Ala,v).

Assume 1). Build a model M as follows. Choose an arbitrary s € A(«, w) and
set s Ik p. In addition, set M, u = p for every u such that R,wu and M, v’ & p
for every u' such that R,vu'. It is plain that M, w = O,p — Oa04p.

Now assume 2). There is a s € A(o, w) such that s ¢ A(a,v). Build a model
M as follows. Let tI- piff t € {s'| s C s’} for all t. Moreover, let ¢ I p for every
t € A(a,v). This choice is possible due to (I2)) of Def. [ll Moreover, set M, u = p
for every u such that Rywu. It is plain that M, w £ Oup — O,04p.

Proof of Prop. [l Ttem 1. ®gF obviously entails F' (Def. B [[3] and Prop. B)). It
remains to prove that BgF entails OgBgF'. Now M, w = BpF entails M, w =
O, F for every o € B (Def. [[3]). The latter entails that there is a t € A(a, w)
such that ¢ I- F. Consequently, ¢ I- o F for every B-sequence op (Lem. [I) and
tI-EgF.

Hence, it remains to prove that R,wv and M,w | BgF together imply
M, v | BgF for every v and o € B. Assume to the contrary. The assumption
entails that a) M,v [~ OpF or b) Rpvu and M,u = OpF for some u. How-
ever, both are impossible, since Rgwv and Rpwu: consequently, the assumption
entails that M,v = OgF and M, u = OpF.

Item 2. The proof is virtually identical to the standard inductive proof of
a similar claim in modal-logic-based epistemic logic [I5, p. 37]. Assume that
M,w = Ep(F — OpF) A F. We have to show that M,w |= BEpF, i.e. that
R%wv entails M,v = OpF for every n > 0, where Rywv iff w = v and Rwv
iff v is reachable from w by a B-path of length m. The base case for n = 0 is
trivial. Now assume that the claim holds for a specific m: there is a v such that

Pwvy and M,v = OpF. To prove the claim for m + 1, pick an o« € B and a
u such that R,vu. Now M,v = O,F obviously entails M, u = F. But Rpwu
and, consequently, M, u | F — OgF. Thus, M, u = OpF as desired.
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Proof of Prop. [@ Ttem 1. For every M,w: Mjw = s : G — [+s]p iff (s €
7 and s I G) implies (s € Z and M1, w = p) iff (s € Z and s IF G) implies
(s €Z and M,w = p) iff M,w | s: G — p. By propositional logic, M,w = s:
G — ([+s]p ¢ p), for every M, w.

Item 2. First, let us prove that s : G A —=[+s]F implies [+s]-F. By Def.
05l —[+s|F is equivalent to the conjunction of s € Z and M**,w = —F. The
conjunction implies that s € Z = M™$ w | —F, ie. that M,w | [+s|-F.
The desired result follows by propositional logic. Second, let us prove that s :
G A[+s]—F implies =[+s]|F. The assumption M, w = s : GA[+s]-F is equivalent
to the conjunction of s € Z, s IF G and (s € T = M", w = —F). The
conjunction obviously entails s € Z and M 15, w (£ F, i.e. M, w | —[+s]F.

Items 3. — 6. can be demonstrated by simple propositional reasoning. Item 7.
One half of the result follows from Lemma [2l To prove the second half, assume
that M,w = s: GA—s: FA—-OuF. The first two conjuncts entail that s Iff F.
The third conjunct entails that i) there is a v such that Rowv and M, v |= =F,
or ii) there is no ¢ € A(a, w) such that ¢ I+ F. Assume i). Since s If F, RYwv
for the =F-world v. Consequently, M, w = [+s]0,F. Assume ii). Since, s | F,
there is no ¢’ € A™*(a, w) such that ¢’ I F' and, consequently, M, w (= [+s]0nF.

Item 8. can be proved easily by propositional reasoning and by using the fact
that I(Lg)+S = I(Lg) (Def. IH).
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