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Preface

Working with data is about producing knowledge. Whether that knowledge is con-

sumed by a person or acted on by a machine, our goal as professionals working

with data is to use observations to learn about how the world works. We want to

turn information into insights, and asking the right questions ensures that we’re

creating insights about the right things. The purpose of this book is to help us

understand that these are our goals and that we are not alone in this pursuit.

I work as a data strategy consultant. I help people figure out what problems

they are trying to solve, how to solve them, and what to do with them once the

problems are “solved.” This book grew out of the recognition that the problem of

asking good questions and knowing how to put the answers together is not a new

one. This problem—the problem of turning observations into knowledge—is one

that has been worked on again and again and again by experts in a variety of disci-

plines. We have much to learn from them.

People use data to make knowledge to accomplish a wide variety of things.

There is no one goal of all data work, just as there is no one job description that

encapsulates it. Consider this incomplete list of things that can be made better with

data:

• Answering a factual question

• Telling a story

• Exploring a relationship

• Discovering a pattern

• Making a case for a decision

• Automating a process

• Judging an experiment

vii
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1. See Taxonomy of Data Science by Hilary Mason and Chris Wiggins (http://www.dataists.com/2010/09/

a-taxonomy-of-data-science/) and From Data Mining to Knowledge Discovery in Databases by Usama

Fayyad et al. (AI Magazine, Fall 1996).

Doing each of these well in a data-driven way draws on different strengths and

skills. The most obvious are what you might call the “hard skills” of working with

data: data cleaning, mathematical modeling, visualization, model or graph inter-

pretation, and so on.1

What is missing from most conversations is how important the “soft skills” are

for making data useful. Determining what problem one is actually trying to solve,

organizing results into something useful, translating vague problems or questions

into precisely answerable ones, trying to figure out what may have been left out of

an analysis, combining multiple lines or arguments into one useful result…the list

could go on. These are the skills that separate the data scientist who can take di-

rection from the data scientist who can give it, as much as knowledge of the latest

tools or newest algorithms.

Some of this is clearly experience—experience working within an organization,

experience solving problems, experience presenting the results. But these are also

skills that have been taught before, by many other disciplines. We are not alone in

needing them. Just as data scientists did not invent statistics or computer science,

we do not need to invent techniques for how to ask good questions or organize

complex results. We can draw inspiration from other fields and adapt them to the

problems we face. The fields of design, argument studies, critical thinking, national

intelligence, problem-solving heuristics, education theory, program evaluation,

various parts of the humanities—each of them have insights that data science can

learn from.

Data science is already a field of bricolage. Swaths of engineering, statistics,

machine learning, and graphic communication are already fundamental parts of

the data science canon. They are necessary, but they are not sufficient. If we look

further afield and incorporate ideas from the “softer” intellectual disciplines, we

can make data science successful and help it be more than just this decade’s fad.

A focus on why rather than how already pervades the work of the best data

professionals. The broader principles outlined here may not be new to them, though

the specifics likely will be.
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This book consists of six chapters. Chapter 1 covers a framework for scoping

data projects. Chapter 2 discusses how to pin down the details of an idea, receive

feedback, and begin prototyping. Chapter 3 covers the tools of arguments, making

it easier to ask good questions, build projects in stages, and communicate results.

Chapter 4 covers data-specific patterns of reasoning, to make it easier to figure out

what to focus on and how to build out more useful arguments. Chapter 5 takes a

big family of argument patterns (causal reasoning) and gives it a longer treatment.

Chapter 6 provides some more long examples, tying together the material in the

previous chapters. Finally, there is a list of further reading in Appendix A, to give

you places to go from here.

Conventions Used in This Book

The following typographical convention is used in this book:

Italic

Indicates new terms, URLs, email addresses, filenames, and file extensions.

Safari® Books Online

Safari Books Online is an on-demand digital library that delivers
expert content in both book and video form from the world’s
leading authors in technology and business.

Technology professionals, software developers, web designers, and business

and creative professionals use Safari Books Online as their primary resource for

research, problem solving, learning, and certification training.

Safari Books Online offers a range of product mixes and pricing programs for

organizations, government agencies, and individuals. Subscribers have access to

thousands of books, training videos, and prepublication manuscripts in one fully

searchable database from publishers like O’Reilly Media, Prentice Hall Professio-

nal, Addison-Wesley Professional, Microsoft Press, Sams, Que, Peachpit Press,

Focal Press, Cisco Press, John Wiley & Sons, Syngress, Morgan Kaufmann, IBM

Redbooks, Packt, Adobe Press, FT Press, Apress, Manning, New Riders, McGraw-

Hill, Jones & Bartlett, Course Technology, and dozens more. For more information

about Safari Books Online, please visit us online.
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How to Contact Us

Please address comments and questions concerning this book to the publisher:

O’Reilly Media, Inc.
1005 Gravenstein Highway North
Sebastopol, CA 95472
800-998-9938 (in the United States or Canada)
707-829-0515 (international or local)
707-829-0104 (fax)

We have a web page for this book, where we list errata, examples, and any

additional information. You can access this page at http://oreil.ly/thinking-with-data.

To comment or ask technical questions about this book, send email to book

questions@oreilly.com.

For more information about our books, courses, conferences, and news, see

our website at http://www.oreilly.com.

Find us on Facebook: http://facebook.com/oreilly

Follow us on Twitter: http://twitter.com/oreillymedia

Watch us on YouTube: http://www.youtube.com/oreillymedia
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Scoping: Why Before
How

Most people start working with data from exactly the wrong end. They begin with

a data set, then apply their favorite tools and techniques to it. The result is narrow

questions and shallow arguments. Starting with data, without first doing a lot of

thinking, without having any structure, is a short road to simple questions and

unsurprising results. We don’t want unsurprising—we want knowledge.

As professionals working with data, our domain of expertise has to be the full

problem, not merely the columns to combine, transformations to apply, and models

to fit. Picking the right techniques has to be secondary to asking the right questions.

We have to be proficient in both to make a difference.

To walk the path of creating things of lasting value, we have to understand

elements as diverse as the needs of the people we’re working with, the shape that

the work will take, the structure of the arguments we make, and the process of what

happens after we “finish.” To make that possible, we need to give ourselves space

to think. When we have space to think, we can attend to the problem of why and so

what before we get tripped up in how. Otherwise, we are likely to spend our time

doing the wrong things.

This can be surprisingly challenging. The secret is to have structure that you

can think through, rather than working in a vacuum. Structure keeps us from doing

the first things to cross our minds. Structure gives us room to think through all the

aspects of a problem.

People have been creating structures to make thinking about problems easier

for thousands of years. We don’t need to invent these things from scratch. We can

adapt ideas from other disciplines as diverse as philosophy, design, English com-

position, and the social sciences to make professional data work as valuable as

possible. Other parts of the tree of knowledge have much to teach us.

1
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Let us start at the beginning. Our first place to find structure is in creating the

scope for a data problem. A scope is the outline of a story about why we are working

on a problem (and about how we expect that story to end).

In professional settings, the work we do is part of a larger goal, and so there

are other people who will be affected by the project or are working on it directly as

part of a team. A good scope both gives us a firm grasp on the outlines of the

problem we are facing and a way to communicate with the other people involved.

A task worth scoping could be slated to take anywhere from a few hours with

one person to months or years with a large team. Even the briefest of projects benefit

from some time spent thinking up front.

There are four parts to a project scope. The four parts are the context of the

project; the needs that the project is trying to meet; the vision of what success might

look like; and finally what the outcome will be, in terms of how the organization will

adopt the results and how its effects will be measured down the line. When a prob-

lem is well-scoped, we will be able to easily converse about or write out our thoughts

on each. Those thoughts will mature as we progress in a project, but they have to

start somewhere. Any scope will evolve over time; no battle plan survives contact

with opposing forces.

A mnemonic for these four areas is CoNVO: context, need, vision, outcome.

We should be able to hold a conversation with an intelligent stranger about the

project, and afterward he should understand (at a high level), why and how we

accomplished what we accomplished. Hence, CoNVO.

All stories have a structure, and a project scope is no different. Like any story,

our scope will have exposition (the context), some conflict (the need), a resolution

(the vision), and hopefully a happily-ever-after (the outcome). Practicing telling

stories is excellent practice for scoping data problems.

We will examine each part of the scoping process in detail before looking at a

fully worked-out example. In subsequent chapters, we will explore other aspects of

getting a good data project going, and then we will look carefully at the structures

for thinking that make asking good questions much easier.

Writing down and refining our CoNVO is crucial to getting it straight. Clear

writing is a sign of clear thinking. After we have done the thinking that we need to

do, it is worthwhile to concisely write down each of these parts for a new problem.

At least say them out loud to someone else. Having to clarify our thoughts down to

a few sentences per part is extremely helpful. Once we have them clear (or at least

know what is still unclear), we can go out and acquire data, clarify our understand-

ing, start the technical work, clarify our understanding, gradually converge on
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something smart and useful, and…clarify our understanding. Data science is an

iterative process.

Context (Co)

Every project has a context, the defining frame that is apart from the particular

problems we are interested in solving. Who are the people with an interest in the

results of this project? What are they generally trying to achieve? What work, gen-

erally, is the project going to be furthering?

Here are some examples of contexts, very loosely based on real organizations,

distilled down into a few sentences:

• This nonprofit organization reunites families that have been separated by con-

flict. It collects information from refugees in host countries. It visits refugee

camps and works with informal networks in host countries further from con-

flicts. It has built a tool for helping refugees find each other. The decision mak-

ers on the project are the CEO and CTO.

• This department in a large company handles marketing for a shoe manufac-

turer with a large online presence. The department’s goal is to convince new

customers to try its shoes and to convince existing customers to return again.

The final decision maker is the VP of Marketing.

• This news organization produces stories and editorials for a wide audience. It

makes money through advertising and through premium subscriptions to its

content. The main decision maker for this project is the head of online business.

• This advocacy organization specializes in ferreting out and publicizing corrup-

tion in politics. It is a small operation, with several staff members who serve

multiple roles. They are working with a software development team to improve

their technology for tracking evidence of corrupt politicians.

Contexts emerge from understanding who we are working with and why they

are doing what they are doing. We learn the context from talking to people, and

continuing to talk to them until we understand what their long-term goals are. The

context sets the overall tone for the project, and guides the choices we make about

what to pursue. It provides the background that makes the rest of the decisions

make sense. The work we do should further the mission espoused in the context.

At least if it does not, we should be aware of that.
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New contexts emerge with new partners, employers, or supervisors, or as an

organization’s mission shifts over time. A freelancer often has to understand a new

context with every project. It is important to be able to clearly articulate the long-

term goals of the people we are looking to aid, even when embedded within an

organization.

Sometimes the context for a project is simply our own curiosity and hunger for

understanding. In moderation (or as art), there’s no problem with that. Yet if we

treat every situation only as a chance to satisfy our own interests, we will soon find

that we have passed up opportunities to provide value to others.

The context provides a project with larger goals and helps to keep us on track.

Contexts include larger relevant details, like deadlines, that will help us to prioritize

our work.

Needs (N)

Everyone faces challenges. Things that, were they to be fixed or understood, would

advance the goals they want to reach. What are the specific needs that could be fixed

by intelligently using data? These needs should be presented in terms that are

meaningful to the organization. If our method will be to build a model, the need is

not to build a model. The need is to solve the problem that having the model will

solve.

Correctly identifying needs is tough. The opening stages of a data project are

a design process; we can draw on techniques developed by designers to make it

easier. Like a graphic designer or architect, a data professional is often presented

with a vague brief to generate a certain spreadsheet or build a tool to accomplish

some task. Something has been discussed, perhaps a definite problem has even

been articulated—but even if we are handed a definite problem, we are remiss to

believe that our work in defining it ends there. Like all design processes, we need

to keep an open mind. The needs we identify at the outset and the needs we ulti-

mately try to meet are often not the same.

If working with data begins as a design process, what are we designing? We

are designing the steps to create knowledge. A need that can be met with data is

fundamentally about knowledge, fundamentally about understanding some part of

how the world works. Data fills a hole that can only be filled with better intelligence.

When we correctly explain a need, we are clearly laying out what it is that could be

improved by better knowledge. What will this spreadsheet teach us? What will the

tool let us know? What will we be able to do after making this graph that we could

not do before?
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When we correctly explain a need, we are clearly laying out what it is that

could be improved by better knowledge.

Data science is the application of math and computers to solve problems that

stem from a lack of knowledge, constrained by the small number of people with

any interest in the answers. In the sciences writ large, questions of what matters

within the field are set in conferences, by long social processes, and through slow

maturation. In a professional setting, we have no such help. We have to determine

for ourselves which questions are the important ones to answer.

It is instructive to compare data science needs to needs from other related

disciplines. When success is judged not by knowledge but by uptime or perfor-

mance, the task is software engineering. When the task is judged by minimizing

classification error or regret, without regard to how the results inform a larger dis-

cussion, the task is applied machine learning. When results are judged by the risk

of legal action or issues of compliance, the task is one of risk management. These

are each valuable and worthwhile tasks, and they require similar steps of scoping

to get right, but they are not problems of data science.

Consider some descriptions of some fairly common needs, all ones that I have

seen in practice. Each of these is much condensed from how they began their life:

• The managers want to expand operations to a new location. Which one is likely

to be most profitable?

• Our customers leave our website too quickly, often after only reading one article.

We don’t understand who they are, where they are from, or when they leave,

and we have no framework for experimenting with new ideas to retain them.

• We want to decide between two competing vendors. Which is better for us?

• Is this email campaign effective at raising revenue?

• We want to place our ads in a smart way. What should we be optimizing? What

is the best choice, given those criteria?

And here are some famous ones from within the data world:

• We want to sell more goods to pregnant women. How do we identify them from

their shopping habits?
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• We want to reduce the amount of illegal grease dumping in the sewers. Where

might we look to find the perpetrators?

Needs will rarely start out as clear as these. It is incumbent upon us to ask

questions, listen, and brainstorm until we can articulate them clearly and they can

be articulated clearly back to us. Again, writing is a big help here. By writing down

what we think the need is, we will usually see flaws in our own reasoning. We are

generally better at criticizing than we are at making things, but when we criticize

our own work, it helps us create things that make more sense.

Like designers, the process of discovering needs largely proceeds by listening

to people, trying to condense what we understand, and bringing our ideas back to

people again. Some partners and decision makers will be able to articulate what

their needs are. More likely they will be able to tell us stories about what they care

about, what they are working on, and where they are getting stuck. They will give

us places to start. Sometimes those we talk with are too close to their task to see

what is possible. We need to listen to what they are saying, and it is our job to go

beyond listening and actively ask questions until we can clearly articulate what

needs to be understood, why, and by whom.

Often the information we need to understand in order to refine a need is a

detailed understanding of how some process happens. It could be anything from

how a widget gets manufactured to how a student decides to drop out of school to

how a CEO decides when to end a contract. Walking through that process one step

at a time is a great tactic for figuring out how to refine a need. Drawing diagrams

and making lists make this investigation clearer. When we can break things down

into smaller parts, it becomes easier to figure out where the most pressing problems

are. It can turn out that the thing we were originally worried about was actually a

red herring or impossible to measure, or that three problems we were concerned

about actually boiled down to one.

When possible, a well-framed need relates directly back to some particular ac-

tion that depends on having good intelligence. A good need informs an action rather

than simply informing. Rather than saying, “The manager wants to know where

users drop out on the way to buying something,” consider saying, “The manager

wants more users to finish their purchases. How do we encourage that?” Answering

the first question is a component of doing the second, but the action-oriented for-

mulation opens up more possibilities, such as testing new designs and performing

user experience interviews to gather more data.
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If it is not helpful to phrase something in terms of an action, it should at least

be related to some larger strategic question. For example, understanding how users

of a product are migrating from desktop to mobile versions of a website is useful

for informing the product strategy, even if there is no obvious action to take after-

ward. Needs should always be specified in words that are important to the organi-

zation, even if they’re only questions.

Until we can clearly articulate the needs we are trying to meet, and until we

understand how meeting those specific needs will help the organization achieve its

larger goals, we don’t know why we’re doing what we’re hoping to do. Without that

part of a scope, our data work is mostly going to be fluff and only occasionally

worthwhile.

Continuing from the longer examples, here are some needs that those organ-

izations might have:

• The nonprofit that reunited families does not have a good way to measure its

success. It is prohibitively expensive to follow up with every individual to see if

they have contacted their families. By knowing when individuals are doing well

or poorly, the nonprofit will be able to judge the effectiveness of changes to its

strategy.

• The marketing department at the shoe company does not have a smart way of

selecting cities to advertise to. Right now it is selecting its targets based on

intuition, but it thinks there is a better way. With a better way of selecting cities,

the department expects sales will go up.

• The media organization does not know the right way to define an engaged

reader. The standard web metric of unique daily users doesn’t really capture

what it means to be a reader of an online newspaper. When it comes to opti-

mizing revenue, growth, and promoting subscriptions, 30 different people vis-

iting on 30 different days means something very different from 1 person visiting

for 30 days in a row. What is the right way to measure engagement that respects

these goals?

• The anti-corruption advocacy group does not have a good way to automatically

collect and collate media mentions of politicians. With an automated system

for collecting media attention, it will spend less time and money keeping up

with the news and more time writing it.
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Note that the need is never something like, “the decision makers are lacking in

a dashboard,” or predictive model, or ranking, or what have you. These are potential

solutions, not needs. Nobody except a car driver needs a dashboard. The need is

not for the dashboard or model, but for something that actually matters in words

that decision makers can usefully think about.

This is a point that bears repeating. A data science need is a problem that can

be solved with knowledge, not a lack of a particular tool. Tools are used to accom-

plish things; by themselves, they have no value except as academic exercises. So if

someone comes to you and says that her company needs a dashboard, you need to

dig deeper. Usually what the company needs is to understand how they are per-

forming so they can make tactical adjustments. A dashboard may be one way of

accomplishing that, but so is a weekly email or an alert system, both of which are

more likely to be incorporated into someone’s workflow.

Similarly, if someone comes to you and tells you that his business needs a

predictive model, you need to dig deeper. What is this for? Is it to change something

that he doesn’t like? To make accurate predictions to get ahead of a trend? To au-

tomate a process? Or does the business need to generalize to a new case that’s unlike

any seen in order to inform a decision? These are all different needs, requiring

different approaches. A predictive model is only a small part of that.

Vision (V)

Before we can start to acquire data, perform transformations, test ideas, and so on,

we need some vision of where we are going and what it might look like to achieve

our goal.

The vision is a glimpse of what it will look like to meet the need with data. It

could consist of a mockup describing the intended results, or a sketch of the argu-

ment that we’re going to make, or some particular questions that narrowly focus

our aims.

Someone who is handed a data set and has not first thought about the context

and needs of the organization will usually start and end with a narrow vision. It is

rarely a good idea to start with data and go looking for things to do. That leads to

stumbling on good ideas, mostly by accident.

Having a good vision is the part of scoping that is most dependent on experi-

ence. The ideas we will be able to come up with will mostly be variations on things

that we have seen before. It is tremendously useful to acquire a good mental library

of examples by reading widely and experimenting with new ideas. We can expand

our library by talking to people about the problems they’ve solved, reading books
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on data science or reading classics (like Edward Tufte and Richard Feynman), fol-

lowing blogs, attending conferences and meetups, and experimenting with new

ideas all the time.

There is no shortcut to gaining experience, but there is a fast way to learn from

your mistakes, and that is to try to make as many of them as you can. Especially if

you are just getting started, creating things in quantity is more important than

creating things of quality. There is a saying in the world of Go (the east Asian board

game): lose your first fifty games of Go as quickly as possible.

The two main tactics we have available to us for refining our vision are mockups

and argument sketches.

A mockup is a low-detail idealization of what the final result of all the work

might look like. Mockups can take the form of a few sentences reporting the out-

come of an analysis, a simplified graph that illustrates a relationship between vari-

ables, or a user interface sketch that captures how people might use a tool. A mock-

up primes our imagination and starts the wheels turning about what we need to

assemble to meet the need. Mockups, in one form or another, are the single most

useful tool for creating focused, useful data work (see Figure 1-1).

Figure 1-1. A visual mockup

Mockups can also come in the form of sentences:

Sentence Mockups

The probability that a female employee asks for a flexible schedule is

roughly the same as the probability that a male employee asks for a flexible

schedule.

There are 10,000 users who shopped with service X. Of those 10,000,

2,000 also shopped with service Y. The ones who shopped with service Y

skew older, but they also buy more.
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Keep in mind that a mockup is not the actual answer we expect to arrive at.

Instead, a mockup is an example of the kind of result we would expect, an illustra-

tion of the form that results might take. Whether we are designing a tool or pulling

data together, concrete knowledge of what we are aiming at is incredibly valuable.

Without a mockup, it’s easy to get lost in abstraction, or to be unsure what we

are actually aiming toward. We risk missing our goals completely while the ground

slowly shifts beneath our feet. Mockups also make it much easier to focus in on

what is important, because mockups are shareable. We can pass our few sentences,

idealized graphs, or user interface sketches off to other people to solicit their opin-

ion in a way that diving straight into source code and spreadsheets can never do.

A mockup shows what we should expect to take away from a project. In contrast,

an argument sketch tells us roughly what we need to do to be convincing at all. It

is a loose outline of the statements that will make our work relevant and correct.

While they are both collections of sentences, mockups and argument sketches serve

very different purposes. Mockups give a flavor of the finished product, while argu-

ment sketches give us a sense of the logic behind the solution.

For example, if we want to know whether women and men are equally inter-

ested in flexible time arrangements, there are a few parts to making a convincing

case. First, we need to have a good definition of who the women and men are that

we are talking about. Second, we need to decide if we are interested in subjective

measurement (like a survey), if we are interested in objective measurement (like

the number of applications for a given job), or if we want to run an experiment. We

could post the same job description but only show postings with flexible time to

half of the people who visit a job site. There are certain reasons to find each of these

compelling, ranging from the theory of survey design to mathematical rules for the

design of experiments.

Thinking concretely about the argument made by a project is a valuable tool

for orienting ourselves. Chapter 3 goes into greater depth about what the parts of

an argument are and how they relate to working with data. Arguments occur both

in a project and around the project, informing both their content and their rationale.

Pairing written mockups and written argument sketches is a concise way to get

our understanding across, though sometimes one is more appropriate than the

other. Continuing again with the longer examples:
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Example 1

• Vision: The nonprofit that is trying to measure its successes will get an

email of key performance indicators on a regular basis. The email will con-

sist of graphs and automatically generated text.

• Mockup: After making a change to our marketing, we hit an enrollment

goal this week that we’ve never hit before, but it isn’t being reflected in the

success measures.

• Argument sketch: The nonprofit is doing well (or poorly) because it has

high (or low) values for key performance indicators. After seeing the key

performance indicators, the reader will have a good sense of the state of

the nonprofit’s activities and will be able to adjust accordingly.

Example 2

Here are several ideas for the marketing department looking to target new

cities, depending on the details of the context:

Idea 1

• Vision: The marketing department that wants to improve its targeting

will get a report that ranks cities by their predicted value to the

company.

• Mockup: Austin, Texas, would provide a 20% return on investment

per month. New York City would provide an 11% return on investment

per month.

• Argument sketch: The department should focus on city X, because it

is most likely to bring in high value. The definition of high value that

we’re planning to use is substantiated for the following reasons….

Idea 2

• Vision: The marketing department will get some software that imple-

ments a targeting model, which chooses a city to place advertisements

in. Advertisements will be targeted automatically based on the model,

through existing advertising interfaces.

• Mockup: 48,524 advertisements were placed today in 14 cities. 70% of

them were in emerging markets.
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• Argument sketch: Advertisements should be placed proportional to

their future value. The department should feel confident that this au-

tomatic selector will be accurate without being watched.

Idea 3

• Vision: The marketing department will get a spreadsheet that can be

dropped into the existing workflow. It will fill in some characteristics

of a city and the spreadsheet will indicate what the estimated value

would be.

• Mockup: By inputting gender and age skew and performance results

for 20 cities, an estimated return on investment is placed next to each

potential new market. Austin, Texas, is a good place to target based on

age and gender skew, performance in similar cities, and its total market

size.

• Argument sketch: The department should focus on city X, because it

is most likely to bring in high value. The definition of high value that

we’re planning to use is substantiated for the following reasons….

Example 3

• Vision: The media organization trying to define user engagement will get

a report outlining why a particular user engagement metric is the ideal one,

with supporting examples; models that connect that metric to revenue,

growth, and subscriptions; and a comparison against other metrics.

• Mockup: Users who score highly on engagement metric A are more likely

to be readers at one, three, and six months than users who score highly on

engagement metrics B or C. Engagement metric A is also more correlated

with lifetime value than the other metrics.

• Argument sketch: The media organization should use this particular en-

gagement metric going forward because it is predictive of other valuable

outcomes.

Example 4

• Vision: The developers working on the corruption project will get a piece

of software that takes in feeds of media sources and rates the chances that

a particular politician is being talked about. The staff will set a list of names
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and affiliations to watch for. The results will be fed into a database, which

will feed a dashboard and email alert system.

• Mockup: A typical alert is that politician X, who was identified based on

campaign contributions as a target to watch, has suddenly showed up on

10 news talk shows.

• Argument sketch: We have correctly kept tabs on politicians of interest,

and so the people running the anti-corruption project can trust this service

to do the work of following names for them.

In mocking up the outcome and laying out the argument, we are able to un-

derstand what success could look like. The final result may differ radically from

what we set out to do. Regardless, having a rough understanding at the outset of a

project is important. It is also okay to have several potential threads at this point

and be open to trying each, such as with the marketing department example. They

may end up complementing each other.

The most useful part of making mockups or fragments of arguments is that

they let us work backward to fill in what we actually need to do. If we’re looking to

send an email of key performance indicators, we’d better come up with some to put

into the email. If we’re writing a report outlining why one engagement metric is

the best and tying it to a user valuation model, we need to come up with an en-

gagement metric and find or develop a user valuation model. The pieces start to

fall into place.

At the end of everything, the finished work will often be fairly simple. Because

of all of the work done in thinking about context and need, generating questions,

and thinking about outcomes, our work will be the right kind of simple. Simple

results are the most likely to get used.

Because of all of the work done in thinking about context and need, gen-

erating questions, and thinking about outcomes, our work will be the right

kind of simple.

They will not always be simple, of course. Having room to flesh out complicated

ideas is part of the point of thinking so much at the outset. When our work is

complicated, we will benefit even more from having thought through some of the

parts first.
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When we’re having trouble articulating a vision, it is helpful to start getting

something down on paper or out loud to prime our brains. Drawing pretend graphs,

talking through examples, making flow diagrams on whiteboards, and so on, are

all good ways to get the juices flowing.

Outcome (O)

We need to understand how the work will actually make it back to the rest of the

organization and what will happen once it is there. How will it be used? How will

it be integrated into the organization? Who will own its integration? Who will use

it? In the end, how will its success be measured?

If we don’t understand the intended use of what we produce, it is easy to get

lost in the weeds and end up making something that nobody will want or use.

What’s the purpose of all this work if it does nobody any good?

The outcome is distinct from the vision; the vision is focused on what form the

work will take at the end, while the outcome is focused on what will happen when

we are “done.” Here are the outcomes for each of the examples we’ve been looking

at so far:

• The metrics email for the nonprofit needs to be set up, verified, and tweaked.

Sysadmins at the nonprofit need to be briefed on how to keep the email system

running. The CTO and CEO need to be trained on how to read the metrics

emails, which will consist of a document written to explain it.

• The marketing team needs to be trained in using the model (or software) in

order to have it guide their decisions, and the success of the model needs to be

gauged in its effect on sales. If the result ends up being a report instead, it will

be delivered to the VP of Marketing, who will decide based on the recommen-

dations of the report which cities will be targeted and relay the instructions to

his staff. To make sure everything is clear, there will be a follow-up meeting

two weeks and then two months after the delivery.

• The report going to the media organization about engagement metrics will go

to the head of online business. If she signs off on its findings, the selected user

engagement metric will be incorporated by the business analysts into the per-

formance measures across the entire organization. Funding for existing and

future initiatives will be based in part on how they affect the new engagement

metric. A follow-up study will be conducted in six months to verify that the new

metric is successfully predicting revenue.
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• The media mention finder needs to be integrated with the existing mention

database. The staff needs to be trained to use the dashboard. The IT person

needs to be informed of the existence of the tool and taught how to maintain

it. Periodic updates to the system will be needed in order to keep it correctly

parsing new sources, as bugs are uncovered. The developers who are doing the

integration will be in charge of that. Three months after the delivery, we will

follow up to check on how well the system is working.

Figuring out what the right outcomes are boils down to three things. First, who

will have to handle this next? Someone else is likely to have to interpret or imple-

ment or act on our work. Who are they, what are their requirements, and what do

we need to do differently from our initial ideas to address their concerns?

Second, who or what will handle keeping this work relevant, if anyone? Do we

need to turn our work into a piece of software that runs repeatedly? Will we have

to return in a few months? More often than not, analyses get re-run, even if they

are architected to be run once.

Third, what do we hope will change after we have finished the work? Note again

that “having a model” is not a suitable change; what in terms that matter to the

partners will have changed? How will we verify that this has happened?

Thinking through the outcome before embarking on a project, along with

knowing the context, identifying the right needs, and honing our vision, improves

the chance that we will do something that actually gets used.

Seeing the Big Picture

Tying everything together, we can see that each of these parts forms a coherent

narrative about what we might accomplish by working with data to solve this

problem.

First, let’s see what it would look like to sketch out a problem without much

structured thinking:

We will create a logistic regression of web log data using SAS to find

patterns in reader behavior. We will predict the probability that

someone comes back after visiting the site once.

Compare this to a well-thought-out scope:

SCOPING: WHY BEFORE HOW | 15



This media organization produces news for a wide audience. It

makes money through advertising and premium subscriptions to its

content. The person who asked for some advice is the head of online

business.

This organization does not know the right way to define an engaged

reader. The standard web metric of unique daily users doesn’t really

capture what it means to be a reader of an online newspaper. When

it comes to optimizing revenue, growth, and promoting subscrip-

tions, 30 different people visiting on 30 different days means some-

thing very different from 1 person visiting for 30 days in a row. What

is the right way to measure engagement that respects these goals?

When this project is finished, the head of online business will get a

report outlining why a particular user engagement metric is the ideal

one, with supporting examples; models that connect that metric to

revenue, growth, and subscriptions; and a comparison against other

metrics.

If she signs off on its findings, the selected user engagement metric

will be incorporated into the performance measures across the en-

tire organization. Institutional support and funding for existing and

future initiatives will be based in part on how they affect the new

engagement metric. A follow-up study will be conducted in six

months to verify that the new metric is successfully predicting rev-

enue, growth, and subscription rates.

A good story about a project and a good scope of a project are hard to tell apart.

It is clear that at the outset, we do not actually know what the right metric will

be or even what tools we will use. Focusing on the math or the software at the

expense of the context, need, vision, and outcome means wasted time and energy.
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What Next?

With a basic understanding of the four areas of a project scope (context, needs,

vision, and outcome), we turn our attention to filling in the details of the project.

By thinking deeply before digging into the data, we maximize our chances of doing

something useful as opposed to simply the first things that come to mind.

Working with data is a process that you lose yourself in. There is a natural

tension between going into exploration as quickly as possible and spending more

time thinking and planning up front. When balanced properly, they are mutually

beneficial. However, diving in quickly and getting lost in the data exerts a natural

siren song on those of us who work with data professionally. It takes effort and

patience to put time into thinking up front, but it is effort that is duly rewarded.

Before we start down rabbit holes that may or may not take us somewhere

useful, and after we have a rough project scope, we need to take some more steps

to clarify the details of the problem we are working on. That process is the focus of

this chapter. This includes important discussions with decision makers and im-

plementers, figuring out how to define key terms, considering what arguments we

might make, posing open questions to ourselves, and deciding in what order to

pursue different ideas.

There is no particular order to these steps. A project might be so simple that

every area is obvious and we don’t need to engage with anybody else or do any more

thinking before we dive into the data work. This is rare. More than likely, there will

be things that need clarification in our own heads (and in the minds of others) to

avoid wasted effort.

It’s possible to know everything you need to know for a small, personal project

before you even begin. Larger projects, which are more likely to cause something

important to change, always have messier beginnings. Information is incomplete,

expectations are miscalibrated, and definitions are too loose to be useful. In the

same way that the nitty-gritty of data science presumes messier data than is given

for problems in a statistics course, the problem definition for large, applied prob-

lems is always messier than the toy problems we think up ourselves.
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As we move on to the rest of the project, it’s critical to remember to take careful

notes along the way. There are minor intellectual and technical decisions made

throughout a project that will be crucial in writing the final documentation. Having

a final, written version of the work we do means a much greater chance to reproduce

our work again months or years down the line. It also means we are more likely to

catch our own errors as we put our ideas down into words.

Refining the Vision

The vision we expressed in our first pass at a scope is often sufficient to get started,

but not complete enough to guide our actions.

We refine our vision by improving our intuition about the problem. We im-

prove our intuition by talking to people, trying out ideas, gathering questions, and

running simple experiments. We want to spend time up front maximizing our

understanding. It pays to make our early work investigative rather than definitive.

Pointed questions explore the limits of our current knowledge, and focusing

on question generation is a good use of time. Good questions also offer up new

ways to frame a problem. At the end of the day, it is usually how we frame the

problem, not the tools and techniques that we use to answer it, that determine how

valuable our work is.

Some of these questions will be preliminary and serve to illustrate the breadth

of the problem, such as knowing whether there are ten thousand or ten million

purchases per month to study. Others will form the core of the work we are looking

to undertake, such as how exactly those purchases are related over time for the same

customer.

One technique for coming up with questions is to take a description of a need

or of a process that generated our data and to ask every question that we can think

of—this is called kitchen sink interrogation. In a kitchen sink interrogation, we are

generating questions, not looking for answers. We want to get a sense of the lay of

the land. A few minutes up front can save days or weeks down the line.

If our customers leave our website too quickly, why do they leave? What does

it mean to leave? At what points do they leave? What separates the ones who leave

from the ones who stay? Are there things that we have done before that have

changed customer behavior? Are there quick things we can try now? How do we

know what their behavior is? How reliable is that source? What work has already

been done on this problem?

If we’re trying to understand user engagement, what metrics are already being

used? Where do they break down? What are they good at predicting? What are some
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alternative metrics that we haven’t looked at yet? How will we validate what a good

metric is? By collecting questions with a kitchen sink interrogation, we start to get

a sense for what is known and what is unknown.

Another technique, working backward, starts from the mockups or argument

sketches and imagines each step that has to be achieved between the vision and

where we are right now. In the process of working backward, we kick up a number

of questions that will help to orient us. When we’re lucky, we will figure out that a

certain task is not feasible long before we’ve committed resources to it.

The same techniques discussed in Chapter 1 do not go away once we have a

basic sense of the vision. Mockups and argument sketches are continuously useful.

Having a clear vision of what our goal looks like—whether it’s in the form of a

sentence describing what we would learn or a hand-drawn sketch of a graph—is

incredibly instructive in its production and a wonderful guiding light when we are

deep in the trenches. Having a clear idea of what numbers we expect to come out

of a process before we start it also means that we will catch errors right away.

We can also borrow tactics that we used to refine needs. Walking through a

scenario or roleplaying from the perspective of the final consumer is a good way to

catch early problems in our understanding of what we are aiming at. If we are

producing a map or a spreadsheet or an interactive tool, there is always going to be

someone on the other side. Thinking about what their experience will be like helps

keep us focused.

Once results start to come in, in whatever form makes sense for the work we

are doing, it pays to continually refer back to this early process to see if we are still

on track. Do these numbers make sense? Is the scenario we envisioned possible?

Techniques for refining the vision

Interviews

Talk to experts in the subject matter, especially people who work on a

task all the time and have built up strong intuition. Their intuition may

or may not match the data, but having their perspective is invaluable

at building your intuition.

Rapid investigation

Get order of magnitude estimates, related quantities, easy graphs, and

so on, to build intuition for the topic.
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Kitchen sink interrogation

Ask every question that comes to mind relating to a need or a data

collection process. Just the act of asking questions will open up new

ideas. Before it was polluted as a concept, this was the original mean-

ing of the term brainstorming.

Working backward

Start from the finished idea and figure out what is needed immediately

prior in order to achieve the outcome. Then see what is prior to that,

and prior to that, and so on, until you arrive at data or knowledge you

already have.

More mockups

Drawing further and more well-defined idealizations of the outcome

not only helps to figure out what the actual needs are, but also more

about what the final result might look like.

Roleplaying

Pretend you are the final consumer or user of a project, and think out

loud about the process of interacting with the finished work.

Deep Dive: Real Estate and Public Transit

An extended example will be instructive. Suppose that a firm in New York that

controls many rental properties is interested in improving its profitability on apart-

ment buildings it buys. It considers itself a data-driven company, and likes to un-

derstand the processes that drive rental prices. It has an idea that public transit

access is a key factor in rental prices, but is not sure of the relationship or what to

do with it.

We have a context (a data-driven New York residential real estate company) and

a vague need (it wants to somehow use public transit data to improve its under-

standing of rental prices). After some deep conversation, and walking through sce-

narios of what it might do if it understood how transit access affects rental prices,

it turns out the company actually has several specific needs.

First and simplest, it wants to confirm its hunch that rental prices are heavily

dependent on public transit access in New York. Even just confirming that there is

a relationship is enough to convince the company that more work in this area is

warranted. Second, it wants to know if some apartments may be under- or over-

priced relative to their worth. If the apartments are mispriced, it will help the
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company set prices more effectively, and improve profitability. And third, the com-

pany would love to be able to predict where real estate prices are heading.

Note that the latter two needs did not mention public transit data explicitly. It

may turn out in the process of working with this data that public transit data isn’t

useful, but all the other data we dig up actually is! Will the real estate company be

disappointed? Certainly not. Public transit data will be the focus of our work, but

the goal isn’t so much to use public transit data as it is to improve the profitability

of the company. If we stick too literally to the original mandate, we may miss op-

portunities. We may even come up with other goals or opportunities in the course

of our analyses.

Before we go too far, what is our intuition telling us? Knowing the subject

matter, or talking to subject matter experts, is key here. Reading apartment adver-

tisements would be a good way to build up an understanding of what is plausible.

Apartment prices probably are higher close to transit lines; certainly listings on real

estate websites list access to trains as an amenity. Putting ourselves in the shoes of

someone getting to work, we can realize that the effect likely drops off rapidly,

because people don’t like to walk more than 10 or 15 minutes if they can help it.

The effects are probably different in different neighborhoods and along different

transit lines, because different destinations are more interesting or valuable than

others.

Moving on to the vision, we can try out a few ideas for what a result would look

like. If our final product contained a graph, what would it be a graph of? Roughly

speaking, it would be a graph of “price” against “nearness to transit,” with price

falling as we got farther away from transit. In reality it would be a scatterplot, but

drawing a line graph is probably more informative at this stage. Actually sketching

a mockup of a basic graph, with labels, is a useful exercise (Figure 2-1).

Figure 2-1. Mockup graph

We can recognize from this that we will need some way to define price and

proximity. This presentation is probably too simple, because we know that the
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relationship likely depends on other factors, like neighborhood. We would need a

series of graphs, at least. This could be part of a solution to the first two needs,

verifying that there is a strong relationship between public transit and the housing

market, and trying to predict whether apartments are under- or overpriced.

Digging into our experience, we know that graphs are just one way to express

a relationship. Two others are models and maps. How might we capture the relevant

relationships with a statistical model?

A statistical model would be a way to relate some notion of transit access to

some notion of apartment price, controlling for other factors. We can clarify our

idea with a mockup. The mockup here would be a sentence interpreting the hypo-

thetical output. Results from a model might have conclusions like, “In New York

City, apartment prices fall by 5% for every block away from the A train, compared

to similar apartments.” Because we thought about graphs already, we know that

one of the things we will need to control for in a model is neighborhood and train

line. A good model might let us use much more data. For example, investigating

the government data archives on this topic reveals that turnstile data is freely avail-

able in some cities.

A model has the potential to meet all three of our needs, albeit with more effort.

Model verification would let us know if the relationship is plausible, outlier detec-

tion would allow us to find mispriced apartments, and running the model on fake

data would allow us to predict the future (to some extent). Each of these may require

different models or may not be plausible, given the data that is available. A model

might also support other kinds of goals—for example, if we wanted to figure out

which train line had the largest effect on prices.

If our vision is a transit map, it would be a heat map of apartment prices, along

with clearly marked transit lines and probably neighborhood boundaries. There

would need to be enough detail to make the city’s layout recognizable. Depending

on the resolution of the map, this could potentially meet the first two needs (making

a case for a connection and finding outliers) as well, through visual inspection. A

map is easier to inspect, but harder to calibrate or interpret.

Each has its strengths and weaknesses. A scatterplot is going to be easy to make

once we have some data, but potentially misleading. The statistical model will col-

lapse down a lot of variation in the data in order to arrive at a general, interpretable

conclusion, potentially missing interesting patterns. The map is going to be limited

in its ability to account for variables that aren’t spatial, and we may have a harder

time interpreting the results. Each would lend itself to a variety of arguments.

22 | THINKING WITH DATA



What we finally end up with will probably be more complicated than the basic

things we outline here. There may actually be a combination of two or all three of

these, or some output we haven’t considered yet; maybe a website that the firm can

use to access the model predictions with a few knobs to specify apartment details,

or a spreadsheet that encodes a simple model for inclusion in other projects. Any

graph, model, or map we make for this project will depend on additional bits of

analysis to back up their conclusions.

Another way to explain this process is to say that we begin with strong as-

sumptions and slowly relax them until we find something we can actually achieve.

A graph of price against proximity, or a user interface with two buttons, is almost

certainly too simple to be put into practice. To make such a project work requires

much stronger assumptions that we can make in practice. That shouldn’t stop us

from trying to express our ideas in this kind of clean way. Sometimes the details,

even when they take up most of our time, are only epicycles on top of a larger point

that we will be worse off if we forget.

Don’t forget the utility of a few concrete examples in spurring the imagination.

Before building a map, we should try plugging a few intersections into real estate

websites to get a feel for how the aspects of homes might vary with distance and

price. The same goes for reading classifieds. There may be entire aspects of apart-

ments that were not obvious at first glance, like proximity to highly regarded

schools, that will be mentioned in the apartment description and could have a huge

effect on price. Always seek to immerse yourself in some particular examples, even

if it just means reading the first 10 or 20 lines of a table in depth before building a

model.

Always seek to immerse yourself in some particular examples, even if it just

means reading the first ten or twenty lines of a table in depth before building

a model.

Deep Dive Continued: Working Forward

Having imagined the end of our work, it is helpful to think about what kind of data

is appropriate for defining the variables. Having spread our wings, it is time to get

a little realistic and start working forward from what we have.

What will we use for apartment prices? It is common in the real estate industry

to use price per square foot, to normalize against differences in apartment size.

Finding historical price-per-square-foot data across an entire city may be as simple
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as purchasing a database, or it could be a much more involved process of connecting

public and private data together.

And what is transit access? Note that, despite the easy way we were able to draw

that initial graph, it is not clear at first blush how to even define the term transit

access! A little kitchen sink interrogation is useful here.

First, what is transit? The initial conversation was sparked from subway lines.

Do buses count? Bus access will be much harder to show on a map than train access,

but buses are a necessity in areas that are less well connected to trains. Knowing

where the company actually operates might be useful here. How long do people

actually walk? Where do people in each neighborhood actually go? Is that informa-

tion available? Are there people we could talk to about getting end-to-end transit

data, maybe from existing surveys? Could employment records be useful?

“Transit access” itself could be about walking distance to train or bus lines, or

it could be about average travel time from a point to important landmarks, like the

Empire State Building or Wall Street in New York City. Which one we pick will

make a big difference!

In refining the vision we can also recognize that this is a causal question of

sorts (how much does being near a subway station increase prices compared to an

identical apartment that was farther away?), and therefore calls for a causal argument

pattern. Chapters 4 and 5 cover argument patterns in detail, but for our purposes

we can recognize that we will, at a minimum, need to acquire additional informa-

tion to help distinguish the effect of proximity to transit from, say, higher prices on

more luxurious apartments. More luxurious apartments may have been built closer

to the subway to take advantage of the better location, and so on.

Further refining the vision, we know that apartment prices will be a continuous

variable, neighborhood will probably be an important confounder, and each transit

line will probably contribute a different amount. We will need locations of apart-

ments and transit stops, information on subways accessed by each stop, and, if we

build a model, a reasonable distance or travel time function to tie things together.

If we want to understand how these things change over time, we will need not only

a snapshot, but also a historical record. The breadth of making a full model starts

to become clear in a way it might not have been at the start.

At this stage we may become aware of the limitations we are likely to face. It

will probably be hard to encode an “apartment quality” measure. A proxy metric,

like some sense of how recently or frequently an apartment was refurbished, re-

quires additional data like city records. Our results may be hard to interpret without

a great deal of work, but it may be good enough for our needs. And if we want to
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understand historical relationships between transit connectivity and apartment

prices, we have to figure out how far back to go and how to handle the additional

complexities inherent in working with time data.

Thinking hard about the outcome can clear this up. What will be different after

we are done? Might the easiest need be sufficient for now? A more purely obser-

vational study would be fine. Or might there be enough buy-in to get this work

widely used within the firm? And is the time component really that valuable? Each

of these goals is different, the arguments that are needed are different, and they

will call for different levels of investment of time and energy. If we don’t think about

how the work will be used after we finish, we may end up working on something

pointless.

Who will maintain this work after we finish? Keeping a map up-to-date is

probably easier than a model with a dozen separate data sources. Are all the sources

we are interested in available programmatically, or would we have to take weeks of

time to get them again next year?

How will we know if we have done a good job? How do we cross-check our

results? For example, we could look at how quickly or slowly each apartment was

rented, as a way of verifying that we predicted over- or underpricing correctly. Nat-

urally, this is complicated by the speed with which the rental market moves in a big

city, but it is worth a thought nevertheless.

Deep Dive Continued: Scaffolding

Having elaborated our vision and what the pieces are that we plan to work with, the

next step is to consider our project’s scaffolding. How can we go about our tasks so

that at each step we can evaluate what is taking shape and see if we need to change

direction? We want to avoid looking back in horror at having wasted our time on

something useless.

Especially at the beginning, we want to find things to do that will be fast and

informative. The simple truth is that we don’t know in advance what will be the

right things to pursue; and if we knew that already, we would have little need for

our work. Before we do anything slow, or only informative at the margins, we want

to focus on building intuition—and eventually that means poking around with data.

If we have already collected some data, simple tabulations, visualizations, and

reorganized raw data are the best way to quickly build intuition. Just combining

and slicing various relevant data sets can be very informative, as long as we do not

get stuck on this as our main task.
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Models that can be easily fit and interpreted (like a linear or logistic model), or

models that have great predictive performance without much work (like random

forests), serve as excellent places to start a predictive task. Using a scatterplot of

latitude and longitude points as a first approximation map is a great way to start a

geospatial project. And so on.

It is important, though, to not get too deep into these exploratory steps and

forget about the larger picture. Setting time limits (in hours or, at most, days) for

these exploratory projects is a helpful way to avoid wasting time. To avoid losing

the big picture, it also helps to write down the intended steps at the beginning. An

explicitly written-down scaffolding plan can be a huge help to avoid getting sucked

deeply into work that is ultimately of little value. A scaffolding plan lays out what

our next few goals are, and what we expect to shift once we achieve them.

It also helps when we understand the argument or arguments we are looking

to make. Understanding the outline of our argument will lead us to discover which

pieces of analysis are most central. Chapter 3 discusses the details of arguments,

including transformation, evidence, justifications, and arranging claims. These let

us solve potentially complicated needs with data. With a sketch of the argument in

place, it is easier to figure out the most central thing we need to work on. The easiest

way to perform this sketching is to write out our ideas as paragraphs and imagine

how we will fill in the details.

In the case of the apartment prices and public transit, finding or plotting a map

of apartment prices next to a base layer of transit connections is probably the easiest

thing to do first. By looking at the map, we can see whether such a relationship

seems plausible, and start to gain intuition for the problem of making scatterplots

or building a model.

Building exploratory scatterplots should precede the building of a model, if for

no reason other than to check that the intuition gained from making the map makes

sense. The relationships may be so obvious, or the confounders so unimportant,

that the model is unnecessary. A lack of obvious relationships in pairwise scatter-

plots does not mean that a model of greater complexity would not be able to find

signal, but if that’s what we’re up against, it is important to know it ahead of time.

Similarly, building simple models before tackling more complex ones will save us

time and energy.

Scaffolding is the art of prioritizing our aims and not going too far down that

rabbit hole. How can we proceed in a way that is as instructive as possible at every

step?
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Verifying Understanding

In any scaffolding plan, it is important to build in explicit checks with the partners

or decision makers to ensure that we understand their needs properly. It keeps us

focused, and it builds trust. It is better to overcommunicate, especially with new

partners, than it is to assume that we are on the same page for a week only to find

we have built something pointless.

Find a convenient medium and explain the partners’ needs back to them, ask-

ing if you have understood things properly. Mention generally what your thoughts

are around your vision, such as the form that the results would take, without going

into too much detail. The goal is conceptual agreement, not a detailed critique of

the project, unless they are data-savvy and particularly interested. The details will

evolve throughout the project anyway.

Explicitly ask them if they agree that you have understood what they are looking

for, and if they have any more questions. You should feel confident that you are

doing something that they will use. This doesn’t need to be a formal meeting; it

can often be accomplished with a quick conversation.

If one or more people will be needed to implement the final work, talk to them

and make sure that their requirements are being represented. If someone else will

be installing a script we create into production software, who will be in charge of

cleaning it up and keeping it running? Talk to them and make sure that you un-

derstand what they need.

We will go through basically the same process on a regular basis for large

projects, and at least when all the work is done for a project of any size, so pay

attention to how these discussions go.

Partners and decision makers often have intuitive understandings of the pro-

cesses they are looking to understand better, or at least have some idea of what

concrete examples of what they’re interested in will look like. Intuition like that is

invaluable, and should never be overlooked. Spending lots of time talking to people

who deal with a process is a smart way to get the intuition needed to build a data-

based argument that can create real knowledge.

We know that we have grasped the problem well when we can explain our

strategy to these partners in terms that matter to them (even if they have no knowl-

edge of data science), and we receive back enthusiastic understanding.
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Getting Our Hands Dirty

Once we have data, we may find that our initial ideas were wrong or that the need

can be met even more easily than we thought. Regardless, thinking explicitly before

we dive into them will make what we do far more productive.

We need to spend time data gathering: actually acquiring the data we will need.

This step might be easy, or it may take a long time. We might have one database

or API call, or we may need to strategize about how to store all the data we will

require. We may need to contact people in positions of authority in order to acquire

data. We may need to make trade-offs of accuracy against price or time to acquire

new data.

Once some data is gathered, we can begin the transformations. We usually put

raw data into a common format, then transform the data into graphs, models,

tables, and summaries that can serve as evidence for a larger argument. These steps

can take the longest amount of time. As part of the scaffolding, we should plan to

start with easy transformations (like exploratory graphs or summary statistics) and

then easy models, before moving on to more sophisticated or complicated models.

Often, easy transformations will serve well enough to make a valid argument and

additional work is not necessary.

Once the data is transformed and ready to serve as evidence, we can evaluate

the strength of our arguments. By updating the few paragraphs we wrote out at the

beginning with new information, we will know if what we have done fits into the

larger goal or not. Is there another thing we forgot to justify or that we need to

explore? Do we need to continue on to make a more complicated model? Are there

alternative interpretations of what we have found that require us to find something

else to help us decide between them? Does this argument even make any sense,

given the data we have collected?

Say, for example, that we’re outlining our argument to ourselves after collecting

public transit and apartment price, and we realize that we’re not sure if we have an

unbiased sample of apartments. We have choices; do we want to acknowledge that

bias and claim the conclusions to be more limited? Or do we perhaps want to make

an argument as to why the data we have is actually representative of the city as a

whole? We might find that most apartments are actually listed on Craigslist, or that,

for the demographic that will be interested in using this information, nearly all

apartments are listed on Craigslist. Strong arguments will rarely consist only of a

single piece of evidence, though other strands of the arguments around them may

be implied or gestured at.
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After we have arrived at a useful point, we can arrange the results into a pleasing

form, keeping in mind the needs of our audience. Will we only show the most

damning graph, or does it make more sense to present a chorus of models and

summaries? Should we present a series of claims each chained to another, or

present a number of claims in parallel? If we’re building a tool, which things should

be optional and which fixed? If we’re writing a narrative, which examples should

we use to reinforce our point?

Finally, we need to present what we’ve done. The actual written copy, the final

form of the graphs, the neat table, the interactive tool with a carefully designed UI

—these are all part of having a good presentation. Presentation matters tremen-

dously. At the very least, there are genre conventions in every field that are worth

following in order to be taken seriously; tone is important in presentation. Highly

polished, beautiful graphics may be considered fussy in an academic setting, but

are necessary for an earnings report for a design company. A very abstract problem

presentation is inappropriate for a board meeting, but useful for demonstrating a

technique to colleagues. And so on.

As in any creative field, working with data is not a linear process where we

proceed from a grand statement of the problem at hand and gradually fill in the

pieces until we are satisfied. Sometimes we are lucky and problems flow like that,

but more often (and more interestingly), there is an interplay of clarification and

action that slowly brings us to a better place than where we started.
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Arguments

Data consists of observations about the world—records in a database, notes in a

logbook, images on a hard drive. There is nothing magical about them. These ob-

servations may prove useful or useless, accurate or inaccurate, helpful or unhelpful.

At the outset, they are only observations. Observations alone are not enough to act

on. When we connect observations to how the world works, we have the opportunity

to make knowledge. Arguments are what make knowledge out of observations.

There are many kinds of knowledge. Sometimes we have an accurate, unim-

peachable mental model of how something works. Other times we have an under-

standing that is just good enough. And other times still, the knowledge is not in a

person at all, but in an algorithm quietly puzzling out how the world fits together.

What concerns us in working with data is how to get as good a connection as pos-

sible between the observations we collect and the processes that shape our world.

Knowing how arguments work gives us special powers. If we understand how

to make convincing arguments, we can put tools and techniques into their proper

place as parts of a whole. Without a good understanding of arguments, we make

them anyway (we cannot help ourselves, working with data), but they are more likely

to be small and disconnected.

By being aware of how arguments hang together, we can better:

• Get across complicated ideas

• Build a project in stages

• Get inspiration from well-known patterns of argument

• Substitute techniques for one another

• Make our results more coherent

• Present our findings

• Convince ourselves and others that our tools do what we expect
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Thinking explicitly about arguments is a powerful technique, with a long his-

tory in philosophy, law, the humanities, and academic debate. It is a more fleshed-

out example of using a structure to help us think with data. Thinking about the

argument we are making can come into play at any point in working with a problem

—from gathering ideas at the very beginning, to ensuring that we are making sense

before releasing something into the wild.

Audience and Prior Beliefs

Only in mathematics is it possible to demonstrate something beyond all doubt.

When held to that standard, we find ourselves quickly overwhelmed.

Our ideal in crafting an argument is a skeptical but friendly audience, suitable

to the context. A skeptical audience is questioning of our observations, not swayed

by emotional appeals, but not so skeptical as to be dismissive. The ideal audience

is curious; humble, but not stupid. It is an idealized version of ourselves at our best,

intelligent and knowledgeable but not intimately familiar with the problem at hand.

With the skeptical ideal in mind, it becomes easier to make a general argument,

but it is also easier to make an argument to a specific audience. After making an

argument for an ideal audience, it is easy to remove some parts and emphasize

others to meet the needs of one or more particular audiences. Simplifying or ex-

panding on certain things for an audience is fine, but lying is not. Something that

good data work inherits from the scientific method is that it is bad form to cheat

by preying on gullibility or ignorance. It is bad form, and in the long run it will

cause the ruin of a business (or maybe a civilization).

An argument moves from statements that the audience already believes to

statements they do not yet believe. At the beginning, they already agree with some

statements about the world. After they hear the argument, there are new statements

they will agree to that they would not have agreed to before. This is the key insight

as to how an argument works—moving from prior belief to new belief to establish

knowledge in a defensible way.

No audience, neither our ideal nor a real one, is 100% skeptical, a blank slate

that doesn’t already believe something. Many things are already background knowl-

edge, taken for granted. Consider an argument that a rocket is safe to launch. There

are certain statements that any reasonable audience will take for granted. The laws

of physics aren’t going to change mid-flight. Neither will multiplication tables.

Whether those laws and our understanding of metallurgy and aerodynamics will

result in a safe launch requires an argument. The background knowledge of the

equations of motion and laws of chemistry do not.
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1. Volume 1 of Principia Mathematica by Alfred North Whitehead and Bertrand Russell (Cambridge Uni-

versity Press, page 379). The proof was actually not completed until Volume 2.

Most of the prior beliefs and facts that go into an argument are never explicitly

spelled out. To explicitly spell out every facet of an argument is silly. Russell and

Whitehead famously took 379 pages to set up the preliminaries for the proof that

1+1=21. If the audience lacks some knowledge, either because of ignorance or rea-

sonable doubt, it is important to be able to provide that (while not going overboard).

Prior belief, knowledge, and facts extend to more than just scientific laws. Au-

diences have dense webs of understanding that pre-date any argument presented

to them. This collection of understanding defines what is reasonable in any given

situation.

For example, one not-so-obvious but common prior belief is that the data in an

argument comes from the same source that the arguer says it does. This is typically

taken for granted. On the other hand, there may have been corruptions in what was

collected or stored, or an intruder may have tampered with the data. If these would

be reasonable possibilities to our skeptical audience (say the analysis involves an

experimental sensor, or the audience is full of spooks), then any argument will need

to address the question of validity before continuing. There needs to be something

that the audience is tentatively willing to agree to, or else there is no way forward.

The algebra or mathematical theory behind specific techniques constitute an-

other kind of common prior knowledge. Most arguments can safely avoid discus-

sing these. Some real audiences may need their hand held more than others, or

will be at our throats for execution details. But for the most part, the details of

techniques are safely thought of as background knowledge.

Another source of prior or background knowledge is commonly known facts.

Chicago is a city in the United States of America, which is a nation-state in the

Northern Hemisphere on Earth, a planet. When it is necessary to compare Chicago

to the whole US, their explicit relationship is rarely brought up. Of course, what is

commonly understood varies by the actual audience. If the audience is in India, the

location of Chicago in America may be an open issue. At that point, the audience

will believe the atlas, and we’ll be back to something that is commonly accepted.

“Wisdom” is also taken for granted in many arguments. When I worked at an

online dating site, it was commonly taken for granted in internal discussions that

men are more likely to send messages to women than the other way around. It was

something that we had verified before, and had no reason to think had changed

drastically. In the course of making an argument, it was already commonly under-
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stood by the audience and didn’t need to be spelled out or verified, though it could

have been.

Not all wisdom can be verified. In the online dating example, we assumed that

most of the people who had filled out their profiles actually corresponded to genuine

human beings. We assumed that, for the most part, their gender identity offline

matched their identity online. It may be painful to take some ideas for granted, but

it is a necessity. We should aspire to act reasonably given the data at hand, not

require omnipotence to move forward. People rarely require omnipotence in prac-

tice, but it might surprise you how many people seem to think it is a prerequisite

for an explanation of how arguments work.

Building an Argument

Visual schematics (lines, boxes, and other elements that correspond to

parts of an argument) can be a useful way to set up an argument, but I have

found that sentences and fragments of sentences are actually far more

flexible and more likely to make their way into actual use.

Prior facts and wisdom will typically enter into an argument without

being acknowledged, so there is not much to show here at this point. As

we go through the parts of an argument, examples of how each idea is

produced in written language will appear here, in these sidebars.

To make the ideas more transparent, I have also marked the concepts

introduced in each section with tags like (Claim). In a real argument, it’s

rare to explicitly call out claims and evidence and so on, but it is neverthe-

less instructive to try while developing an argument. One more thing to

note: the following example is made up. It is plausible, but unresearched.

Anybody found citing it as truth down the line will be publicly shamed in a

future edition of this book.

Claims

Arguments are built around claims. Before hearing an argument, there are some

statements the audience would not endorse. After all the analyzing, mapping,

modeling, graphing, and final presentation of the results, we think they should

agree to these statements. These are the claims. Put another way, a claim is a state-

ment that could be reasonably doubted but that we believe we can make a case for.

All arguments contain one or more claims. There is often, but not necessarily, one

main claim, supported by one or more subordinate claims.
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2. In this case, for example, Bayes factors for cross-validation.

Suppose that we needed to improve the safety of a neighborhood that has been

beset by muggings. We analyze the times and places where muggings happen,

looking for patterns. Our main claim is that police officers should patrol more at

these places and times. Our subordinate claims are that there is a problem with

muggings; that the lack of police at certain places and times exacerbates the prob-

lem; and that the added cost of such deployments is reasonable given the danger.

The first and last points may or may not require much of an argument, depending

on the audience, whereas the second will require some kind of analysis for sure.

Note that the claim is in terms that the decision makers actually care about. In

this case, they care about whether the lack of police in certain places and times

exacerbates muggings, not what model we built and what techniques we used to

assess that model’s fit. Being able to say that our model has good generalization

error will end up being an important part of making a tight argument, but it func-

tions as support, not as a big idea.

In the details justifying our claim, we could swap out another technique for

assessing the quality of our model to show that we had a reasonable grasp of the

patterns of muggings. Different techniques2 make different assumptions, but some

might be chosen purely for practical reasons. The techniques are important, but

putting them into an argument frame makes it obvious which parts are essential

and which are accidental.

Let us turn our attention back to the task of predicting how public transit affects

real estate prices over time. Here is where thinking about the full problem really

shines. There is no single statistical tool that is sufficient to create confidence in

either a causal relationship or the knowledge that a pattern observed should con-

tinue to hold in the future. There are collections of things we can do, held together

by strong arguments (such as sensitivity analysis or a paired design) that can do the

job and make a case for a causal relationship. None of them are purely statistical

techniques; they all require a case be made for why they are appropriate beyond

how well they fit the data.
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Claims

(Claim) A 5% reduction in average travel time to the rest of the city results

in a 10% increase in apartment prices, with the reverse true as well, an

effect which persists. (Subclaim) We know this is true because we have

looked back at historical apartment prices and transit access and seen that

the effect persists. (Subclaim) More importantly, when there have been big

shocks in transit access, like the opening of a new train stop or the closing

of a bus route, there have been effects of this magnitude on apartment

prices visible within a year.

Evidence, Justification, and Rebuttals

A key part of any argument is evidence. Claims do not demonstrate themselves.

Evidence is the introduction of facts into an argument.

Our evidence is rarely raw data. Raw data needs to be transformed into some-

thing else, something more compact, before it can be part of an argument: a graph,

a model, a sentence, a map. It is rare that we can get an audience to understand

something just from lists of facts. Transformations make data intelligible, allowing

raw data to be incorporated into an argument.

A transformation puts an interpretation on data by highlighting things that we

take to be essential. Counting all of the sales in a month is a transformation, as is

plotting a graph or fitting a statistical model of page visits against age, or making

a map of every taxi pickup in a city.

Returning to our transit example, if we just wanted to show that there is some

relationship between transit access and apartment prices, a high-resolution map of

apartment prices overlaid on a transit map would be reasonable evidence, as would

a two-dimensional histogram or scatterplot of the right quantities. For the bolder

claims (for example, that the relationship is predictable in some way and can be

forecast into the future), we need more robust evidence, like sophisticated models.

These, too, are ways of transforming data into evidence to serve as part of an

argument.

36 | THINKING WITH DATA

www.allitebooks.com

http://www.allitebooks.org


Evidence and Transformations

A 5% reduction in average travel time to the rest of the city results in a 10%

increase in apartment prices, with the reverse true as well, an effect which

persists. We know this is true because we have looked back at historical

apartment prices and transit access and seen that the effect persists.

(Transformation) This graph, based on (Evidence) 20 years of raw price

data from the City, demonstrates how strong the relationship is.

More importantly, when there have been big shocks in transit access,

like the opening of a new train stop, or the closing of a bus route, there have

been effects on apartment prices visible within a year. (Transformation,

Evidence) Average prices of apartments for each of the following five

blocks, with lines indicating the addition or closure of a new train route

within two blocks of that street, demonstrate the rapid change. On average,

closing a train stop results in a (Transformation, Evidence) 10% decline in

apartment prices for apartments within two blocks away over the next year.

If I claim that the moon is made of cheese and submit pictures of the moon as

evidence, I have supplied two of the necessary ingredients, a claim and evidence,

but am missing a third. We need some justification of why this evidence should

compel the audience to believe our claim. We need a reason, some logical connec-

tion, to tie the evidence to the claim. The reason that connects the evidence to the

claim is called the justification, or sometimes the warrant.

The simplest justification of all would be that the claim is self-evident from the

evidence. If we claim that Tuesdays have the highest average sales in the past year,

and our evidence is that we have tabulated sales for each day over the past year and

found that Tuesday is the highest, our claim is self-evident. The simplest factual

arguments are self-evident; these are basically degenerate arguments, where the

claim is exactly the evidence, and the justification is extraneous.

Consider a slightly more sophisticated example: that map of home prices laid

over a transit map. For this map, more expensive homes read as brighter blocks.

The claim is that transit access is associated with higher prices. The evidence is the

map itself, ready to be looked at. The justification might be termed visual inspec-

tion. By looking at the areas where there are highly priced homes, and seeing that

transit stops are nearby, we are making a somewhat convincing argument that the

two are related. Not all arguments are solid ones.
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3. Such as bootstrapping or a t-test.

Or consider a regression model, where, for example, average prices are mod-

eled by some function of distance to each transit line. The evidence is the model.

One possible subclaim is that the model is accurate enough to be used; then the

justification is cross-validation, with accuracy measured in dollars.

Another subclaim is that distance from the Lexington Avenue line has the

largest effect on prices; then the justification might a single-variable validation pro-

cedure3. This illustrates a crucial point: the same data can be used to support a

variety of claims, depending on what justifications we draw out.

There are always reasons why a justification won’t hold in a particular case,

even if it is sound in general. Those reasons are called the rebuttals. A rebuttal is

the yes-but-what-if question that naturally arises in any but the most self-evident

arguments.

Consider an attempt to show that a medication is effective at treating warts. If

our claim is that the medication cures warts; that our evidence is a randomized

controlled trial; and our justification is that randomized controlled trials are evi-

dence of causal relationships, then common rebuttals would be that the randomi-

zation may have been done improperly, that the sample size may have been too

small, or that there may be other confounding factors attached to the treatment. It

pays to be highly aware of what the rebuttals to our arguments are, because those

are the things we will need to answer when we need to make a water-tight argument.

In the case that we are using visual inspection to justify our claim that there is

a relationship between apartment prices and transit lines, the rebuttal is that visual

inspection may not be particularly clear, given that the data will be noisy. There will

be highly priced places that are not near public transit lines, and places that have

low prices and are on public transit lines.

For a justification of cross-validation, a rebuttal might be that the data is out-

dated, that the error function we chose is not relevant, or that the sample size is too

small. There are always some things that render even the best techniques incorrect.

Finally, all justifications provide some degree of certainty in their conclusions,

ranging from possible, to probable, to very likely, to definite. This is known as the

degree of qualification of an argument. Deductive logic (Tim O’Reilly is a man; All

men are mortal; Therefore, Tim O’Reilly is mortal) provides definite certainty in

its conclusions, but its use in practice is limited. Having some sense of how strong

our result is keeps us from making fools of ourselves.
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Adding Justifications, Qualifications, and Rebuttals

A 5% reduction in average travel time to the rest of the city results in a 10%

increase in apartment prices, with the reverse true as well, an effect which

persists. We know this is true because we have looked back at historical

apartment prices and transit access and seen that the effect persists. The

graph (Justification) shows the predictive power of a model trained on each

year’s data in predicting the following year (based on 20 years of raw price

data from the City), and demonstrates that a relationship is (Qualifica-

tion) very likely.

More importantly, when there have been big shocks in transit access,

like the opening of a new train station or the closing of a bus route, there

were effects on apartment prices visible within a year. (Justification) Be-

cause the changes are so tightly coupled and happen more frequently to-

gether by chance than other changes, we can conclude that the changes

in transit access are causing the drop in apartment prices. (Qualification)

This leads us to believe in a very strong probability of a relationship.

Average prices of apartments for each of the following five blocks, with

lines indicating the addition or closure of a new train route within two blocks

of that street, demonstrate the rapid change. On average, closing a train

stop results in a 10% decline in apartment prices for apartments within two

blocks away over the next year, a relationship which roughly holds in at least

(Qualification) 70% of cases.

(Rebuttal) There are three possible confounding factors. First, there

may be nicer apartments being built closer to train lines. (Prior knowl-

edge) This is clearly not at issue, because new construction or widespread

renovation of apartments (which would raise their value) or letting apart-

ments decline (which would lower their value) all take place over longer

time scales than the price changes take place in. Second, there may be

large price swings, even in the absence of changing transit access. (Prior

knowledge) This is also not an issue, because the average price change

between successive years for all apartments is actually only 5%. Third, it

might be the case that transit improvements or reductions and changes in

apartment price are both caused by some external change, like a general

decline in neighborhood quality. (Prior knowledge) This is impossible to

rule out, but generally speaking, the city in question has added transit op-

tions spottily and rent often goes up regardless of these transit changes.
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4. For more information on modeling and measurement in a business context, and other in-depth discus-

sions of topics raised throughout this book, see Data Science for Business by Foster Provost and Tom

Fawcett (O’Reilly Media, 2013).

Deep Dive: Improving College Graduation Rates

Another extended example is in order, this one slightly more technical. Suppose

that a university is interested in starting a pilot program to offer special assistance

to incoming college students who are at risk of failing out of school (the context).

What it needs is a way to identify who is at risk and find effective interventions (the

need). We propose to create a predictive model of failure rates and to assist in the

design of an experiment to test several interventions (the vision). If we can make a

case for our ideas, the administration will pay for the experiments to test it; if they

are successful, the program will be scaled up soon after (the outcome).

There are several parts to our work. The first major part is to build a model to

predict the chance of failure. The second is to make a case for an experiment to test

if the typical interventions (for example, guidance, free books on study habits, pro-

viding free tutoring) are effective for at-risk students. Just identifying students at

risk of failing out isn’t enough.

When we think about building the model and designing the experiment, we

need to put our findings in terms that the decision makers will understand. In this

case, that’s probably a well-calibrated failure probability rather than a black-box

failure predictor. It also entails presenting the experiments in terms of the range

of cost per student retained, or the expected lift in graduation rates, not Type I and

Type II errors.4

In order to make the experiment easy to run, we can restrict ourselves to stu-

dents who fail out after the first year. If we’re lucky, the majority of failouts will

happen in the first year, making the experiment even more meaningful. Perform-

ing a quick analysis of dropout rates will be enlightening, as evidence to support

the short time span of our experiment (or counter-evidence to support a longer

experiment, if the dropouts tend to happen at the end of a degree program).

It would be prudent to interview the decision makers and ask them what they

think a reasonable range of expense would be for raising the graduate rate by 1%.

By setting goals, we can assess whether our models and experiments are plausibly

useful. It is important to find the current and historical graduation rate for the

university, the general cost of each intervention, and to play around with those

numbers. Having a general sense of what success would look like for a model will

help set the bar for the remaining work. It is also important to recognize that not
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all students who drop out should or could have been helped enough to stay enrolled.

Some admitted students were actually false positives to begin with.

To make this project useful, we need to define “failout” and differentiate a

failout from a dropout, which might not be caused by poor academic performance.

If the university already has a good definition of failout, we should use that. If not,

we have to justify a definition. Something like: a failout is a student who drops out

either when he is forced to do so by failing grades, or when he drops out on his own

accord but was in the bottom quartile of grades for freshmen across the university.

To justify this definition, we can argue that students who drop out on their own

and had poor grades are probably dropping out in part because they performed

poorly.

Now we can turn our attention to the modeling, trying to predict the probability

that someone will fail out in her first year. Based on some brainstorming, we iden-

tify some potentially predictive facts about each student, plan our next steps, and

collect data. If we have access to student records and applications, we might start

with 10,000 records, including each student’s age, high school GPA, family history,

initial courseload, declared major, and so on. This step, acquiring and cleaning the

data, will probably account for half or three quarters of the time we spend, so it pays

to make a series of mockups along the way to show what we expect to get out of our

transformations.

Consider for a moment what we will find if we get a good classifier. Suppose

that about 10% of first-year undergraduates fail out. A successful classifier will take

that 10% and spread it among some people with a large risk and some with a small

risk, retaining the average of 10% across all students. A good classifier will be as

spread out as possible while simultaneously having a high correspondence with

reality. So in the ideal scenario, for example, we can identify students with 50–60%

risk of failing out according to the model, for whom 50–60% do actually fail out in

reality.

Our argument will be the following: (Claim) We have the ability to forecast

which students will fail out accurately enough to try to intervene. (Subclaim) Our

definition of failout, students who drop out either because they are asked to leave

due to poor grades or who are in the bottom quartile of their freshman year, is

consistent with what the administration is interested in. (Justification for the first

claim) We can group students we did not fit the model on and see that the predic-

tions closely match the reality. The error in our predictions is only a few percent on

average, accurate enough to be acceptable. (Justification for the subclaim) Students
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who dropped out on their own but had poor grades have essentially failed out; this

idea is consistent with how the term is used in other university contexts.

Let’s return to our second need, which was to design an experiment. Depending

on how much money we have, how many students we have to work with, and how

expensive each intervention might be, there are different experimental designs we

can pursue. At a high level, we can imagine splitting students into groups by their

risk level, as well as by intervention or combinations of interventions. If money is

tight, splitting students into just high- and low-risk groups and choosing students

at random from there would be fine. Based on the expectations laid out in discus-

sions with decision makers, we can set minimum thresholds for detection and

choose our sample sizes appropriately. And using our risk model, we can set ap-

propriate prior probabilities for each category.

With our model accuracy in hand, we can also estimate the range of effective-

ness the various interventions might have, and the associated cost. If, for example,

the best our risk model could do was separate out students who were above or below

average risk, “at-risk” students could be anywhere from 11% to 100% likely to fail

out. With the right distribution of students, it’s plausible that almost all of the

money will be spent on students who were going to pass anyway. With some

thought, we can derive more reasonable categories of high and low risk. With those,

we can derive the rough range of cost and benefit in the best- and worst-case post-

intervention outcomes.

Our argument for the second need is as follows, assuming that the math works

out: (Claim) The experiment is worth performing. (Subclaim) The high and low

ranges of costs for our experiment are low compared to a reasonable range of ben-

efits. (Subclaim) Furthermore, their cost is fairly low overall, because we are able

to target our interventions with accuracy and we can design the experiment to fit

within the budget. (Claim) The right way to perform the experiment is to break up

students into high- and low-risk groups, and then choose students from the popu-

lation at random to minimize confounding factors…and so on.

In a fully worked-out project, these arguments would have actual data and

graphs to provide evidence. It is also not right to expect that we will arrive at these

arguments out of the blue. Like everything else, arguments are best arrived at iter-

atively. Early versions of arguments will have logical errors, misrepresentations,

unclear passages, and so on. An effective countermeasure is to try to inhabit the

mind of our friendly but skeptical audience and see where we can find holes. An

even better approach is to find a real-life friendly skeptic to try to explain our argu-

ment to.
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Patterns of Reasoning

One of the great benefits of studying arguments is that we can draw inspiration

from patterns that have been noticed and explored by others. Instead of bush-

whacking our way through the forest, we have a map to lead us to well-worn trails

that take us where we need to go.

We can’t simply lift up the patterns that structure arguments in other disci-

plines and plop them down precisely into data science. There are big differences

between a courtroom, a scientific dispute, a national policy debate, and the work

that we do with data in a professional setting. Instead, it is possible to take insights

from patterns in other fields and mold them to fit our needs.

There are three groups of patterns we will explore. The first group of patterns

are called categories of disputes, and provide a framework for understanding how to

make a coherent argument. The next group of patterns are called general topics,

which give general strategies for making arguments. The last group is called special

topics, which are the strategies for making arguments specific to working with data.

Causal reasoning, which is a special topic, is so important that it is covered sepa-

rately in Chapter 5.

Categories of Disputes

A very powerful way to organize our thoughts is by classifying each point of dis-

pute in our argument. A point of dispute is the part of an argument where the

audience pushes back, the point where we actually need to make a case to win over

the skeptical audience. All but the most trivial arguments make at least one point

that an audience will be rightfully skeptical of. Such disputes can be classified, and

the classification tells us what to do next. Once we identify the kind of dispute we

are dealing with, the issues we need to demonstrate follow naturally.

Ancient rhetoricians created a classification system for disputes. It has been

adapted by successive generations of rhetoricians to fit modern needs. A point of

dispute will fall into one of four categories: fact, definition, value, and policy.
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Once we have identified what kind of dispute we are dealing with, automatic

help arrives in the form of stock issues. Stock issues tell us what we need to demon-

strate in order to overcome the point of contention. Once we have classified what

kind of thing it is that is under dispute, there are specific subclaims we can demon-

strate in order to make our case. If some of the stock issues are already believed by

the audience, then we can safely ignore those. Stock issues greatly simplify the

process of making a coherent argument.

We can also use any of these patterns of argument in the negative. Each list of

stock issues also forms a natural list of rebuttals in the event that we want to argue

against a policy or particular value judgment. It is a very flexible technique.

FACT

A dispute of fact turns on what is true, or on what has occurred. Such disagreements

arise when there are concrete statements that the audience is not likely to believe

without an argument. Disputes of fact are often smaller components of a larger

argument. A particularly complicated dispute of fact may depend on many smaller

disputes of fact to make its case.

Some examples of disputes of fact: Did we have more returning customers this

month than the last? Do children who use antibiotics get sick more frequently?

What is the favorite color of colorblind men? Is the F1 score of this model higher

than that of the other model?

The typical questions of science are disputes of fact. Does this chemical com-

bination in this order produce that reagent? Does the debt-to-GDP ratio predict

GDP growth? Does a theorized subatomic particle exist?

What all of these questions have in common is that we can outline the criteria

that would convince you to agree to an answer prior to any data being collected. The

steps might be simple: count the people in group A, count the people in group B,

report if A has more members than B. Or it might be highly complex, involving

many parts: verify that a piece of monitoring machinery is working well, correctly

perform some pipette work 100 times, correctly take the output of the monitoring

machine, and finally, apply a Chi-square test to check the distribution of the results.

We can make a case for why meeting such conditions would imply the claim.

There are thus two stock issues for disputes of fact. They are:

• What is a reasonable truth condition?

• Is that truth condition satisfied?
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1. Reinhart, Carmen M., and Kenneth S. Rogoff. Growth in a Time of Debt. NBER Working Paper No. 15639,

2010. http://www.nber.org/papers/w15639.

2. Herndon, Thomas, Michael Ash, and Robert Pollin. Does High Public Debt Consistently Stifle Economic

Growth? A Critique of Reinhart and Rogoff. PERI Working Paper No. 322, 2013. http://bit.ly/1gIDQfN.

In other words, how would you know this fact was right, and did it turn out the

way you expected?

We need to lay out the conditions for holding a fact to be true, and then show

that those conditions are satisfied. If the conditions are already obvious and held

by the audience, we can skip straight to demonstrating that they are satisfied. If

they aren’t, then our first task is to make a case that we identified a series of steps

or conditions that imply the claim.

Take a famous example, the claim that a debt-to-GDP (gross domestic product)

ratio of over 90% results in negative real GDP growth. That is, if a national gov-

ernment had debt equal to 90% or more of its GDP in one year, then on average

its GDP in the following year would fall, even adjusting for inflation. For several

years, this was taken as a fact in many policy circles, based on a paper by the Harvard

economists Reinhart and Rogoff.1

Reinhart and Rogoff stipulated the following truth condition: collect debt-to-

GDP ratios for a number of years, across dozens of countries. Group each country-

year into four buckets by their debt-to-GDP ratio (30%, 30–60%, 60–90%, 90%

and above). Calculate the growth between that year and the next year. Average across

each country, and then average all countries together. Whatever the average growth

was in each bucket is the expected growth rate.

Both their truth condition and claim to satisfy that condition turned out to be

flawed. When the result was examined in depth by Herndon, Ash, and Pollin from

the University of Massachusetts Amherst,2 several issues were found.

First, the truth condition was misspecified. Data is not available equally for all

countries in all years, so averaging first within each country and then across all

averages could weigh one year in one country equally with several decades in an-

other. Specifically, in Reinhart and Rogoff’s data, Greece and the UK each had 19

years with a debt-to-GDP ratio over 90% and growth around 2.5%, whereas New

Zealand had one year with –7.9% growth. The three numbers were simply averaged.

Second, their execution turned out to be flawed. Excel errors excluded the first

five countries (Australia, Austria, Belgium, Canada, and Denmark) entirely from

the analysis. Additional country-year pairs were also omitted from the whole data

set, the absence of which substantially distorted the result.
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Herndon, Ash, and Pollin made a counter-claim. They declared that there is

no sharp drop in GDP growth at a 90% debt-to-GDP ratio, and that in fact the

growth slowly falls from an average of 3% per year to around 2%, in the 30% to

120% debt-to-GDP ratio range, beyond which the data volume falls out.

Their truth condition was simply a smoothed graph fit to the original data,

without any bucketing. It is worth noting that Herndon, Ash, and Pollin carried out

their examination in R, rather than Excel, which provided better statistical tools and

far easier replication and debugging.

DEFINITION

Disputes of definition occur when there is a particular way we want to label some-

thing, and we expect that that label will be contested. Consider trying to figure out

whether antibiotics reduce the incidence of sickness in kids. In the contemporary

United States, children are humans under the age of 13 (or 18, in the case of the

law). Antibiotics are a known class of drugs. But what does it mean to regard a child

as having been sick? Viral load? Doctor’s visits? Absence from school? Each of these

picks up something essential, but brings its own problems. Quite a lot can be on

the line for determining the right definition if you’re a drug company. Definitions

in a data context are about trying to make precise relationships in an imprecise

world. If a definition is already precise and widely shared, there is nothing at issue

and we will have nothing to defend.

Words also have prior meanings that are an important part of how we think

about them. If humans thought with exact, axiomatic logic, naming things would

make no difference. But, for the same reason, our ability to think would be rigidly

stuck within narrowly defined categories. We would fall apart the moment we had

to think through something outside our axioms.

There are two activities involving definitions that can happen in an argument.

The first is making a case that a general, imprecise term fits a particular example.

If we show some graphs and claim that they demonstrate that a business is “grow-

ing,” we are saying that this particular business fits into the category of growing

businesses. That is something we have to make a case for, but we are not necessarily

claiming to have made a precise definition.

The second activity is a stronger claim to make in an argument: that we have

made an existing term more precise. If we say that we have developed some rules

to determine which programming language is the most popular, or which users

should be considered the most influential on Twitter, we are clarifying an existing

idea into something that we can count with.
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“Popularity,” “influence,” “engagement,” and the like are all loaded terms,

which is a good thing. If we shy away from using meaningful language, it becomes

difficult to make judgments in new scenarios. Meaningful definitions provide sen-

sible default positions in new situations. There are certain things we expect of a

“popular” language beyond it being highly used in open source code repositories,

even if that is how we define popularity. And we have some mental model of how

“engaged” users should behave, which can be very useful for debugging an argu-

ment.

A term that an audience has no prior understanding of, either in the form of

examples (real or prototypical) or prior definitions, is not going to be contested.

There will be no argument, because the word will be totally new.

There are three stock issues with disputes of definition:

• Does this definition make a meaningful distinction?

• How well does this definition fit with prior ideas?

• What, if any, are the reasonable alternatives, and why is this one better?

We can briefly summarize these as Useful, Consistent, and Best. A good def-

inition should be all three.

First, consider the issue of whether a definition makes a difference (Useful).

What would you think of a definition that declared users to be influential on Twitter

based on the result of a coin toss? It would add no predictive ability as to how a

given tweet would be taken up by the larger network. Or a definition of a growing

business that included every business that was not spiraling into bankruptcy? There

have to be some useful distinctions made by the definition in order to be worthy of

being cared about, and we often have to make a case for the utility of a definition.

Discussions about how well a definition fits with prior ideas can take many

forms (Consistent). One is: how well does this definition agree with previously ac-

cepted definitions? Another: how well does this definition capture good examples?

To justify a definition of influence on Twitter, it helps to both cite existing defini-

tions of influence (even if they aren’t mathematically precise) and to pick out par-

ticular people that are known to be influential to show that they are accounted for.

Our definition should capture those people. And if it does not, we should make a

clear case for why their exclusion does not create a problem with fitting into

precedent.
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3. Such as cross-validation, external validation, analysis of variance, bootstrapping, t-tests, Bayesian evi-

dence, and so on.

Finally, it makes sense to consider any alternatives (Best), lest our audience do

it for us. If there are obvious definitions or classifications that we are missing or

not using, it behooves us to explain why our particular definition is superior (or

why they are not in conflict).

Disputes of definition are closely related to the idea of construct validity used

in the social sciences, especially in psychology and sociology. A construct is a fancy

term for definition, and construct validity refers to the extent to which a definition

is reliably useful for causal explanation. When psychologists define neuroticism,

psychosis, or depression, they’re trying to make a prior idea more precise and justify

that definition to others.

Definitions are also where we typically introduce simplifying assumptions into

our argument. For example, in our investigation into apartment prices and transit

accessibility, we discussed sticking only to apartments that are advertised to the

public. On one hand, that could be a failing of the final argument. On the other

hand, it greatly simplifies the analysis, and as long as we are up front about our

assumptions when a reasonable skeptic could disagree with them, it is better to

have provisional knowledge than none at all.

VALUE

When we are concerned with judging something, the dispute is one of value.

For example, is a particular metric good for a business to use? We have to select

our criteria of goodness, defend them, and check that they apply. A metric presents

a balance of ease of interpretability, precision, predictive validity, elegance, com-

pleteness, and so on. Which of these values are the right ones to apply in this sit-

uation, and how well do they apply? At some point we may have to choose between

this metric and another to guide a decision. Which is more important, customer

satisfaction or customer lifetime value? We often have to justify a judgment call.

Consider the decision to pick a certain validation procedure for a statistical

model. Different criteria3 are useful for solving different problems. Which of these

criteria are the right ones in a particular situation requires an argument. There are

trade-offs involved between validity, interpretability, accuracy, and so on. By what

criteria should our model be judged?
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What else but by their fruits? For disputes of value, our two stock issues are:

• How do our goals determine which values are the most important for this

argument?

• Has the value been properly applied in this situation?

For example, consider a scenario where we are deciding between two models

(not validation procedures as before, but separate models), one of which is easy to

interpret and another that is more accurate but hard to interpret. For some reason,

we are restricted to using a single model.

Which values matter in this case will depend on what our goals are. If our goal

is to develop understanding of a phenomenon as part of a longer project, the in-

terpretable model is more important. Likewise, if our goal is to build something we

can fit into our heads to reason off of in new situations, concision and elegance are

important. Our next step would then be to make a case that the model in question

is, in fact, interpretable, concise, elegant, and so on.

On the other hand, if our goal is to build something that is a component of a

large, mostly or entirely automated process, concision and elegance are irrelevant.

But are accuracy or robustness more important? That is, is it more important to be

right often, or to be able to withstand change? When the US Post Office uses its

handwriting recognition tools to automatically sort mail by zip code, accuracy is the

most important value—handwriting is not likely to change substantially over the

next few years. By contrast, when building an autonomous robot, it is more impor-

tant that it can handle new scenarios than that it always walks in the most efficient

way possible. Our values are dictated by our goals. Teasing out the implications of

that relationship requires an argument.

POLICY

Disputes of policy occur whenever we want to answer the question, “Is this the right

course of action?” or “Is this the right way of doing things?” Recognizing that a

dispute is a dispute of policy can greatly simplify the process of using data to con-

vince people of the necessity of making a change in an organization.

Should we be reaching out to paying members more often by email? Should

the Parks Department do more tree trimming? Is relying on this predictive model

the right way to raise revenue? Is this implementation of an encryption standard

good enough to use? Does this nonprofit deserve more funding?
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The four stock issues of disputes of policy are:

• Is there a problem?

• Where is credit or blame due?

• Will the proposal solve it?

• Will it be better on balance?

David Zarefsky distills these down into Ill, Blame, Cure, and Cost.4

Is there a problem? We need to show that there is something worth fixing. Is

revenue growth not keeping up with expectation? Are there known issues with a

particular algorithm? Are trees falling down during storms and killing people? In

any of these cases, it is necessary to provide an argument as to why the audience

should believe that there is a problem in the first place.

Where is credit or blame due? For example, is revenue not keeping up with what

is expected because of weaker than normal growth in subscriptions? If the problem

is that we have a seasonal product, as opposed to that our marketing emails are

poorly targeted, proposing to implement a new targeting algorithm may be beside

the point. We have to make the case that we have pinpointed a source of trouble.

Would our proposal solve the problem? Perhaps we have run some randomized

tests, or we have compared before and after results for the same users, or we have

many strong precedents for a particular action. We need to show that our proposed

solution has a good chance of working.

Finally, is it worth it? There are many solutions that are too expensive, unreli-

able, or hard to implement that would solve a problem but aren’t worth doing. If it

takes three or four days to implement a new targeting model, and it will likely have

clear gains, it is a no-brainer. If it might take weeks, and nobody’s ever done some-

thing like this before, and the payoff is actually rather low compared to other things

that a team could be doing…well, it is hard to say that it would be a good decision.

Many, many sticky problems actually turn out to be policy issues. Having a

framework to think through is invaluable.
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General Topics

Discussions about patterns in reasoning often center around what Aristotle called

general topics. General topics are patterns of argument that he saw repeatedly ap-

plied across every field. These are the “classic” varieties of arguments: specific-to-

general, comparison, comparing things by degree, comparing sizes, considering the pos-

sible as opposed to the impossible, etc. Undergraduate literature courses often begin

and end their discussion of patterns of argument with these.

Though these arguments might seem remote from data work, in fact they occur

constantly. Some, like comparing sizes of things and discussing the possible as

opposed to the impossible, are straightforward and require no explanation. Others,

like specific-to-general reasoning, or reasoning by analogy, require more

exposition.

SPECIFIC-TO-GENERAL

A specific-to-general argument is one concerned with reasoning from examples in

order to make a point about a larger pattern. The justification for such an argument

is that specific examples are good examples of the whole.

A particularly data-focused idea of a specific-to-general argument would be a

statistical model. We are arguing from a small number of examples that a pattern

will hold for a larger set of examples. This idea comes up repeatedly throughout

this book.

Specific-to-general reasoning occurs even when reasoning from anecdotes.

Whenever we make productive user experience testing, we are using specific-to-

general reasoning. We have observed a relatively small amount of the user base of

a given product in great detail, but by reasoning that these users are good examples

of the larger user base (at least in some ways), we feel comfortable drawing con-

clusions based on such research.

Another example of this reasoning pattern is what might be termed an illus-

tration. An illustration is one or more examples that have been selected to build

intuition for a topic. Illustrations are extremely useful early in an argument to pro-

vide a grounding to the audience about what is relevant and possible for the subject

matter.

There is an element of the imagination in every argument. If someone literally

cannot imagine an example or the possibilities of the thing under discussion, it is

less likely that they will be swayed by the more abstract bits of reasoning. Worse, it

is less likely that the argument will actually stick with the person. Practically speak-

ing, it is not enough to convince someone. They need to stay convinced when they
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walk away from your argument and not forget it moments later. Concrete examples,

sticky graphics, and explanations of the prototypical will help ground arguments

in ways that improve the chance of a strong takeaway, even when they are incidental

to the body of the argument.

GENERAL-TO-SPECIFIC

General-to-specific arguments occur when we use beliefs about general patterns to

infer results for particular examples. While it may not be true that a pattern holds

for every case, it is at least plausible enough for us to draw the tentative conclusion

that the pattern should hold for a particular example. That is, because a pattern

generally holds for a larger category, it is plausible that it should hold for an

example.

For example, it is widely believed that companies experiencing rapid revenue

growth have an easy time attracting investment. If we demonstrate that a company

is experiencing rapid revenue growth, it seems plausible to infer that the company

will find it easy to raise money. Of course, that might not be true; the revenue growth

may be short-term, or funding may be scarce. That doesn’t make it improper to

tentatively draw such a conclusion.

This is the opposite of the specific-to-general pattern of reasoning. Using a

statistical model to make inferences about new examples is a straightforward in-

stance of general-to-specific results arising from reversing a specific-to-general ar-

gument. We use the justification of specific-to-general reasoning to claim that a

sample of something can stand in for the whole; then we use general-to-specific

reasoning when we go to apply that model to a new example.

The archetypal rebuttal of a general-to-specific argument is that this particular

example may not have the properties of the general pattern, and may be an outlier.

Consider a retail clothing company with a number of departments. Menswear

departments may overwhelmingly be in the business of supplying men, but a fair

number of women shop in menswear departments for aesthetic reasons or on be-

half of their partners or children. If we argued that sales of men’s dress shirts are

indicative of more male customers, we are probably right, but if we argue that

because a particular customer purchased a men’s shirt that the shopper is probably

male, we may be wrong.

ARGUMENT BY ANALOGY

Arguments by analogy come in two flavors: literal and figurative. In a literal analogy,

two things are actually of similar types. If we have two clients with a similar
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purchasing history to date, it seems reasonable to infer that after one client makes

a big purchase, the other client may come soon after. The justification for argument

by analogy is that if the things are alike in some ways, they will be alike in a new

way under discussion.

In a figurative analogy, we have two things that are not of the same type, but

we argue that they should still be alike. Traditionally, these kinds of analogies are

highly abstract, like comparing justice to fire. This may seem out of place in a book

on data analysis, but actually, figurative analogies are constantly present in working

with data—just under a different banner.

Every mathematical model is an analogy. Just as justice is not a flame, a physical

object moving in space is not an equation. No model is the same as the thing it

models. No map is the territory. But behavior in one domain (math) can be helpful

in understanding behavior in another domain (like the physical world, or human

decision-making).

Whenever we create mathematical models as an explanation, we are making a

figurative analogy. It may be a well-supported one, but it is an analogy nonetheless.

The rebuttal for argument by analogy is the same as the rebuttal for general-

to-specific arguments—that what may hold for one thing does not necessarily hold

for the other. Physical objects experience second-order effects that are not accoun-

ted for in the simplified physical model taken from an engineering textbook. People

may behave rationally according to microeconomic models, but they might also

have grudges that the models didn’t account for. Still, when the analogy holds,

mathematical modeling is a very powerful way to reason.

Special Arguments

Every discipline has certain argument strategies that it shares with others. The

special arguments of data science overlap with those of engineering, machine

learning, business intelligence, and the rest of the mathematically inclined disci-

plines. There are patterns of argument that occur frequently in each of these dis-

ciplines that also pop up in settings where we are using data professionally. They

can be mixed and matched in a variety of ways.

Optimization, bounding cases, and cost/benefit analysis are three special ar-

guments that deserve particular focus, but careful attention to any case study from

data science or related disciplines will reveal many more.
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OPTIMIZATION

An argument about optimization is an argument that we have figured out the best

way to do something, given certain constraints. When we create a process for rec-

ommending movies to someone, assigning people to advertising buckets, or pack-

ing boxes full of the right gifts for customers based on their taste, we are engaging

in optimization.

Of course, optimization occurs whenever we fit a model through error mini-

mization, but in practice we rarely talk about such activities as optimizations.

This is one of the least argument-laden activities in data science…assuming we

already know what we are intending to optimize. If we don’t, we first have a dispute

of value to deal with. The question of making a value judgment about the right thing

to be optimizing is often far more interesting and controversial than the process

itself.

BOUNDING CASE

Sometimes an argument is not about making a case for a specific number or model,

but about determining what the highest or lowest reasonable values of something

might be.

There are two major ways to make an argument about bounding cases. The

first is called sensitivity analysis. All arguments are predicated on certain assump-

tions. In sensitivity analysis, we vary the assumptions to best- or worst-case values

and see what the resulting answers look like. So if we are making a case that the

number of new accounts for a small business could be (based on historical data) as

low as two per month and as high as five, and that each account could bring in as

little as $2,000 and as much as $10,000 each, then the worst case under these

assumptions is a new income of $4,000 a month and a best case is as high as

$50,000 a month. That is a huge range, but if we’re only concerned that we have

enough growth in the next month to pay off a $2,000 loan, then we’re already fine.

A more sophisticated approach to determining bounding cases is through

simulation or statistical sensitivity analysis. If we make assumptions about the plau-

sibility of each value in the preceding ranges (based on historical data), say that 2

and 5 clients are equally likely but that 3 or 4 are twice as likely as 2 or 5, and that

$2,000 to $10,000 are uniformly likely, then we can start to say things about the

lower and upper decile of likely results. The simplest way to do that would be to

simulate a thousand months, simulating first a number of clients and then a value

per client.
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Based on a particular level of risk, we can calculate percentiles of revenue that

suit the task at hand. Cost projections for investors might be based on median

revenue, whereas cost projections for cash flow analysis may use the lower decile

or quartile for safety reasons. Uptime calculations for mission-critical servers,

meanwhile, are only considered well-functioning if they can provide service 9,999

seconds out of every 10,000 or better. Bounding cases need to be matched to the

relevant risk profile of the audience.

Sensitivity analysis or simulation can provide rough bounds on where impor-

tant numbers will go. Sometimes just providing orders of magnitude is enough to

push a decision forward—for example, by demonstrating that the energy needs for

a construction project are a hundred times higher than what is available.

COST/BENEFIT ANALYSIS

A variant on disputes of both value and policy is a cost/benefit analysis. In a cost/

benefit analysis, each possible outcome from a decision or group of decisions is put

in terms of a common unit, like time, money, or lives saved. The justification is

that the right decision is the one that maximizes the benefit (or minimizes the cost).

In some sense, such an argument also draws on the idea of optimization, but unlike

optimization, there is not necessarily an assertion that the argument takes into

account all possible decisions, or a mix of decisions and constraints. A cost/benefit

analysis compares some number of decisions against each other, but doesn’t nec-

essarily say anything about the space of possible decisions.

For a cost/benefit analysis, there is some agreement on the right things to value,

and those things are conveniently countable. It may be quite an achievement to

acquire those numbers, but once they are acquired, we can compare the proposed

policy against alternatives.

Cost/benefit analyses can also be combined with bounding case analyses. If

the lowest plausible benefit from one action is greater than the highest plausible

benefit from another, the force of the argument is extremely strong. Even if one is

just higher than the other on average, already the evidence is in its favor, but ques-

tions of the spread start to matter.

The rebuttals to a cost/benefit analysis are that costs and benefits have been

miscalculated, that this is generally not the right method to make such a decision,

or that the calculations for cost and benefit do not take into account other costs or

benefits that reorder the answers. Next-quarter cash earnings may conflict with

long-term profitability, or with legal restrictions that would land a decision maker

in jail.
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Causality

Causal reasoning is an important and underappreciated part of data science, in part

because causal methods are rarely taught in statistics or machine learning courses.

Causal arguments are extremely important, because people will interpret claims

we make as having a cause-and-effect nature whether we want them to or not. It

behooves us to try our best to make our analyses causal. Making such arguments

correctly gives far more insight into a problem than simple correlational observa-

tions.

Causal reasoning permeates data work, but there are no tools that, on their

own, generate defensible causal knowledge. Causation is a perfect example of the

necessity of arguments when working with data. Establishing causation stems from

making a strong argument. No tool or technique alone is sufficient.

Cause and effect permeates how human think. Causation is powerful. When-

ever we think about relationships of variables, we are tempted to think of them

causally, even if we know better. All arguments about relationships, even about

relationships that we know are only associative and not causal, are positioned in

relation to the question of causation.

Noncausal relationships are still useful. Illustration sparks our imaginations,

prediction allows us to plan, extrapolation can fill in gaps in our data, and so on.

Sometimes the most important thing is just to understand how an event happened

or what examples of something look like. In an ideal scenario, however, our knowl-

edge eventually allows us to intervene and improve the world. Whenever possible,

we want to know what we should change to make the world be more like how we

want it.

We can think about causal arguments in terms of a spectrum, running from

arguments that barely hint at causality to arguments that establish undeniable cau-

sality. On the near end of the causal spectrum are arguments that are completely

observational and not really causal in nature. At most, they vaguely gesture in the

direction of causality. They are very useful for building understanding of what a

phenomenon is about. Taxonomies, clustering, and illustrative examples stand at
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this end. Again, these are not causal methods, but they can hint at causal relation-

ships that require further investigation.

The next step in the direction of a full causal explanation is an argument claim-

ing to have found a relationship with predictive power. A predictive relationship

allows for planning, but if those variables were different, the outcome might still

change as well. Suppose that we understand how likely customers are to quit their

subscription to a dating site based on how quickly they reply to messages from other

users. We aren’t claiming that getting people to reply more quickly would change

the chance that they drop off, only that people who tend to behave like that tend to

drop off sooner. Most statistical models are purely predictive.

Moving further along, we have a range of methods and designs that try to

eliminate alternative explanations. A design is a method for grouping units of anal-

ysis according to certain criteria to try to reduce uncertainty in understanding cause

and effect. This is where causal influence actually begins. Techniques like within-

subject designs and randomized controlled trials fall here. These methods make an

effort to create defensible causal knowledge of a greater or lesser degree, depending

on the number of issues stymieing causal analysis that we can eliminate. Random-

ized controlled trials are at the far end of this part of the causal spectrum.

On the very far end of the causal spectrum are arguments for which a causal

relationship is obvious, such as with closed systems (like components in a factory)

or well-established physical laws. We feel no compunction in claiming that drop-

ping a vase is the cause of it breaking. Physical examples provide us with our in-

tuition for what cause and effect mean. They are the paragons of the phenomenon

of causation, but unfortunately, outside of some particularly intensive engineering

or scientific disciplines, they rarely arise in the practical business of data work.

No matter how many caveats we may put into a report about correlation not

implying causation, people will interpret arguments causally. Human beings make

stories that will help them decide how to act. It is a sensible instinct. People want

analysis with causal power. We can ignore their needs and hide behind the difficulty

of causal analysis—or we can come to terms with the fact that causal analysis is

necessary, and then figure out how to do it properly and when it truly does not

apply.

To be able to make causal statements, we need to investigate causal reasoning

further. Causal analysis is a deep topic, and much like statistical theory, does not

have a single school that can claim to have a monopoly on methodology. Instead,

there are multiple canons of thought, each concerned with slightly different sce-

narios. Statistics as a whole is concerned with generalizing from old to new data;
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causal analysis is concerned with generalizing from old to new scenarios where we

have deliberately altered something.

Generally speaking, because data science as a field is primarily concerned with

generalizing knowledge only in highly specific domains (such as for one company,

one service, or one type of product), it is able to sidestep many of the issues that

snarl causal analysis in more scientific domains. As of today, data scientists do little

work building theories intended to capture causal relationships in entirely new

scenarios. For those that do, especially if their subject matter concerns human be-

havior, a more thorough grounding in topics such as construct validity and quasi-

experimental design is highly recommended.1

Defining Causality

Different schools of thought have defined causality differently, but a particularly

simple interpretation, suitable to many of the problems that are solvable with data,

is the alternate universe perspective. These causes are more properly referred to as

“manipulable causes,” because we are concerned with understanding how things

might have been if the world been manipulated a bit.

Not all causal explanations are about examining what might have been different

under other circumstances. Chemistry gives causal explanations of how a chemical

reaction happens. We could alter the setup by changing the chemicals or the envi-

ronment, but the actual reasoning as to why that reaction will play out is fixed by

the laws of physics.

Suppose there is a tree on a busy street. That particular tree may have been

trimmed at some point. In causal parlance, it has either been exposed or not ex-

posed to a treatment. The next year it may have fallen down or not. This is known as

the outcome. We can imagine two universes, where in one the tree was treated with

a trimming and in the other it was not (Table 5-1). Are the outcomes different?

Table 5-1. Consider one tree

Treatment (trimming) Outcome (fall down)

Universe A True False

Universe B False True
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We can see that the trimming caused the tree to not fall down, or alternatively,

that the lack of trimming prevented the tree from falling down. The trimming was

not sufficient by itself (likely some wind or storm was involved as well) and it was

not necessary (a crane could also have brought the tree down), but it was neverthe-

less a cause of the tree falling down.

In practice, we are more likely to see a collection of examples than we are a

single one. It is important to remember, though, that a causal relationship is not

the same as a statistical one. Consider 20 trees, half of which were trimmed. These

are now all in the same universe (see Table 5-2).

Table 5-2. Looking at many trees

Fell down Didn’t fall down

Trimmed 0 10

Not trimmed 10 0

It looks at first like we have a clear causal relationship between trimming and

falling down. But what if we were to add another variable that mostly explained the

difference, as shown in Table 5-3?

Table 5-3. Confounders found

Exposed to wind

Fell down Didn’t fall down

Trimmed 0 2

Not trimmed 8 0

Not exposed to wind

Fell down Didn’t fall down

Trimmed 0 8

Not trimmed 2 0

More of the trees that are exposed to the wind were left untrimmed. We say

that exposure to the wind confounded our potential measured relationship between

trimming and falling down.

The goal of a causal analysis is to find and account for as many confounders

as possible, observed and unobserved. In an ideal world, we would know everything

we needed to in order to pin down which states always preceded others. That
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knowledge is never available to us, and so we have to avail ourselves of certain ways

of grouping and measuring to do the best we can.

Designs

The purpose of causal analysis, at least for problems that don’t deal with determin-

ing scientific laws, is to deal with the problem of confounders. Without the ability

to see into different universes, our best bet is to come up with designs to structure

how we perform an analysis to try to avoid confounders. Again, a design is a method

for grouping units of analysis (like people, trees, pages, and so on) according to

certain criteria to try to reduce uncertainty in understanding cause and effect.

A design is a method for grouping units of analysis (like people, trees, pa-

ges, and so on) according to certain criteria to try to reduce uncertainty in

understanding cause and effect.

Before we stray too far away from multiple universes, one more point is in

order. If we had included wind into our investigation of one single tree under dif-

ferent universes, we might see something interesting. After all, there does have to

be to be some external agent, like a wind storm, to combine with the trimming or

lack thereof to produce a downed tree. This is an illustration of multiple causation,

where more than one thing has to be true simultaneously for an outcome to come

about.

For data about one tree, reference Table 5-4.

Table 5-4. Multiple causation

Treatment (trimming) Wind storm Outcome (fall down)

Universe A1 True True False

Universe A2 True False False

Universe B1 False True True

Universe B2 False False False

Typically, our goal in investigating causation is not so much to understand how

one particular instance of causation played out (though that is a common pattern

in data-driven storytelling), but to understand how we would expect a treatment to

change an outcome in a new scenario. That is, we are interested in how well a causal

explanation generalizes to new situations.
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Intervention Designs

A number of different design strategies exist for controlling for confounders. In a

typical randomized controlled trial, we randomly assign the treatment to the sub-

jects. The justification for the claim that we can infer generalizability is that, because

the treatment was chosen randomly for each unit, it should be independent of

potential confounders.

There are numerous rebuttals for randomized controlled trials, the details of

which would take up many books. The randomization may have been done im-

properly. The proposed treatment might not be the only difference between groups

(hence double-bind experiments). The sample size may not have been large enough

to deal with natural levels of variation. Crucially, new subjects may be different in

novel ways from those included in the experiment, precluding generalization. If

the same people are included in multiple experiments over time, they are no longer

necessarily similar to a brand-new person.

In the case of nonrandom intervention, consider observing the stress level of

someone for an hour and applying an electrical shock at the 30-minute mark

without warning them. It will show a clear evidence of a relationship, but random-

ization was nowhere to be found. This is an example of a within-subject interrupted

time series design; see Figure 5-1.

Figure 5-1. A shocking example of within-subject design

The causal relationship between shock and stress is justified on a number of

levels. First, if we were carefully observing the subject and didn’t see any other

things that would have caused stress, such as a bear entering the laboratory, we

have eliminated a large class of potential confounders. Second, we have prior in-

tuition that shocks and stress should be related, so this result seems, prima facie,

plausible. Third, the exact timing would be unreasonable to line up with another

cause of stress, such as an unpleasant thought that lingered with the subject for the

rest of the experiment. Finally, the magnitude of the jump was much larger than

variation observed for the same subject prior to the shock.
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Were we to perform this same experiment a dozen times, and each time see a

similar jump in stress levels, then it would be reasonable to conclude that, for new

subjects similar to the ones that we tested on, an unexpected shock would cause a

jump in stress levels. That is, we could argue that the relationship is, to some extent,

generalizable.

There may still be unmeasured confounders (if all of the experiment subjects

were college students, they may have a lower pain threshold than, say, a construc-

tion worker) that would stymie generalization. But it is very important to note again

that such unmeasured confounders can exist even in a randomized experiment.

There may be important, unmeasured aspects of the subjects that can’t be accoun-

ted for because all subjects are drawn from the same pool.

A truly randomized experiment would be randomized not only in the treat-

ment, but also in the subjects, and in the pool of potential people or tools that would

be carrying out an intervention. That is, we would be picking at random from the

potential units (i.e., selecting people from the population at random) and executors

of the treatment (i.e., if the treatment is applying a drug, choosing random doctors)

in addition to applying the treatment at random. Random subjects and treaters are

very rarely applied designs.

Observational Designs

In the case of purely observational designs, we are tasked with employing clever

strategies for inferring generalizablity without the ability to intervene.

Observational designs are necessary when it is either impractical, costly, or

unethical to perform interventional experiments. Most socially interesting causal

estimation problems are of this kind. They frequently occur in business too; it may

be advantageous for certainty’s sake to take down a part of a business to see how it

affects profit, but the downstream implications are almost always too great to con-

sider doing so. Instead, we have to take advantage of natural differences in exposure

or temporary outages to determine the causal effect of critical components.

Natural Experiments

Our best hope in setting up observational designs is to try to find natural experi-

ments. Consider an effort to determine how being convicted of a crime in high

school affects earnings from age 25 to 40. It isn’t enough to just compare earning

differences between those who were convicted and those who weren’t, because

clearly there will be strong confounding variables. A clever strategy would be to

compare earnings between those who were arrested but not convicted of a crime,
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and those who were convicted. Though there are obvious differences in the groups,

they are likely to be similar on a number of other variables that serve as a natural

control. This is what is known as a natural experiment: we try to argue that we have

made a choice about what to compare that accounts for most alternative explana-

tions.

When natural between-subject controls are not available, we can sometimes

use methods such as within-subject interrupted time series designs, analogous to the

electrical shock example. If sign-ups on a website are rising steadily, and when we

introduce a new design for the sign-up page, sign-ups begin to drop immediately,

it seems reasonable to assume that the redesign is at fault. But to claim so in good

faith (and to make a strong argument), we have to eliminate other contenders. Did

the site get slower? Is there a holiday somewhere? Did a competitor get a lot of

coverage? By looking at bar charts and maps comparing the sign-ups for different

groups of people in different regions, and confirming that the drop is fairly uni-

versal, we can strongly justify the redesign as the culprit. We are looking at the same

subject and trying to account for alternatives.

The same methodology can also deal with fuzzier problems where we have no

natural control group. If we are interested in whether changes in nutrition stand-

ards at schools improve test scores, we can go find test score data for many schools

where we know that nutrition overhauls were put into place. If test scores (or test

score ranking within a given region, to account for changes in the tests themselves)

tend to be relatively flat before a nutrition change, then rise, and we have enough

examples of this, it starts to be reasonable to implicate the nutrition changes. The

justification for the claim of a causal relationship is that there are few reasonable

alternative explanations, especially given the proximity in timing, so a causal rela-

tionship is the most logical explanation.

What we would have to do to make a good-faith effort is figure out all of the

reasonable confounding factors and do our best to account for them. Our conclu-

sion will necessarily be of a less definite kind than if we had somehow been able to

randomly give individual kids more nutritious lunches—but such experiments

would be not only unethical, but also self-defeating. How would you possibly en-

force the restrictions of the experiment without unduly influencing the rest of the

environment?

By comparison, just calculating the current test scores of schools that have

booted nutrition standards against schools that have not would not be a particularly

effective design, because there are likely to be a great number of confounding

factors.

64 | THINKING WITH DATA



2. For more information on this topic, please see Judea Pearl’s book Causality (Cambridge University Press,

2009).

This, generally, paints the way for how we do causal reasoning in the absence

of the ability to set interactions. We try to gather as much information as possible

to find highly similar situations, some of which have experienced a treatment and

some of which have not, in order to try to make a statement about the effect of the

treatment on the outcome. Sometimes there are confounding factors that we can

tease out with better data collection, such as demographic information, detailed

behavioral studies, or pre- or post-intervention surveys. These methods can be

harder to scale, but when they’re appropriate, they provide us with much stronger

tools to reason about the world than we are given otherwise.

Statistical Methods

If all else fails, we can turn to a number of statistical methods for establishing causal

relationships. They can be roughly broken down into those based on causal graphs

and those based on matching. If there have been enough natural experiments in a

large data set, we can use statistical tools to tease out whether changes in some

variables appear to be causally connected to others.

The topic of causal graphs is beyond the scope of this book, but the rough idea

is that, by assuming a plausible series of relationships that would provide a causal

explanation, we can identify what kinds of relationships we should not see. For

example, you should never see a correlation between patient age and their treatment

group in a randomized clinical trial. Because the assignment was random, group

and age should be uncorrelated. In general, given a plausible causal explanation

and a favorable pattern of correlations and absences of correlation, we have at least

some measure of support for our argument of causality.2

The other variety of statistical causal estimation is matching. Of matching,

there are two kinds: deterministic and probabilistic. In deterministic matching, we

try to find similar units across some number of variables. Say we are interested in

the effect drinking has on male fertility. We survey 1,000 men on their history and

background, and measure their sperm count. Simply checking alcohol consump-

tion history and comparing light and heavy drinkers in their sperm count is not

sufficient. There will be other confounding factors like age, smoking history, and

diet. If there are a small number of variables and a large number of subjects, we

can reduce some confounding by finding pairs of men who match along many or

all of the variables, but wherein only one of the two is a heavy drinker. Then we can
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compare the sperm count of the two men—and hopefully, if we have measured the

right controls, it will be as if we had discovered a natural experiment.

If there are a large number of variables (say that diet is determined by a 100-

question questionnaire, or we are introducing genetic data), it is more reasonable

to use probabilistic matching. The most famous probabilistic matching methodol-

ogy is propensity score matching. In propensity score matching, we build a model

that tries to account for the probability that a subject will have for being treated,

also called the propensity. In the alcohol example, we would model the probability

of being a heavy drinker given age, smoking history, diet, genetics, and so on. Then,

like in the deterministic matching example, we would again pair up similar subjects

(this time, those who had roughly the same probability of becoming heavy drinkers)

wherein one was a heavy drinker and one was not. We are seeking to create what

might be termed an artificial natural experiment.

There are good theoretical reasons to prefer propensity score matching even

in the case of a small number of variables, but it can sometimes be worthwhile to

skip the added difficulty of fitting the intermediate model.
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Putting It All Together

We should look at some extended examples to see the method of full problem

thinking in action. By looking at the scoping process, the structure of the argu-

ments, and some of the exploratory steps (as well as the wobbles inevitably en-

countered), we can bring together the ideas we have discussed into a coherent

whole.

The goal of this chapter is not to try to use everything in every case, but instead

to use these techniques to help structure our thoughts and give us room to think

through each part of a problem. These examples are composites, lightly based on

real projects.

Deep Dive: Predictive Model for Conversion Probability

Consider a consumer product company that provides a service that is free for the

first 30 days. Its business model is to provide such a useful service that after 30

days, as many users will sign up for the continued service as possible.

To bring potential customers in to try its product, the company runs targeted

advertisements online. These ads are focused on groups defined by age, gender,

interests, and other factors. It runs a variety of ads, with different ad copy and

images, and is already optimizing ads based on who tends to click them, with more

money going toward ads with a higher click rate. Unfortunately, it takes 30 days or

so to see whether a new ad has borne fruit. In the meantime, the company is

spending very large amounts of money on those ads, many of which may have been

pointlessly displayed. The company is interested in shrinking this feedback loop,

and so asks a data scientist to find a way to shrink it. What can we suggest?

First, let us think a bit about what actions the company can take. It constantly

has new users coming in, and after some amount of time, it can evaluate the quality

of the users it has been given and choose whether to pull the plug on the adver-

tisement. It needs to be able to judge quality sooner, and compare that quality to

the cost of running the ad.

67

| 6



Another way of phrasing this is that the company needs to know the quality of

a user based on information gathered in just the first few days after a user has

started using the service. We can imagine some kind of black box that takes in user

behavior and demographic information from the first few days and spits out a

quality metric.

For the next step, we can start to ask what kind of behavior and what kind of

quality metric would be appropriate. We explore and build experience to get intu-

ition. Suppose that by either clicking around, talking to the decision makers, or

already being familiar with the service, we find that there are a dozen or so actions

that a user can take with this service. We can clearly count those, and break them

down by time or platform. This is a reasonable first stab at behavior.

What about a quality metric? We are interested in how many of the users will

convert to paid customers, so if possible, we should go directly for a probability of

conversion. But recall that the action the company can take is to decide whether to

pull the plug on an advertisement, so what we are actually interested in is the ex-

pected value of each new user, a combination of the probability of conversion and

the lifetime value of a new conversion. Then we can make a cost/benefit decision

about whether to keep the ad. In all, we are looking to build a predictive model of

some kind, taking in data about behavior and demographics and putting out a dollar

figure. Then, we need to compare that dollar figure against the cost of running the

ad in the first place.

What will happen after we put the model out? The company will need to eval-

uate users either once or periodically between 1 and 30 days to judge the value of

each user, and then will need some way to compare that value information to the

cost of running the advertisement. It will need a pipeline for calculating the cost of

each ad per person that the ad is shown to. Typical decisions would be to continue

running an advertisement, to stop running one, or to ramp up spending on one

that is performing exceptionally well.

It is also important to measure the causal efficacy of the model on improving

revenue. We would like to ensure that the advertisements that are being targeted

to be cut actually deserve it. By selecting some advertisements at random to be

spared from cutting, we can check back in 30 days or so to see how accurately we

have predicted the conversion to paid users. If the model is accurate, the conversion

probabilities should be roughly similar to what was predicted, and the short-term

or estimated lifetime value should be similar as well.
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Context

A consumer product company with a free-to-try model. It wants people to pay

to continue to use its product after the free trial.

Need

The company runs a number of tightly targeted ads, but it is not clear until

around 30 days in whether the ads are successful. In the meantime, it’s been

spending tons of money to run ads that might have been pointless. How can

it tighten up the feedback loop and decide which ads to cut?

Vision

We will make a predictive model based on behavior and demographics that

uses information available in the first few days to predict the lifetime value of

each incoming user. Its output would be something like, “This user is 50% less

likely than baseline to convert to being a paid user. This user is 10% more likely

to convert to being a paid user. This user….etc. In aggregate, all thousand users

are 5% less likely than baseline to convert. Therefore, it would make sense to

end this advertisement campaign early, because it is not attracting the right

people.”

Outcome

Deliver the model to the engineers, ensuring that they understand it. Put into

place a pipeline for aggregating the cost of running each advertisement. After

engineering has implemented the model, check back once after five days to see

if the proportions of different predicted groups match those from the analysis.

Select some advertisements to not be disrupted, and check back in one month

to see if the predicted percentages or dollar values align with those of the model.

What is the argument here? It is a policy argument. The main claim is that the

model should be used to predict the quality of advertisements after only a few days

of running them. The “Ill” is that it takes 30 days to get an answer about the quality

of an ad. The “Blame” is that installation probability (remember that we were al-

ready tracking this) is not a sufficient predictor of conversion probability. The

“Cure” is a cost-predictive model and a way of calculating the cost of running a

particular advertisement. And the “Cost” (or rather, the benefit) is that, by cutting

out advertisements at five days, we will not spend 25 days worth of money on un-

helpful advertisements.

To demonstrate that the Cure is likely to be as we say it is, we need to provi-

sionally check the quality of the model against held-out data. In the longer term,

we want to see the quality of the model for advertisements that are left to run. In
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this particular case, the normal model quality checks (ROC curves, precision and

recall) are poorly suited for models that have only 1–2% positive rates. Instead, we

have to turn to an empirical/predicted probability plot (Figure 6-1).

Figure 6-1. Predicted probability plot

To demonstrate the Cost, we need some sense of the reliability of the model

compared to the cost range of running the ads. How does our predicted lifetime

value compare to the genuine lifetime value, and how often will we overshoot or

undershoot? Finally, is the volume of money saved still positive when we include

the time cost of developing the model, implementing it, and running it? If the

model is any good, the answer is almost certainly yes, especially if we can get a high-

quality answer in the first few days. The more automated this process is, the more

time it will take up front—but the more time it will save in the long run. With even

reasonable investment, it should save far more than is spent.

In the end, what is the audience (in this case, the decision makers who will

decide whether to proceed with this project and whether to approve the build-out)

actually going to dispute? The Ill, Blame, and Cost may already be apparent, so the

discussion may center on the Cure (how good is the model?). But if we were un-

aware of the possibility that there could be other things to discuss (besides the

quality of the model), it would be easy to be caught unaware and not be prepared
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to coherently explain the project when pointed questions are asked by, for example,

higher levels of management.

Deep Dive: Calculating Access to Microfinance

Microfinance is the provision of traditional bank services (loans, lines of credit,

savings accounts, investments) to poor populations. These populations have much

smaller quantities of money than typical bank customers. The most common form

of microfinance is microloans, where small loans are provided as startup capital for

a business. In poorer countries, the average microloan size is under $500. Most

microloan recipients are women, and in countries with well-run microfinance sec-

tors, the vast majority of loans are repaid (the most widely admired microfinance

programs average over 97% repayment).

There is a nonprofit that focuses on tracking microfinance around the world.

It has a relationship with the government of South Africa, which is interested in

learning how access to microfinance varies throughout their country. At the same

time, the nonprofit is interested in how contemporary tools could be brought to

bear to answer questions like this.

From talking to the organization, it is clear that the final outcome will be some

kind of report or visualization that will be delivered to the South African govern-

ment, potentially on a regular basis. Having some summary information would

also be ideal.

Context

There has been an explosion of access to credit in poor countries in the past

generation. There is a nonprofit that tracks information about microfinance

across the world and advises governments on how they can improve their

microfinance offerings.

Needs

The South African government is interested in where there are gaps in micro-

loan coverage. The nonprofit is interested in how new data sets can be brought

to bear on answering questions like this.

Vision

We will create a map that demonstrates where access is lacking, which could

be used to track success and drive policy. It will include one or more summary

statistics that could more concisely demonstrate success. There would be bright

spots around remote areas that were heavily populated. Readers of the map

should be able to conclude where the highest priority places are, in order to
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place microfinance offices (assuming they were familiar with or were given

access to a map displaying areas of high poverty in South Africa).

Outcome

Deliver the maps to the nonprofit, which will take them to the South African

government. Potentially work with the South African government to receive

regularly updated maps and statistics.

Some immediate challenges present themselves. What does access mean? If a

loan office is more than a half-day’s journey away, it will be difficult for a lendee to

take advantage of the service. Walking in rural areas for several hours probably

progresses at around 3 kilometers per hour (about 1.86 miles per hour). If we figure

that three or four hours is a reasonable maximum distance for a walk in each di-

rection, we get about 10 kilometers as a good maximum distance for access to a

microfinance office.

What do we mean when we say microfinance offices? In this particular case,

the microfinance tracking organization has already collected information on all of

the registered microfinance offices across South Africa. These include private

groups, post office branches, and nonprofit microfinance offices. For each of these,

we start with an address; it will be necessary to geocode them into latitude and

longitude pairs.

What about population? A little digging online reveals that there are approxi-

mate population maps available for South Africa (using a 1 km scale). They are

derived from small-scale census information. Without these maps, the overall

project would be much more difficult—we would need to define access relative to

entire populated areas (like a town or village) that we had population and location

information from. This would add a tremendous amount of overhead to the project,

so thankfully such maps can easily be acquired. But keep in mind that their degree

of trustworthiness, especially at the lowest scale, is suspect, and any work we do

should acknowledge that fact.

We are also faced with some choices about what to include on such a map. In

practice, only a single quantity can be mapped with color on a given map. Is it more

important to show gradations in access or the number of people without access?

Would some hybrid of people-kilometers be a valid metric? After some considera-

tion, demonstrating the number of people is the smarter decision. It makes priori-

tization simpler.

The overall argument is as follows. We claim that “has access to microfinance”

can be reasonably calculated by seeing, for each square kilometer, whether that
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square kilometer is within 10 kilometers of a microloan office as the crow flies. This

is a claim of definition. To justify it, we need to relate it to the understanding about

access and microfinance already shared by the audience. It is reasonable to restrict

“access” to mean foot access at worst, given the level of economic development of

the loan recipients. Using the list of microfinance institutions kept by the micro-

finance tracking nonprofit is also reasonable, given that they will be the ones ini-

tially using this map and that they have spent years perfecting the data set.

This definition is superior to the alternative of showing degrees of access, be-

cause there is not much difference between a day’s round-trip travel and a half-day’s

round-trip travel. Only a much smaller travel time, such as an hour or so, would be

a major improvement over a day’s round-trip travel. However, such density is not

achievable at present, nor is it going to provide a major discontinuity from mere

half-day accessibility. As such, for our purposes, 10 kilometer distance to a micro-

loan office is a sufficient cutoff.

We claim that a map of South Africa, colored by population, masked to only

those areas outside of 10 kilometers distance to a microloan office, is a good visual

metric of access. This is a claim of value. The possible competing criteria are legi-

bility, actionability, concision, and accuracy. A colored map is actionable; by en-

couraging more locations to open where the map is currently bright (and thus more

people are deprived of access to credit), the intensity of the map will go down. It is

a bit less legible than it is actionable, because it requires some expertise to interpret.

It is fairly accurate, because we are smoothing down issues like actual travel dis-

tance by using bird’s-eye distance, but is otherwise reasonably reliable on a small

scale. It is also a concise way to demonstrate accessibility, though not as concise as

per-province summaries or, at a smaller level of organization (trade-off of accuracy

for concision!), per-district and per-metropolitan area summaries.

To remedy the last issue, we can join our map with some summary statistics.

Per-area summary statistics, like a per-district or per-metropolitan percentage of

population that is within 10 kilometers of a microloan office, would be concise and

actionable and a good complement to the maps. To achieve this, we need district-

level administrative boundaries and some way to mash those boundaries up with

the population and office location maps.

With this preliminary argument in mind, we can chat with the decision makers

to ensure that what we are planning to do will be useful. A quick mockup drawing,

perhaps shading in areas on a printout of a map of South Africa, could be a useful

focal point. If this makes sense to everyone, more serious work can begin.
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From a scaffolding perspective, it pays to start by geocoding the microloan

offices, because without that information we will have to fall back on a completely

different notion of access (such as one based on town-to-town distances). It pays to

plot the geocoded microloan offices on a map alongside the population density map

to get a sense of what a reasonable final map will look like. It is probably wise to

work out the logic for assigning kilometer squares to the nearest microloan office,

and foolish to use any technique other than brute force, given the small number of

offices and the lack of time constraints on map generation.

After much transformation and alignment, we have something useful. At this

point the map itself can be generated, and shared in a draft form with some of the

decision makers. If everyone is still on the same page, then the next priority should

be calculating the summary statistics and checking those again with the substantive

experts. At this point, generating a more readable map (including appropriate

boundaries and cities to make it interpretable) is wise, as is either plotting the

summary statistics on a choropleth map or arranging them into tables separated

by district.

Final copies in hand, we can talk again with the decision makers, this time with

one or more documents that lay out the relevant points in detail. Even if our work

is in the form of a presentation, if the work is genuinely important, there should

be a written record of the important decisions that went into making the map and

summary statistics. If the work is more exploratory and temporary, a verbal ex-

change or brief email exchange is fine—but if people will be making actual deci-

sions based on the work we have done, it is vitally important to leave behind a

comprehensive written record. Edward Tufte has written eloquently about how a

lack of genuine technical reports, eclipsed instead by endless PowerPoints, was a

strong contributing factor to the destruction of the space shuttle Columbia.

Wrapping Up

Data science, as a field, is overly concerned with the technical tools for executing

problems and not nearly concerned enough with asking the right questions. It is

very tempting, given how pleasurable it can be to lose oneself in data science work,

to just grab the first or most interesting data set and go to town. Other disciplines

have successfully built up techniques for asking good questions and ensuring that,

once started, work continues on a productive path. We have much to gain from

adapting their techniques to our field.
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We covered a variety of techniques appropriate to working professionally with

data. The two main groups were techniques for telling a good story about a project,

and techniques for making sure that we are making good points with our data.

The first involved the scoping process. We looked at the context, need, vision,

and outcome (or CoNVO) of a project. We discussed the usefulness of brief mock-

ups and argument sketches. Next, we looked at additional steps for refining the

questions we are asking, such as planning out the scaffolding for our project and

engaging in rapid exploration in a variety of ways. What each of these ideas have in

common is that they are techniques designed to keep us focused on two goals that

are in constant tension and yet mutually support each other: diving deep into fig-

uring out what our goals are and getting lost in the process of working with data.

Next, we looked at techniques for structuring arguments. Arguments are a

powerful theme in working with data, because we make them all the time whether

we are aware of them or not. Data science is the application of math and computers

to solve problems of knowledge creation; and to create knowledge, we have to show

how what is already known and what is already plausible can be marshaled to make

new ideas believable.

We looked at the main components of arguments: the audience, prior beliefs,

claims, justifications, and so on. Each of these helps us to clarify and improve the

process of making arguments. We explored how explicitly writing down arguments

can be a very powerful way to explore ideas. We looked at how techniques of trans-

formation turn data into evidence that can serve to make a point.

We next explored varieties of arguments that are common across data science.

We looked at classifying the nature of a dispute (fact, definition, value, and policy)

and how each of those disputes can be addressed with the right claims. We also

looked at specific argument strategies that are used across all of the data-focused

disciplines, such as optimization, cost/benefit analysis, and casual reasoning. We

looked at causal reasoning in depth, which is fitting given its prominent place in

data science. We looked at how causal arguments are made and what some of the

techniques are for doing so, such as randomization and within-subject studies.

Finally, we explored some more in-depth examples.

Data science is an evolving discipline. But hopefully in several years, this ma-

terial will seem obvious to every practitioner, and a clear place to start for every

beginner.
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